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(i) Atrempt five questions in all selecting one question from each Unit.
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(ii) All questions carry equal marks.
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Write your roll number on question-paper before start writing answer of questions.
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UNIT-I /5151

1. (1.1) Obtain the sampling distribution of mean of binomial and poisson

distribution. [5+5=10]
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(1.2) Define chi-square statistic. Hence, prove that if X, and X are independent
o2 varieties with n1 and nz d.f. respectively, then -
U=—and V=X +X2

X1+X2

are independently distributed, U as a B, ("—zl,"—;) variate and V as a )’ variate

with (n;+mp) d.f.
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U=-—1-1dV=Xi+Xz

X1+Xz
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UNIT-I1 / g&Td-11

2. (2.1) Derive the expression for moments of t-distribution. Hence obtain its mean

. d variance.
l_gﬁeoﬁiwwmm.m BT WY Gd YT YT HRY |

OR / areqqr
(2.2) Define F-statistic. Derive its pdf.
F-ftee & aRwia &Y | §9&T pdf wrar #Ry |
UNIT-III / g&18-111

3. (3.1) What do you understand by an estimator? Define the various criteria for a
good estimator.
3ipar®d | AT T WY &7 U IS sifdad B @ Ames 87

B5:2) X1, X »Xn is @ random sample from a normal population N(u,1). Show
thatt = nl 2iL1x{, is an unbiased estimator of p2+1.
Xty XoseovnXn WA SFRIEAT A WTGT UG AIGRBS Ufded | guize
t==3R, %7 p+1 &1 Preer sifees &
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(3.3) Define Minimum Variance Unbiased Estimator (M.V.U.E). Prove that
M.V.U.E. is always unique.
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(3.4) Obtain 100 (1-)% confidence interval of parameters (a) 6 and (b) 6, of the
normal distribution.
W 4 B ARG (8) T TR (02) B 100 (1-0)% FIvars siaRTet W
FRY |
UNIT-IV /g5&13-1V
4. (4.1) Define type I and type 1I errors in hypothesis testing. If x21 is the critical
region for testing Ho: 6 = 2 against alternative H; : © = 1 on the basis of the
single observation from the population, f(x;0) = ¢, 0 < x < e, obtain the
values of type I and type II error.
Wﬁmmﬁﬁ#mmlaﬁ?mnmaﬁmml
afe x>18, @ Ho: 0=2% Racii® Hy: 0= 1 & wemr ot & fyw mifs
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[6+4=10]
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[2+3=5]
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(4.2) Define most powerful test and uniformly most powerful test. Prove that every

most powerful or uniformly most powerful critical region is always
unbiased.
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UNIT-V /5@15-V
5. (5.1) What are large sample tests? Give the test for single mean. [2+4=6]
geq wfaet e @1 B & Toe WA & forg wder A |
(5.2) Explain in detail the large sample test for proportions. [4]
AR & TS 5 wioRe TF & fag o wfee wewr @ &7
OR /3l
(5.3) Write short notes on: [5+5=10]
e w W o fafag —
(@) Sign test for one sample and two sample cases
o < wRed & R e we
(b) Median test
AftgeT aET

[2+2+6=10]
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