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As we approach the second edition of this textbook, we  
reflect on the fact that we published the first edition only 

two years ago.  When the first edition was introduced, we won-
dered whether instructors and students would perceive the need 
for a new textbook, and we were pleased to find so many people 
who resonated to the scientist-practitioner approach. Abnor-
mal psychology remains one of the most popular courses among 
undergraduate students as national and world events drive us to 
try to understand human behavior and the forces that shape and 
act on it. What factors drive someone to take a gun and shoot a 
member of the United States congress? How could a celebrity, 
who seemingly has everything—wealth, family, fame—shoplift 
a $50.00 item of jewelry? The answers to these questions do not 
come easily as we see simplistic answers such as “the measles 
vaccine causes autism,” a theory first accepted and now com-
pletely discredited.

Understanding human behavior requires integration 
of brain and behavior, data from scientists, and insights from 
patients. As we noted in the first edition, a scientist-practitioner 
approach integrates biological data with research from social 
and behavioral sciences to foster the perspective that abnormal 
behavior is complex and subject to many different forces. Fur-
thermore, these variables often interact in a reciprocal fashion.  
Psychotherapy was built in part on the assumption that behav-
ior could be changed by changing the environment, but science 
has now shown us that environmental factors can also change 
the brain. Scientific advances such as molecular genetics have 
expanded our understanding of genetics. Virtual reality treat-
ment systems have provided new insights, raised new questions, 
and unlocked new areas of exploration. As this second edition 
indicates, we remain firm in our conviction that the integration 
of leading-edge biological and behavioral research, known as 
the translational approach, or from bench to bedside, is needed to 
advance the study of abnormal psychology. As we did in the first 
edition, we reach beyond the old clichés of nature or nurture, 
clinician or scientist, genes or environment, and challenge the 
next generation of psychologists and students to embrace the 
complexity inherent in replacing these historical “ors” with con-
temporary “ands.” Only by reaching beyond one-dimensional 
explanations of human behavior will we achieve a more sophis-
ticated appreciation of the causes of psychological disorders and 
develop innovative and effective approaches to prevention and 
treatment.

The Scientist-Practitioner 
Model
We subtitled this book A Scientist-Practitioner Approach because 
we know that understanding abnormal psychology rests on 
knowledge generated through scientific studies and clinical 
practice. Many psychologists are trained in the scientist-prac-
titioner model and adhere to it to some degree in their pro-
fessional work. We live and breathe this model.  In addition 
to our roles as teachers at the undergraduate, graduate, and 
postdoctoral levels, we are all active clinical researchers and 
clinical practitioners. However, the scientist-practitioner model 
means more than just having multiple roles; it is a philosophy 
that guides all of the psychologist’s activities.  Those who are 
familiar with the model know this quote well: “Scientist-prac-
titioners embody a research orientation in their practice and 
a practice relevance in their research” (Belar & Perry, 1992). 
This philosophy reflects our guiding principles, and we wrote 
this text to emphasize this rich blend of science and practice.  
Because we are scientist-practitioners, all of the cases described 
throughout this text are drawn from our own practice with the 
exception of a few quotations and newspaper stories designed 
to highlight a specific point. We have endeavored to “bring to 
life” the nature of these conditions by providing vivid clinical 
descriptions. In addition to the clinical material that opens each 
chapter and the short clinical descriptions that are used liberally 
throughout each chapter, a fully integrated case study drawn 
from one of our practices is presented at the end of each chap-
ter, again illustrating the interplay of biological, psychosocial, 
and emotional factors.  Of course, details have been changed 
and some cases may represent composites in order to protect 
the privacy of those who have shared their life stories with us 
throughout our careers.

The goal of our textbook is to avoid a dense review of 
the scientific literature but to maintain a strong scientific focus. 
Similarly, we wanted to avoid “pop” psychology, an overly popu-
larized approach that we believe presents easy answers that do 
not truly reflect the essence of the psychological disorders we 
cover.  Having now used the book with our own undergraduate 
classes, we find that students respond positively to material and 
features that make these conditions more understandable and 
vivid. Our goal is to “put a face” on these sometimes perplexing 
and unfamiliar conditions by using rich clinical material such 

preface
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as vignettes, case histories, personal accounts, and the feature 
“Real People, Real Disorders.” We hope that these illustrations 
will entice students to learn more about abnormal psychology 
while acquiring the important concepts. Thus, although the 
book represents leading-edge science, our ultimate goal is to 
portray the “human face” of these conditions.

A Developmental Trajectory
It has become increasingly clear that 
many types of abnormal behaviors 
either begin in childhood or have 
childhood precursors. Similarly, 
without treatment, most disorders do 
not merely disappear with advanc-

ing age and, in fact, new disorders may emerge. Quite simply, as 
we grow, mature, and age, our physical and cognitive capacities 
affect how symptoms are displayed. Without this developmental 
perspective, it is easy to overlook important clues that indicate 
the presence of a specific disorder at a particular phase of life. 
This is not just an idle exercise.  Failure to understand the various 
manifestations of a disorder means that theories of etiology may 
be incorrect or incomplete, and that interventions may be inap-
propriately applied. In this text, when the same disorders exist in 
both childhood and adulthood, they are presented in the same 
chapter. In each chapter where we discuss psychological disorders, 
we also include a section called “Developmental Considerations,” 
which highlights what is known about the developmental trajec-
tory of each condition. In the margins of those pages, you will find 
the developmental trajectory icons, which indicate that important 
developmental features are discussed in that paragraph. New to 
this edition are captions to the trajectories in an additional effort 
to help students understand how a disorder manifests itself differ-
ently at different stages of life.

Sex, Race, and Ethnicity
In each chapter, we describe the current literature regarding the 
effect of sex, race, or ethnicity on a disorder’s clinical presenta-
tion, etiology, and treatment. We carefully considered the terms 
used in the text to refer to these concepts. Indeed, the terms 
used to refer to sex, gender, race, and ethnicity are continually 
evolving, and the words that we use vary throughout the text. 
When we describe a particular study, we retain the labels that 
were used in the publication (e.g., Afro-Caribbean, Caucasian, 
Pacific Islander). To create some consistency throughout the 
text, when we discuss general issues regarding race and eth-
nicity, we use standard terms (e.g., whites, African Americans, 
Hispanics). Although we are admittedly uncomfortable with 
calling groups by any labels, whether they refer to race, ethnicity, 

or diagnosis (e.g., blacks, whites, schizophrenics), for clarity of 
presentation and parsimony in the case of race and ethnicity, we 
opted for these categorical labels rather than the more cumber-
some “individuals of European-American ancestry” approach. 
Throughout the book, however, we have not labeled individuals 
who have psychological disorders with their diagnosis because 
people are far more rich and complex than any diagnostic label 
could ever capture. Moreover, referring to a patient or patient 
group by a diagnostic label (e.g., bulimics, depressives, schizo-
phrenics) is fundamentally disrespectful. People have disorders, 
but their disorders do not define them.

Ethics and Responsibility
New to the second edition is a feature in each chapter titled 
“Ethics and Responsibility.” The discussion of ethics and 
responsibility varies with respect to the individual chapter, but 
in each case, we have attempted to select a topic that is timely 
and illustrates how psychologists consider the impact of their 
behavior on those with whom they work and on society in gen-
eral. We hope that this feature will generate class discussion and 
impress on students the impact of one’s behavior upon others.

Clinical Features
Consistent with our belief that the clinical richness of this text 
will bring the subject matter to life, each chapter begins with 
a clinical description that introduces and illustrates the topic 
of the chapter.  These descriptions are not necessarily exten-
sive case studies but provide the reader a global “feel” for each 
disorder.  Additionally, small case vignettes are used liberally 
throughout the text to illustrate specific clinical elements. 
Another important clinical element is the “Side by Side Case 
Studies,” in which we illustrate the differences between typical 
human emotions (such as elation) and abnormal behavior (such 
as mania). We included these descriptions in selected chapters 
to emphasize that the difference between normal emotions and 
what we call psychological disorders is not simply the presence 
of emotion or specific behavior but whether the behavior cre-
ates distress or impairs daily functioning. Finally, each chapter  

 side by side   case studies

  NORMAL BEHAVIOR CASE STUDY 
 A Scary Event—No Disorder 

  Last month, Jamal was driving in a snowstorm. The road was icy, 

and he regretted his decision to drive in the storm. But he wanted 

to get home to his wife and young son. As he was driving down 

the highway, his car hit a patch of ice and he began to skid off the 

road—sideways at first and then in a circle. It was a terrifying few 

moments, and images of his son and wife flashed before Jamal’s 

eyes. The car landed in a ditch. Jamal was banged up but other-

wise safe. That night, after he got home, he was unable to 

sleep—he kept going in to see his son sleeping in his crib. The 

next morning, his heart was pounding when he started his car, 

and for a few weeks afterward, he felt tense every time he drove 

past that ditch.    

  ABNORMAL BEHAVIOR CASE STUDY 
 Post-Traumatic Stress Disorder 

  In 1968, Jerry was drafted into the Army. In Vietnam, after a day-

long firefight, he was shot. His injuries were severe, and although 

he does not remember much of what happened after the bullet 

shattered his thigh bone, he does remember feeling extremely 

cold when he received a blood transfusion. Upon returning home, 

he was in the grocery store and walked down the frozen food 

aisle. The cold from the freezers precipitated a flashback, and 

Jerry thought that he was in Vietnam again. Now Jerry avoids the 

grocery store at all costs. Every time he hears a helicopter, he 

“hits the ground.” Jerry has not been able to work since he came 

home from Vietnam.    

Dimensions of Behavior: From Normal to Abnormal 

20 40 60 80Birth

8–30
�

Social phobia is a disorder 
that affects both children and 
adults, but the situations that 
create fear vary by age. 
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discussion concludes with a case study “Real Science, Real 
Life,” a clinical presentation, assessment, and treatment of a 
patient with a particular disorder, again drawn from our own 
clinical files. Each concluding case study illustrates much of the 
material covered in the chapter and uses the scientist-practi-
tioner approach to understanding, assessing, and treating the 
disorder. Furthermore, this concluding case study demonstrates 
how the clinician considers biological, psychological, environ-
mental, and cultural factors to understand the patient’s clinical 
presentation.  Finally, we describe the treatment program and 
outcome, highlighting how all of the factors are addressed in 
treatment.  Through this process, the case study allows the stu-
dent to view “firsthand” the scientist-practitioner approach to 
abnormal behavior, dispelling myths often propagated through 
the media about how psychologists, think, work, and act.

Special Features
We draw the reader’s attention to three specific features that 
appear in each chapter. The first, “Examining the Evidence,” 
presents a current controversy related to the disorder under 
study in the chapter.  However, we do not simply present the 
material; rather, to be consistent with the scientist-practitioner 
focus, we present both sides of the controversy and lead students 
through the data, allowing them to draw their own conclusions. 
Thus, “Examining the Evidence” features do not just present 
material but also foster critical thinking skills about issues in 
abnormal psychology.  By considering both sides of the issues, 
students will become savvy consumers of scientific literature.  

The second feature is “Research Hot Topic,” which pres-
ents topical, leading-edge research at the time of publication. 
Consistent with the focus of this text, the “Research Hot Topic” 
features illustrate how science informs our understanding of 
human behavior in a manner that is engaging to students (e.g., 
“Virtual Reality Therapy for the Treatment of Anxiety Dis-
orders”).  As teachers and researchers who open our clinical 
research centers to undergraduate students, we know that many 
students think research is “dull.”  What they discover by partici-
pating in our research programs, and what students reading this 
text will discover, is that research is exciting.  

THE PATIENT

THE TREATMENT OUTCOME

THE TREATMENT

THE PROBLEM

 Kerry—Treating Schizophrenia 

 REAL science REAL life

     Kerry is 19 years old. He has always been a shy, quiet young 
man. Studious and respectful in high school, he had few friends 
and never dated. He was accepted at the state university 
100 miles from home.      

  During his first semester, he became concerned that those who 
were living in his dorm were “out to get him.” His concerns 
extended to an instructor who wore a red shirt, which Kerry 
believed to be a sign of the devil. The archangel Michael began 
to speak to Kerry, commenting on his behavior and giving him 
instructions on how to behave. His roommate became alarmed 
not only because Kerry accused him of inserting thoughts into 
his head but also because Kerry stopped eating (he thought the 
food might have been poisoned) and bathing (in case the water 
was contaminated).  

  Kerry stopped going to classes and was reluctant to leave 
his room where he constantly examined light fixtures and elec-
trical outlets for listening devices planted there by the FBI. He
would call his parents at odd hours of the night, crying and 
pleading with them to make the voices go away. The next 
day he would call them and angrily accuse them of being in 
league with the devil, the FBI, or both. His bizarre behavior 
led to an inpatient hospitalization and a diagnosis of paranoid 
schizophrenia.   

     Kerry was treated with an atypical antipsychotic, which 
decreased his auditory hallucinations but did not eliminate 
them. Kerry was unable to tolerate the medication dosage 
considered necessary for optimal treatment outcome because 
of severe side effects, and he continued to express discomfort 

with auditory hallucinations. He was treated with cognitive-
behavioral therapy (CBT) and felt that although he was better 
able to cope with the hallucinations on a daily basis, they still 
interfered with his ability to return to school or hold a job. 
Because he had achieved only a partial treatment response, 
Kerry had to take a leave of absence from school and returned 
home to live with his parents. The medical school near his 
parents’ home was offering a research study using transcra-
nial magnetic stimulation (TMS), and Kerry enrolled as a par-
ticipant. TMS decreased the frequency of his symptoms to 
the extent that he was then able to use the coping skills he 
acquired through CBT to deal with the remaining hallucina-
tions. His negative symptoms were also somewhat improved. 
Although he was not able to return to college full-time, he 
was able to maintain half-time employment as a dishwasher in 
a restaurant.   

     One year after treatment was completed, Kerry became 
depressed at his inability to return to his previous state 
of functioning. He stopped taking his medication and 
attempted to commit suicide by choking himself. He passed 
out before he suffocated and was hospitalized. After rehos-
pitalization and reinstatement of his medication, Kerry was 
admitted to a partial hospitalization program in which he 
received group treatments such as social skills training and 
illness-management skills. Following his discharge, he was 
rehired at the restaurant and enrolled in one college course 
at a community college. Six months later, he moved out of 
his parents’ house into a supported living facility, allowing 
him more independence. He continues to struggle with the 
hallucinations but has been able to use his coping skills to 
manage their severity.   

 examining the evidence

 Controlled Drinking? 

     � The Facts  Many conceptualizations (disease model) and 
treatment approaches (AA, therapeutic communities) for alco-
hol are based on the idea that complete abstinence is the only 
acceptable approach to overcoming alcohol dependence. 
Over the last 50 years, researchers have begun to question 
this all-or-nothing approach.  

   � The Evidence  Mark and Linda Sobell conducted the best 
known study of what is now called  controlled drinking  (Sobell & 
Sobell, 1973). Results indicated that people receiving behavioral 
treatment for alcoholism combined with learning skills to engage 
in nonproblematic drinking had significantly more “days func-
tioning well” during a 2-year follow-up period than those receiv-
ing a treatment aimed at abstinence (Sobell & Sobell, 1973, 
1978). Can alcoholics be taught to control their drinking?  

   � Let’s Examine the Evidence  Although this research was 
well received, it also had detractors (Pendery et al., 1982) and 
inspired spirited criticism in sources such as the  New York Times  
and the television news show 60 Minutes,  suggesting that the 
research was both flawed and potentially fraudulent. However, 
an independent investigation of the Sobells’ research sup-
ported the integrity of this work on all counts. Alan Marlatt, 
a leading researcher in the area of alcohol, suggested that 
the media closely covered the critiques of the Sobells’ work 
but paid little attention to the evidence supporting its integ-
rity and validity (Marlatt et al., 1993). The controversy over 
controlled drinking still continues, but it has taken its toll on 

the scientific community, and research directly bearing on 
this question has been pursued less frequently than might be 
expected (Coldwell & Heather, 2006).  

   � What Are Alternative Explanations for This Controversy?    
Probably the clearest finding from this research is that con-
trolled drinking approaches may be especially suited to indi-
viduals with less severe drinking problems (Sobell & Sobell, 
1995) although other researchers question the apparent 
consensus that it is not a suitable approach for more severely 
dependent drinkers (Heather, 1995). Today the spirit of con-
trolled drinking lives on, but the name has not widely sur-
vived. “Harm reduction” is the most common name now used 
(Marlatt et al., 1993). Although harm reduction shares many 
of the same goals of controlled drinking, it has received less 
critical attack, and initial evidence is encouraging (Witkiewitz 
& Marlatt, 2006). Furthermore, treatment approaches such as 
motivational interviewing (Miller, 1983) place the client’s pref-
erences and goals at its center, and allow patients to choose 
controlled drinking as a strategy for treatment. Yet it is nota-
ble that in many cases even motivational interviewing is con-
ducted within settings favoring an abstinence-only approach 
(Coldwell & Heather, 2006).  

   � Conclusion  Although no one would argue that abstinence 
is bad, researchers in the tradition of controlled drinking hope 
to provide alternatives for people who may be able to attain a 
normal and healthy life without completely avoiding alcohol.   

  P sychiatric medications compose one of the largest groups 
of drugs manufactured by pharmaceutical companies. Most 

medications undergo rigorous development, and data are col-
lected by controlled trials, such as those described throughout 
this book. Some research examines whether people can tolerate 
the medication and determines its most effective dose. If suc-
cessful, active medication is compared with placebo to deter-
mine efficacy. In many instances, medication trials use adult 
samples. If approved by the Food and Drug Administration 
(FDA), a drug may be given to children even if it was not tested 
on children. 

 Over the past two decades, an increasing number of chil-
dren have been prescribed medication for behavioral or emo-
tional disorders. Between 1987 and 1996, total psychotropic 
medication use for youth increased two- to threefold, and by 
1996, these medications were prescribed for children as often 
as for adults (Zito et al., 2003). This dramatic increase occurred 
even though there were still relatively few clinical data from 

studies of children. Perhaps even more troubling is that medica-
tion prescriptions for preschoolers also increased dramatically 
between 1991 and 1995 (Zito et al., 2000). Rarely, if at all, are 
preschool children included in clinical trials. Some children are 
taking two or more medications; empirical data about the drugs 
is based almost exclusively on case reports and small, non-
blinded trials (Safer et al., 2003). Thus, these powerful medica-
tions are being prescribed to children with few if any empirical 
data to back their use. 

 In 1997, the FDA offered a 6-month extension on a drug 
company’s patent if pharmaceutical manufacturers provided 
data on pediatric populations. More recently, the Pediatric 
Research Equity Act of 2003 gave the FDA the authority to 
mandate pharmaceutical research on children (Zito et al., 2004). 
It is hoped that this law will encourage pharmaceutical manufac-
turers and independent investigators to conduct research with 
children, which will provide clinicians with important and very 
necessary data on the drugs’ safety and efficacy in youth. 

 research HOT topic 

 Psychiatric Medication Use in Children 

The third feature, “Real People, Real Disorders,” presents 
a popular figure who has suffered from the disorder discussed 
in the chapter. As we indicated in chapter 1, although many 
people, including undergraduate students, suffer from these 
disorders, they often feel that they are alone or “weird.”  We 
wanted to break down the stereotypes that many undergraduate 
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students have about people with psychological disorders. Using 
well-known figures to humanize these conditions allows stu-
dents to connect with the material on an emotional, as well as 
an intellectual, level.

Intermediate and End- 
of-Chapter Reviews
Finally, we would like to draw the reader’s attention to the 
“Concept Checks” that are found throughout the chapter as 
well as the “Reviewing Learning Objectives” and “Test Your-
self ” sections at the end of each chapter.  The “Concept Checks” 
provide quick reviews at the end of chapter sections, allowing 
students to be sure that they have mastered the material before 
proceeding to the next section. At the end of each “Concept 
Checks” and new to this edition is a “Critical Thinking Ques-
tion” that instructors can use to challenge students to think 
“outside the box” and critically examine the material presented 
within that section. Each chapter’s end-of-chapter materials 
begin with “Reviewing Learning Objectives,” an opportunity 
for us, as authors, to have a conversation with the students, to 

share what we see as the most important issues addressed in 
that chapter. The “Test Yourself ” provides another opportunity 
for students to review and master the material using the format 
that they will most likely find on their class examinations.

Supplemental Teaching 
Materials
Resources for Instructors
Speaking Out  video interviews with people who struggle 
with psychological disorders. This three volume DVD set of 
video segments allows students to see firsthand accounts of real 
patients with the various disorders described in their textbook. 
The interviews were conducted by licensed clinicians and range 
in length from 8 to 25 minutes. Disorders include major depres-
sive disorder, obsessive- compulsive disorder, anorexia nervosa, 
PTSD, alcoholism, schizophrenia, autism, ADHD, bipolar dis-
order, social phobia, hypochondriasis, borderline personality dis-
order, Aspergers, and much more. Volumes II and III include 
both a patient interview as well as a second segment called Day 
in the Life which features interviews with friends, family, and co-
workers to give a sense as to how the patient and loved ones deal 
with the disorder on a daily basis. These videos are available on 
DVD for classroom use as well as through MyPsychLab. (DVD 
ISBNs: 0-13-193332-9, 0-13-600303-6, 0-13-230891-6)

ClassPrep on MyPsychLab  makes lecture preparation easier 
and less time-consuming! Pearson has collected the very “best 
of ” instructor resources from across Pearson Psychology titles, 
including art and figures from our leading texts, videos, lecture 
activities, classroom activities, demonstrations and much more. 
Instructors are able to search through this extensive database by 
content topic or by content type (video, audio, simulation, word 
documents). ClassPrep allows instructors to select resources 
appropriate for lecture, many of which can be downloaded 
directly, or instructors may build their own folder of resources 
and present from within the Class Prep program. 

Lecture PowerPoint Slides for each chapter in the text.

Video Embedded PowerPoint Slides (ISBN 0-205-10843-1) 
on DVD: PowerPoint lecture slides have been embedded with 
select Speaking Out videos pertaining to each disorders chapter, 
enabling instructors to show videos within the context of their 
lecture.  DVD will play on both PCs and MACs.  Internet con-
nection is not required. 

Classroom Response System (CRS) PowerPoint Slides These 
class lecture and discussion slides incorporate CRS “clicker” ques-
tions that process student responses and interpret them instantly.

   “Earlier this year the doctors at the Mayo clinic diag-
nosed me with an early onset dementia—Alzheimer’s 
type,”—  Pat Summitt, August 23, 2011, in a public 
statement made from her home in Blount County, TN.  

 Although Alzheimer’s disease typically appears in people 
who are 65 years or older, it can have particularly devastat-
ing effects when it impacts adults who are much younger 
(called Early Onset Alzheimer’s Disease).  Pat Summitt, 
head women’s basketball coach for the Lady Volunteers (or 
“Lady Vols”) at the University of Tennessee, received this 
diagnosis in the summer of 2011 at the age of 59. Summitt 
initially contacted her doctors at the end of the 2011 bas-
ketball season, feeling like she had been having trouble 
thinking throughout the season. She originally thought 
her symptoms resulted from medication she was taking 
for arthritis, but an evaluation at the Mayo Clinic revealed 
early-onset dementia, Alzheimer’s type. Her grandmother 

also suffered from dementia.   
 Pat Summitt is described as an ‘icon’ of women’s 

basketball, leading the Lady Vols to eight national 

championships and 1,071 career wins.  This record 
trumps any other coach, man or woman, in the 
NCAA.  Summitt’s career also includes a silver 
medal as a player on the 1976 United States 
Olympics team and a gold medal as a coach for 
the 1984 team. 

In her public statement and conversations with 
her players, Summitt said she did not plan to retire fol-
lowing her diagnosis, but she would rely more heavily 
on assistant coaches.  She is treating her symptoms by 
taking medication and staying mentally and physically 
active.

Summitt’s work colleagues remind the public that 
she is not just a coach, but also a mother, daughter, and 
friend. The road ahead will be difficult, but her courage 
in speaking out about her diagnosis will help to increase 
public awareness and decrease the stigma of Alzheimer’s 
disease.    

  http://sportsillustrated.cnn.com/2011/basketball/ncaa/08/23/Pat.
Summitt.dementia/index.html?hpt=hp_c2  
 http://espn.go.com/womens-college-basketball/story/_/id/6888321/
tennessee-lady-vols-pat-summitt-early-onset-dementia    

 real people, real disorders 

 Pat Summitt: Decreasing the Stigma of Alzheimer’s Disease 

 TEST   yourself 
   1.    A personality trait is defined as a behavior pattern that is 

   a.   inflexible regardless of context within a situation  
  b.   consistent across situations  
  c.   emotionally expressive over time within a situation  
  d.   maladaptive across situations     

   2.    A personality trait may become a personality disorder when 
   a.   its symptoms can be quantified  
  b.   it becomes a dramatic, acute illness  
  c.   it becomes inflexible and maladaptive  
  d.   it does not reflect a person’s typical behavior     

   3.    According to the DSM-IV-TR, personality disorders are 
 usually apparent in 
   a.   periods of high stress  
  b.   adolescence or early adulthood  
  c.   infancy or early childhood  
  d.   major developmental transitions     

   4.    Cluster A personality disorders are characterized by which of 
the following? 
   a.   odd, quirky, or eccentric behaviors  
  b.   social anxiety, obsessionality, and fear of independence  
  c.    emotional and erratic behaviors, and the absence of 

remorse  
  d.   all of the above     

   5.    Which of the following symptoms differentiates paranoid 
personality disorder from paranoid schizophrenia? 
   a.   believing that others intend harm or deception  
  b.   delusional thinking  
  c.   reading negative meanings into benign comments  
  d.   doubting the loyalty or trustworthiness of others     

   6.    Schizoid personality disorder is characterized by which of the 
following? 
a. social detachment and a general lack of emotionality

  c.   antisocial personality disorder  
  d.   histrionic personality disorder     

   9.    Persons diagnosed with narcissistic personality disorder 
need constant praise because 
   a.   it helps them cope with their fragile self-esteem  
  b.    they need to have social interaction reinforced or they 

withdraw  
  c.   without praise, they lose motivation  
  d.   praise keeps them from being self-absorbed     

   10.    What feeling is characteristic of persons with borderline 
 personality disorder? 
   a.   an overinflated sense of self-worth  
  b.   devaluation of others  
  c.   lack of empathy for others  
  d.   fear of abandonment     

   11.    Dawn is a theater major in college. Her counselor recently 
diagnosed her with histrionic personality disorder. What 
characteristics of this diagnosis make this major a relatively 
good choice for her? 
   a.    her boundless energy to devote to her roles and her need 

for little sleep  
  b.    her ability to form close relationships with other cast 

members  
  c.   her demonstrative and attention-seeking style  
  d.    her attention to detail and skill at easily memorizing 

scripts     

   12.    Cluster C personality disorders are characterized by which of 
the following? 
   a.   excessive guilt and remorse  
  b.   lack of emotional expressiveness  
  c.   distorted thinking and cognition  
  d.   anxiety and social withdrawal     

 For more review plus practice tests, flashcards, 
and Speaking Out: DSM in Context videos, 
log onto  www.MyPsychLab.com  

http://sportsillustrated.cnn.com/2011/basketball/ncaa/08/23/Pat.Summitt.dementia/index.html?hpt=hp_c2
http://sportsillustrated.cnn.com/2011/basketball/ncaa/08/23/Pat.Summitt.dementia/index.html?hpt=hp_c2
http://espn.go.com/womens-college-basketball/story/_/id/6888321/tennessee-lady-vols-pat-summitt-early-onset-dementia
http://espn.go.com/womens-college-basketball/story/_/id/6888321/tennessee-lady-vols-pat-summitt-early-onset-dementia
www.MyPsychLab.com


Test Bank  was authored by Christina Harnett ( Johns Hop-
kins University). This key support item has been rigorously 
developed, reviewed, and checked for accuracy, to ensure the 
quality of both the questions and the answers.  It includes mul-
tiple choice, true/false, short answer, and essay questions.  Each 
chapter includes a Total Assessment Guide that lists all of the 
test items in an easy to use reference grid. 

Pearson MyTest  a powerful assessment generation program 
that helps instructors easily create and print quizzes and exams. 
Questions and tests can be authored online, allowing instructors 
ultimate flexibility and the ability to efficiently manage assess-
ments anytime, anywhere! Instructors can easily access existing 
questions and then edit, create, and store using simple drag-
and-drop and Word-like controls. Data on each question pro-
vides information relevant to difficulty level and page number. 
For more information go to www.PearsonMyTest.com.

Instructor’s Manual, authored by Ashlea R. Smith (Argosy 
University-Phoenix), offers an exhaustive collection of resources. 
Assets include: lecture and discussion suggestions, student activ-
ities, classroom demonstration ideas, handouts, and a full listing 
of readings, websites, and videos to integrate into your course, 
including the Speaking Out patient interview video segments. 

An assignment calendar on MyPsychLab allows instructors 
to assign graded activities, with specific deadlines, and measure 
student progress. 

Create a Custom Text: For enrollments as low as 25 students, 
instructors can customize their own textbook by combining 
chapters from best-selling Pearson textbooks and/or reading 
selections in the sequence they want. To begin building your cus-
tom text, visit www.pearsoncustomlibrary.com. Instructors may 
also work with a dedicated Pearson Custom editor to create 
their ideal text—publishing their own original content or mix-
ing and matching Pearson content. Contact a Pearson Publisher’s 
Representative to get started.

Resources for Students
MyPsychLab  This exciting tool enables students to assess 
their understanding through a variety of pre and post tests along  

with chapter exams and get feedback immediately. Other 
resources to help the student master the content include:

Speaking Out: The DSM in Context videos help students 
understand how the DSM criteria apply to real people with psy-
chological disorders. Interviews with real patients, along with 
their friends and family, enable students to see symptoms of 
various conditions as well as understand the impact of these 
symptoms on the individual’s daily functioning. (Available with 
Abnormal Psychology course only.) 

The Pearson eText lets students access their textbook anytime, 
anywhere, and any way they want–including listening online or 
downloading to iPad. 

A personalized study plan for each student, based on Bloom’s 
Taxonomy, arranges content from less complex thinking–like 
remembering and understanding–to more complex critical 
thinking–like applying and analyzing. This layered approach 
promotes better critical-thinking skills, and helps students suc-
ceed in the course and beyond. 

Assessment  tied to every video, application, and chapter 
enables both instructors and students to track progress and 
get immediate feedback. With results feeding into a powerful 
gradebook, the assessment program helps instructors identify 
student challenges early–and find the best resources with which 
to help students. 

Study Guide  Authored by Don Lucas, Ph.D., Northwest 
Vista College, this student resource includes numerous review 
and study questions along with other learning aids to help rein-
force students’ understanding of the concepts covered in the 
text.

CourseSmart eTextbook  This new Pearson Choice offers 
students an online subscription to Abnormal Psychology, Sec-
ond Edition at a 50% savings. With the CourseSmart Web-
Book, students can search the text, make notes online, print out 
reading assignments that incorporate lecture notes, and book-
mark important passages. Ask your Pearson sales representative 
for details, or visit www.coursesmart.com.
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As we wrote in the first edition, this book began with the 
vision of our mentor and friend, Samuel M. Turner, 

Ph.D. He was the one who believed that the book could be 
written, convinced us to write it with him, and contributed 
substantially to the initial book prospectus. The success of the 
first edition surprised us, but we often felt that Sam would have 
just looked at us and said, “I told you so.” We hope this second 
edition continues to honor him and his lasting influence on us. 

We met Sam and each other more than 20 years ago 
when the three of us were in various stages of graduate training 
under his tutelage at Western Psychiatric Institute and Clinic 
(WPIC), University of Pittsburgh School of Medicine. We want 
to thank David Kupfer, M.D., who was Director of Research at 
WPIC at that time, for creating the cross-disciplinary and fer-
tile research environment that allowed us to learn and grow. We 
are also grateful to the other scientist-practitioners who men-
tored us at various stages of our undergraduate and graduate 
careers: Alan Bellack, Michel Hersen, Stephen Hinshaw, Alan 
Kazdin, and Sheldon Korchin. 

Second, we want to thank our editor, Jeff Marshall, for his 
enthusiasm, support, and good humor. His unfailing support of 
our work and his understanding of all of our other time commit-
ments kept this revision on time and (almost) stress free. We thank 
Roberta Meyer, our developmental editor for this second edition, 
for her helpful edits and her ability to understand what we meant to 
write, which was sometimes different from what we actually wrote. 
Thanks to Rochelle Diogenes, editor in chief of development, who 
also believed in us, always gave us the best advice, and made sure 
we had the resources that we needed to deliver a quality project. 
We express our appreciation to the marketing, development, 
and production staff at Pearson: Jessica Mosher, Micheal Rosen, 
Jessica Warren, Brandy Dawson, Nicole Kunzmann Orecchio, 
Susan McNally, Maureen Richardson, and Roberta Sherman. 
Your first-class professionalism and devotion to this project was 
unbelievable. Thanks also to Anne DeMarinis, our book designer, 
who continues to amaze us with her uncanny ability to visually 
translate our words into pictures. Every time we looked at a chapter 
opener, we used the words “visionary,” “magnificent,” and “cool.”

Third, a big thank you goes to our students, colleagues, and 
friends who listened endlessly, smiled supportively, and waited 
patiently as we said once again “next month will be easier.”  

Fourth, we thank our patients and their families whose 
life journeys or bumps along life’s road we have shared. Good 
psychologists never stop learning. Each new clinical experience 
adds to our knowledge and understanding of the illnesses we 
seek to treat. We thank our patients and families for sharing 
their struggles and their successes with us and for the unique 
opportunity to learn from their experience. It is an honor and a 
privilege to have worked with each of you.

Fifth, our thanks go to our spouses, Ed Beidel, Patrick 
Sullivan, and Bill Ehrenstrom, children (Brendan, Emily, 
Natalie, Brendan, and Jacob), and families who celebrated the 
publication of first edition with us and smiled understandingly 
when we told them we had to start on the second edition.

As authors, each of us feels enormous gratitude to our coau-
thors for their tireless work, unending support, and dedication 
to this project. Abnormal psychology is a broad topic, requiring 
ever-increasing specialization. Having colleagues who share an 
orientation but possess distinct areas of expertise represents a rare 
and joyful collaborative experience.

Finally, we hope the students and instructors who used 
the first edition and who will use this new text experience the 
joy and wonder that comes with learning about the challeng-
ing and intriguing topic of abnormal psychology. We are pas-
sionate about our science and compassionate with our patients. 
We are also dedicated educators. As such, we encourage you to 
contact us with comments, questions, or suggestions on how to 
improve this book.  No textbook is perfect, but with your help, 
we will continue to strive for that goal.

Text and Content Reviewers
We would like to thank the following colleagues who reviewed 
our manuscript and gave us a great many helpful sugges-
tions: Bethann Bierer, Metropolitan State College of Denver; 
Andrew Corso, University of Pennsylvania; Joseph Davis, Cali-
fornia State University System; Jim Haugh, Rowan Univer-
sity; Rob Hoff, Mercyhurst College; Robert Intrieri, Western 
Illinois University; Jennifer Katz, SUNY College at Geneseo; 
Lynne Kemen, Hunter College; Jennifer Langhinrichsen-
Rohling, University of South Alabama; Robert Lawyer, Del-
gado Community College; Barbara Lewis, University of West 
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Focus Group Participants
Thank you to the following professors for participating in our 
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Steve was a Marine who served during the 

Vietnam War. He spent a year on patrol, 

constantly on the lookout for the enemy. 

One night, the Viet Cong attacked his 

squad. During the firefight, the Marine next 

to him lost his arm. Steve got his buddy 

to the medic, but the horrific image never 

left him. He felt helpless and out of con-

trol. After returning from Vietnam, Steve 

had difficulty sleeping, lost interest in his 

hobbies, isolated himself from family and 

friends, and felt helpless and sad. Even 40 

years later, he can still see himself in the rice 

paddy, watching in horror as the grenade hits 

his friend, amputating his arm. Every night 

he wakes in yet another cold sweat and with 

a racing heart—unable to breathe, as the 

nightmare occurs again. Steve cannot watch 

fireworks—he breaks out in a cold sweat and 

feels dizzy. He drops to the ground at the 

sound of a helicopter, reacting as if he were 

again under attack. He sleeps only 4 hours a 

night. Although employed for many years, 

he had many interpersonal conflicts with 

co-workers and his boss, and recently he 

was forced into early retirement. He has no 

friends except for his immediate family and 

other veterans who served in Vietnam.

Derek is 7 years old. From the time he was 

an infant, he was always “on the go.” He has a 

hard time paying attention and has boundless 

energy. He is always in trouble, and his favorite 

expression is “but Mom, it was an accident” 

as he again breaks something because he is 

moving too fast. His parents compensate for 

his high level of energy by involving him in 

lots of physical activities (soccer, Tiger Cub 

Scouts, karate). He loves being with other 

children, but they often shun him because 

he cannot follow simple social rules. Derek 

had a wonderfully understanding first-grade 

teacher. Because he could not sit still, the 

teacher accommodated him with “worksta-

tions” so that he could move around the 

classroom whenever he felt the need. But 

now Derek is in second grade, and the new 

teacher does not allow workstations. She 

believes that he must learn to sit like all the 

other children. He visits the principal’s office 

often for “out-of-seat behavior” and comes 

home crying because “none of the other kids 

like me.” Although he seems intellectually 

bright and genuinely nice, he is failing in 

school and the teacher insists that he should 

be placed in a classroom for emotionally 

disturbed children.

Marcie just started college. She grew up 

in a small town but enrolled in a large uni-

versity far from home. Her family has few 

financial resources, and a university scholar-

ship was her only opportunity for college. 

She was reluctant to leave home, but her 

family and teachers encouraged her because 

this was a tremendous opportunity. Marcie is 

C H A P T E R  1



C H A P T E R  14

The physical, cognitive, and behavioral symptoms that Steve, Derek, and Marcie 

displayed represent common mental health problems. These behaviors are con-

sidered abnormal because most people do not want to take their life, and they sleep 

more than 4 hours a night. Most children are able to sit still in a classroom. Although 

often unrecognized, psychological disorders exist in substantial numbers of people 

across all ages, races, ethnic groups, cultures, and in both sexes. Furthermore, they 

cause great suffering and impair academic, occupational, and social functioning.

Defining abnormality is challenging because behaviors must be considered in 

context. For example,

Donna and Matthew were very much in love. They had been married for 25 years and 

often remarked that they were not just husband and wife but also best friends. Then 

Matthew died suddenly, and Donna felt overwhelming sadness. She was unable to eat, 

cried uncontrollably at times, and started to isolate herself from others. Her usually viva-

cious personality disappeared.

When a loved one dies, feelings of grief and sadness are common, even expected. 

Donna’s reaction at her husband’s death would not be considered abnormal; rather, its 

absence at such a time might be considered abnormal. Consider how even though Donna 

and Marcie’s depressive behaviors are similar, their circumstances are different. A theme 

throughout this book is that abnormal behavior must always be considered in context.

Normal vs. Abnormal Behavior
Sometimes it’s fairly easy to identify behavior as abnormal, as when someone is still 

deeply troubled by events that happened 40 years ago or is feeling so hopeless that 

he or she cannot get out of bed. But sometimes identifying behavior as abnormal is 

not clear-cut. Put simply, abnormal means “away from normal,” but that is a circular 

definition. By this standard, normal becomes the statistical average and any devia-

tion becomes “abnormal.” For example, if the average weight for a woman living in 

the United States is 140 pounds, then women who weigh less than 100 pounds or 

more than 250 pounds deviate significantly from the average. Their weight would 

be considered abnormally low or high. For abnormal psychology, defining abnormal 

behavior as merely being away from normal assumes that deviations on both sides of 

average are negative and in need of alteration or intervention. This assumption is often 

incorrect. Specifically, we must first ask whether simply being different is abnormal.

IS BEING DIFFERENT ABNORMAL?

Many people deviate from the average in some way. Yao Ming is 7 feet 5 inches tall and 

weighs 295 pounds—far above average in both height and weight. However, his deviant 

stature does not affect him negatively. To the contrary, he was a successful and highly paid 

basketball player in the National Basketball Association. Mariah Carey has an abnormal 

vocal range—she is one of a few singers whose voice spans five octaves. Because of her 

having difficulty adjusting to her new envi-

ronment and describes herself as “severely 

homesick.” She is very sad, cries for no rea-

son, and has stopped attending classes. She 

believes that she is a failure for being unable 

to adjust and is afraid to tell her parents. She 

barely talks to her roommate, who is very 

concerned about the change in her behavior. 

Marcie no longer showers. Sometimes she 

does not get out of bed and goes for several 

days without eating. She talks about being 

“better off dead.”
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different ability, she has sold millions of CDs. Professor Stephen Hawking, one of the 

world’s most brilliant scientists, has an intellectual capacity that exceeds that of virtually 

everyone else, yet he writes best-selling and popular works about theoretical physics and 

the universe. He does this despite suffering from amyotrophic lateral sclerosis (ALS, also 

known as Lou Gehrig’s disease), a debilitating and progressive neurological disease. Each 

of these individuals has abilities that distinguish him or her from the general public; 

that is, they are away from normal. However, their “abnormalities” (unusual abilities) 

are not negative; rather, they result in positive contributions to society. Furthermore, 

their unusual abilities do not cause distress or appear to impair their daily functioning (as 

appears to be the case for Steve, Derek, and Marcie). In summary, being different is not 

the same as being psychologically abnormal.

IS BEHAVING DEVIANTLY (DIFFERENTLY) ABNORMAL?

When the definition of abnormal behavior broadens from simply being different to 

behaving differently, we often use the term deviance. Deviant behaviors differ from 

prevailing societal standards.

On February 9, 1964, four young men from Liverpool, England, appeared on 

 and created quite a stir. Their hair was “long,” their boots had “high (Cuban) heels,” 

and their “music” was loud. Young people loved them but their parents were appalled.

The Beatles looked, behaved, and sounded deviant in the context of the prevail-

ing cultural norms. In 1964, they were considered outrageous. Today their music, 

dress, and behavior appear rather tame. Was their behavior abnormal? They looked 

different and acted differently, but their looks and behavior did no harm to themselves 

or others. The same behavior, outrageous and different in 1964 but tame by today’s 

standards, illustrates an important point, deviant behavior violates societal and cultural 

norms, but those norms are always changing.

Understanding behavior within a specific context is known as goodness of fit

(Chess & Thomas, 1991). Simply put, a behavior can be problematic or not problematic 

depending on the environment in which it occurs. Some people change an environment 

to accommodate a behavior in the same way that buildings are modified to assure accessi-

bility by everyone. Derek’s situation illustrates the goodness-of-fit concept. At home and 

Yao Ming, Mariah Carey, and Stephen 
Hawking differ from most people (in height, 
vocal range, and intelligence, respectively). 
However, these differences are not abnor-
malities and have resulted in positive contri-
butions to society.

goodness of fit  the idea that behavior is 
problematic or not problematic depending on 
the environment in which it occurs
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in first grade, his parents and teacher changed the environment to meet his high activity 

level. They did not see his activity as a problem but simply as behavior that needed to be 

accommodated. In contrast, his second-grade teacher expected Derek to fit into a non-

adaptable environment. In first grade, Derek was considered “lively,” but in second grade, 

his behavior was considered abnormal. When we attempt to understand behavior, it is 

critical to consider the context in which the behavior occurs.

Group Expectations  The expectations of family, friends, neighborhood, and culture 

are consistent and pervasive influences on why people act the way they do. Sometimes 

the standards of one group are at odds with those of another group. Adolescents, for 

example, often deliberately behave very differently than their parents do (they violate 

expected standards or norms) as a result of their need to individuate (separate) from their 

parents and be part of their peer group. In this instance, deviation from the norms of one 

group involves conformity to those of another. Like family norms, cultural traditions and 

practices also affect behavior in many ways. For example, holiday celebrations usually 

include family and cultural traditions. As young people mature and leave their family of 

origin, new traditions from extended family, marriage, or friendships often blend into 

former customs and traditions, creating a new context for holiday celebrations.

Often, these different cultural traditions are unremarkable, but sometimes they 

can cause misunderstanding:

Maleah is 12 years old. Her family recently moved to the United States from the 

Philippines. Her teacher insisted that Maleah’s mother take her to see a psychologist 

because of “separation anxiety.” The teacher was concerned because Maleah told the 

teacher that she had always slept in a bed with her grandmother. However, a psychologi-

cal evaluation revealed that Maleah did not have any separation fears. Rather, children 

sleeping with parents and/or grandparents is what people normally do (what psycholo-

gists call ) in Philippine culture.

Culture refers to shared behavioral patterns and lifestyles that differentiate one 

group of people from another. Culture affects an individual’s behavior but also is 

reciprocally changed by the behaviors of its members (Tseng, 2003). We often behave 

in ways that reflect the values of the culture in which we were raised. For example, in 

some cultures, children are expected to be “seen and not heard” whereas in other cul-

tures, children are encouraged to freely express themselves. Culture-bound syndrome

is a term that originally described abnormal behaviors that were specific to a particular 

location or group (Yap, 1967); however, we now know that some of these behavioral 

patterns extend across ethnic groups and geographic areas. How culture influences 

behavior will be a recurring theme throughout this book. Maleah’s behavior is just one 

example of how a single behavior can be viewed differently in two different cultures.

Development and Maturity   Another important context that must be taken into 

account when considering behavioral abnormality is age. As a child matures (physi-

cally, mentally, and emotionally), behaviors previously considered developmentally 

appropriate and therefore normal can become abnormal.

Nick is 4 years old and insists on using a night-light to keep the monsters away.

At age 4, children do not have the cognitive, or mental, capacity to understand 

fully that monsters are not real. However, at age 12, a child should understand the 

difference between imagination and reality. Therefore, if at age 12 Nick still needs a 

night-light to keep the monsters away, his behavior would be considered abnormal 

culture  the shared behavioral patterns and 
lifestyles that differentiate one group of peo-
ple from another

culture-bound syndrome  the abnormal 
behaviors that are specific to a particular loca-
tion or group
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Childhood is a period of 
rapid development. As 
children mature, behaviors 
once considered typical can 
became deviant.
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and perhaps needing treatment. Similarly, very young children do not have the ability 

to control their bladder; bedwetting is common in toddlerhood. However, after the 

child achieves a certain level of physical and cognitive maturity, bedwetting becomes 

an abnormal behavior and is given the diagnostic label of enuresis (see Chapter 12).

Eccentricity.  What about the millionaire who wills his entire estate to his dog? This 

behavior violates cultural norms, but it is often labeled eccentric rather than abnormal. 

Eccentric behavior may violate societal norms but is not always negative or harmful to 

others. Yet, as in the case of Ted Kaczynski (the Unabomber), sometimes behaviors 

that initially appear eccentric cross the line into dangerousness (see the feature “Real 

People, Real Disorders: Ted Kaczynski”).

IS BEHAVING DANGEROUSLY ABNORMAL?

The police arrive at the emergency room of a psychiatric hospital with a man and a woman 

in handcuffs. Jon is 23 years old. He identifies himself as the chauffeur for Melissa, who is 

age 35 and also in handcuffs. They are both dressed in tight leather pants and shirts, have 

unusual “spiked” haircuts, and wear leather “dog collars” with many silver spikes. Jon and 

Melissa live in the suburbs but spent a day in the city buying clothes and getting their hair 

cut. As they were leaving the parking garage to return home, Melissa began to criticize 

Jon’s hair. Jon became angry and ran the car (which belonged to Melissa) into the wall 

Over a period of 18 years (1978–1995), Theodore John 
(Ted) Kaczynski killed 3 people and wounded 29 oth-

ers with a series of mail bombs. A brilliant mathematician, 
he became disillusioned with technology and moved to an 
isolated area of Montana where he lived in a cabin without 
electricity or running water. He justified the mail bombs 
as a fight against the evils of technology and progress. 
Although Kaczynski rejected the use of an insanity defense 
by his lawyer, a court-appointed psychiatrist diagnosed 
him with paranoid schizophrenia, a serious mental disor-
der (see Chapter 10), but he was considered competent 
to stand trial. He was convicted and is serving life in prison 
without the possibility of parole. Leaving civilized society 
to live alone in a primitive cabin certainly could qualify as 
eccentric behavior, but does that mean that he was psy-
chologically disturbed?

Kaczynski was academically gifted; he entered Harvard 
at age 16 and specialized in a field of mathematics few 
others understood. He was socially reclusive, unable to 
“connect” with others. Is merely preferring solitude rather 
than social interaction abnormal behavior?

Kaczynski believed that technical progress was 
undesirable and imposed unnatural demands 
on people. Living without modern technology 
would allow a happier, simpler life. Prepared 
to live out his life alone, he became angry as 
progress intruded into his wilderness area. So he 
decided to get revenge. Is this irrational thinking?

The targets of his bombs were professors, airline 
officials, computer stores, and an advertising executive, 
none of whom was responsible for the intrusion into his 
wilderness. Does this thinking and behavior cross the line 
between sanity and insanity?

From all accounts, Kaczynski was a social misfit, an 
eccentric, perhaps even an environmental terrorist. Whatever 
label is applied, his behavior evolved from behaving differ-
ently to behaving dangerously (perhaps as a result of disor-
dered thinking). In this instance, his behavior was extremely 
harmful to others and could no longer be considered merely 
eccentric. It is also important to point out that most people 
who have psychological disorders are not dangerous and do 
not commit crimes or attempt to harm other people.

real people, real disorders
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of the parking garage—several times. When a clinician asked the police officer why they 

were brought to the psychiatric emergency room, the officer replied, “Well, would a sane 

person keep ramming a car into the wall of a parking garage?” Neither Jon nor Melissa 

had any previous history of psychological disorders. An interview revealed that Jon’s 

behavior was the result of a lover’s quarrel, and although their relationship was often vola-

tile, they denied any incidents of physical aggression toward each other or anyone else.

Certainly, repeatedly ramming a car into the wall of a parking garage is danger-

ous, is outside of societal norms, and could be labeled abnormal. Dangerous behavior 

can result from intense emotional states, and in Jon’s case, the behavior was directed 

outwardly (toward another person or an inanimate object). In other cases, dangerous 

behavior such as Marcie’s suicidal thoughts may be directed toward oneself. However, 

it is important to understand that most people with psychological disorders do not 

engage in dangerous behavior (Linaker, 2000; Monahan, 2001). Individuals with 

seriously disordered thinking rarely present any danger to society even though their 

behaviors may appear dangerous to others. Therefore, behavior that is dangerous may 

signal the presence of a psychological disorder, but dangerous behavior alone is not 

necessary or sufficient for the label of abnormality to be assigned.

IS BEHAVING DYSFUNCTIONALLY ABNORMAL?

Thus far, simply being different, behaving differently, or behaving dangerously clearly 

does not constitute abnormal behavior. A final consideration when attempting to 

define abnormal behavior is whether that behavior causes distress or dysfunction for the 

individual or others. Consider the examples of Robert and Stan (see the following side 

by side case studies).

Both Robert and Stan engage in checking behaviors, but Robert’s behavior falls into 

the category of what is called “normal checking” (Rachman & Hodgson, 1980). Stan’s 

routine of checking the house before he leaves for work or goes to bed is different from the 

way in which most people lock up their house before going to work, so his behavior deviates 

from the norm. Even though simple deviance is not abnormal, Stan’s behavior differs 

from Robert’s in another way: Stan’s checking occurs more frequently. Frequency alone 

side by side   case studies

NORMAL BEHAVIOR CASE STUDY
A Cautious Person—No Disorder

Robert is a very cautious person. He does not like to make mis-

takes and believes that the behavior standards that he sets for 

himself are high but fair. He is concerned about safety and wor-

ried that other people might take advantage of him if he makes a 

mistake. Before leaving his house or going to sleep, he walks 

through the house, checking to make sure that every door and 

window is locked and the oven and stove are turned off. This usu-

ally takes about 5 minutes. 

ABNORMAL BEHAVIOR CASE STUDY
Obsessive-Compulsive Disorder

Stan also is cautious and very concerned. When away from home, 

he worries that he forgot to lock a door and that his house has 

been robbed. Often he returns home to check that the house is 

locked. But even after he checks, he remains doubtful and spends 

hours each day checking and rechecking. He has an elaborate 

system of checking the locks, the doors, the garage door, and 

the burglar alarm system. He checks the stove seven times to 

make sure that the oven and the burners are off. Thoughts of a 

burglar in his house or his house burning down cause him great 

distress, sometimes interfering with his sleep. He is often late for 

work or for social engagements because he needs to go back to 

the house to check and recheck the locks. 

Dimensions of Behavior: From Normal to Abnormal

learning objective 1.1
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does not mean a behavior is maladaptive, but frequency can lead to two other conditions: 

distress and dysfunction. Specifically, Stan’s worries are so frequent and pervasive that 

they cause him to feel anxious and lose sleep at night. In this case, maladaptive behavior 

results in distress; Stan’s worries result in a negative mood (anxiety) and cause him to lose 

sleep. Frequently, they also cause him to arrive late for work or for social engagements. 

Thus, his behaviors create occupational and social dysfunction. When one of these condi-

tions is evident, the presence of a psychological disorder must be considered.

A DEFINITION OF ABNORMAL BEHAVIOR

To summarize, to define abnormal behavior, we need to consider several factors. Merely 

being different or behaving differently is not enough, although the latter certainly might 

be a signal that something is wrong. Some abnormal behaviors are dangerous, but dan-

gerousness is not necessary for a definition of abnormality. In this book, we define abnor-

mal behavior as behavior that is inconsistent with the individual’s developmental, cultural, 

and societal norms; creates emotional distress; or interferes with daily functioning.

The following chapters will examine many different types of abnormal behavior. 

As a guide, the behaviors are considered using the Diagnostic and Statistical Manual of 

Mental Disorders, Fourth Edition, Text Revision (American Psychiatric Association, 

2000), commonly known as the DSM-IV-TR. This diagnostic system uses an approach 

that focuses on symptoms and the scientific basis for the disorders, including their 

clinical presentation (what specific symptoms cluster together?), etiology (what causes 

the disorder?), developmental stage (does the disorder look different in children than 

it does in adults?), and functional impairment (what are the immediate and long-term 

consequences of having the disorder?). The DSM system uses a categorical approach to 

defining abnormal behavior. Although this method is somewhat controversial (see the 

feature “Research Hot Topic: Categorical vs. Dimensional Approaches to Abnormal 

Behavior”), it remains the most widely accepted diagnostic system in the United States.

Abnormal Behavior in the General Population  Psychological disorders are common 

in the general population. Approximately 47% of adults in the United States have suf-

fered from a psychological disorder at some time in their lives (Kessler et al., 2005). The 

most commonly reported disorders in the United States are anxiety disorders and alcohol 

dependence (see Table 1.1). More than 20% of adults will suffer from major depression, 

abnormal behavior  conduct that is incon-
sistent with the individual’s developmental, 
cultural, and societal norms; creates emotional 
distress; or interferes with daily functioning

learning objective 1.2
A behavior is abnormal if it is 
inconsistent with developmental
or social norms.
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and more than 14% will struggle with alcohol dependence at some point in their lives. 

Anxiety disorders are also common, affecting over 28% of adults, during their lifetimes. 

Clearly, many people suffer from serious psychological disorders; this emphasizes the need 

for more understanding of these conditions and the development of effective treatments.

Factors Influencing the Expression of Abnormal Behaviors   Contextual fac-

tors play an important role when considering if and when abnormal behaviors may 

develop. Some factors include personal characteristics such as sex and race or ethnicity. 

For example, women are more likely to suffer from anxiety disorders (see Chapter 4) 

and mood disorders (see Chapter 6), and men are more likely to suffer from alcohol 

and drug abuse (see Chapter 9; Kessler et al., 2005). With respect to race and ethnic-

ity, whites and African Americans suffer equally from most types of psychological dis-

orders. Hispanics are more likely to have mood disorders such as depression than are 

non-Hispanic whites. In addition, as we shall see throughout this book, culture may 

influence how symptoms are expressed.

Socioeconomic status (SES), defined by family income and educational achievement, 

is another important factor that affects the prevalence of psychological disorders in the 

general population. Except for drug and alcohol abuse, which occurs more often among 

those with the middle education level (a high school graduate but no college degree), 

psychological disorders occur most frequently among those with the lowest incomes and 

the least education. A continuing debate is whether psychological disorders are the result 

The current diagnostic system, the Diagnostic and Statistical 
Manual of Mental Disorders (DSM), presents a categorical

approach to understanding psychological disorders. The DSM 
assumes that a person either has a disorder or does not, just as 
one is either a boy or a girl. The current DSM is superior to pre-
vious diagnostic systems, which were tied to theory but not nec-
essarily to data. However, two issues continue to present prob-
lems for a categorical approach: (a) symptoms rarely fall neatly 
into just one category and (b) symptoms of sufficient severity to 
determine that they represent a psychological disorder.

In fact, people in psychological distress rarely have only one 
psychological disorder (Nathan & Langenbucher, 1999). A woman 
struggling with an eating disorder often feels depressed as well. 
Does she have two distinct disorders, or is her depression merely 
part of her abnormal eating pattern? Making these distinctions is 
more than just an academic exercise—it affects whether someone 
receives treatment. It may, for example, determine whether a 
psychologist decides to refer a depressed patient for medication 
treatment or just monitors her sadness to see whether it disap-
pears when the eating disorder is successfully treated.

The second issue—deciding when one has “enough” of a 
symptom to have a diagnosis—can be illustrated through the 
following example. Shyness and sadness are two behaviors that 
may be personality dimensions rather than a distinct category. 
When is one “sad enough” or “shy enough” to be diagnosed 
with a psychological disorder? Is shyness a personality fea-
ture or a psychological disorder? Currently, one is considered 
to have a psychological disorder when the distress is severe 
enough or when functional impairment results. However, in 
many instances, this is an artificial distinction and may deny 
people with moderate distress the opportunity to seek services. 
Scientifically, a dimensional approach would allow an under-
standing of how abnormal behavior varies in severity over time, 
perhaps increasing and decreasing, or how behaviors change 
from one disorder to another.

Researchers continue to investigate the most accurate way 
to describe abnormal behavior. The next revision of the DSM is 
likely to adopt a dimensional approach for a number of behav-
iors now considered to be different categories.

research HOT topic

dimensional approach  an approach to 
understanding behavior that considers it from 
a quantitative perspective (a little shy, moder-
ately shy, a lot shy), not a qualitative perspec-
tive (shy or not shy)
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of lower SES. Do more education and higher income serve to protect someone against 

psychological disorders by providing more supportive resources? An alternative hypoth-

esis is that the impairment that results from a psychological disorder (inability to sleep, 

addiction to alcohol) lead to job loss or limited educational achievement, a phenomenon 

known as downward drift. Another alternative is that a third factor, such as genetic pre-

disposition, contributes both to the onset of a psychiatric disorder and to the inability to 

achieve academically or occupationally.

Few studies address the relationship of SES to psychological disorders specifi-

cally, but one study of the development of psychological disorders in children does help 

us understand this relationship. In this study, children were interviewed at yearly inter-

vals, in some cases for 9 years. During that time, children from all SES groups developed

psychological disorders at the same rate (Wadsworth & Achenbach, 2005). However, 

once the disorder was present, children from the lower SES category were less likely to 

overcome or recover from their disorder. Lower income usually means fewer economic 

resources and less access to treatment. Over time, reduced recovery resulted in more 

children from the lower SES group having more psychological disorders.

As the preceding example illustrates, children as well as adults suffer from psy-

chological disorders, and we know that age and developmental stage are important 

factors affecting abnormal behaviors. The Great Smoky Mountains Study examined 

the presence of psychological disorders in children who were assessed yearly, in some 

cases for up to 7 consecutive years (Costello et al., 2003). Table 1.2 illustrates the 

prevalence of psychological disorders in children and adolescents.

It may be quite surprising that by age 16, one of three children and adoles-

cents (36%) has suffered from a psychological disorder. As illustrated in Figure 1.1, 

the prevalence of disorders is highest among 9- to 10-year-old children, lower at age 

12, and higher again in adolescence. Psychologists know that developmental maturity 

affects when and how symptoms develop, what types of symptoms develop, and even 

what kinds of disorders occur. The idea that the common symptoms of a disorder vary 

according to a person’s age is known as the developmental trajectory (a trajectory is a 

path or progression). For example, compared with children who are diagnosed with 

developmental trajectory  the idea that 
common symptoms of a disorder may vary 
depending on a person’s age
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depression, adolescents with depression are more likely to feel hopelessness/helplessness, 

to lack energy or feel tired, to sleep too much, and to commit serious suicidal acts 

(Yorbik et al., 2004). Therefore, the symptoms of depression may change as a child 

matures. Even among adults, age also plays a role in the frequency of specific depres-

sive symptoms. As adults mature, they are less likely to report feelings of sadness or 

negative thoughts about themselves or others (Goldberg et al., 2003). Therefore, even 

an emotion as common as sadness can appear differently at different ages.

Inattention to developmental differences may result in inaccurate detection 

of psychological disorders. For example, social phobia is characterized by a behav-

ioral pattern of pervasive social timidity (see Chapter 4). Adults with social phobia 

report extreme fear when asked to give a speech. Young children rarely have to give a 

speech, and because they have no experience in the situation, they deny fear of giving 

speeches. However, a similar childhood activity would be reading aloud in front of the 

class. Children with social phobia often report great fear when asked to read aloud. 

Therefore, accurately diagnosing social phobia depends on understanding not only 

the disorder but also how the disorder appears at different ages. Similarly, older adults 

with depression are less likely to report feelings of sadness and negative thoughts, but 

all adults (regardless of age) report physical symptoms of depression (inability to sleep 

or eat or being easily tired). Therefore, a clinician who assesses depression only by 

asking about sadness may overlook depression in older adults. Throughout this book, 

we often will return to this issue of developmental psychopathology and how the same 

disorder may appear differently across the life span.

This developmental perspective also illustrates why the prevalence of psychological 

disorders varies by age (see Table 1.2). Certain disorders that are common in child-

hood (separation anxiety disorder, attention-deficit/hyperactivity disorder, bedwet-

ting, and fecal soiling; see Chapters 4 and 12) become less common as children mature 

physically, cognitively, and emotionally. During adolescence, other disorders begin to 

emerge (depression, alcohol and drug use, eating disorders, panic disorder, and gener-

alized anxiety disorder; see Chapters 4, 6, 7, and 9). The emergence of some disorders 

has practical and societal components (e.g., older adolescents are more likely to have 

access to alcohol, which is prerequisite to developing substance abuse). The emergence 

of other disorders coincides with cognitive maturity. Generalized anxiety disorder is 

defined, in part, by worry about future events (APA, 2000). This requires the ability 

to understand the concept of “future,” a cognitive skill that usually emerges around 

FIGURE 1 .3
Prevalence of Psychological 
Disorders in Children by Age 
and Sex

For boys, the prevalence of disorders peaks 
around age 9 or 10; for girls, prevalence 
peaks around age 16. Data from Costello et al., 
Archives of General Psychiatry, 60, 837–844.
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age 12 (see Alfano et al., 2002). Therefore, although it is possible for younger chil-

dren to suffer from generalized anxiety disorder, many more cases occur later as cog-

nitive maturity is achieved. Finally, biological changes also influence the emergence 

of psychological disorders. Hormonal changes associated with puberty may increase 

the likelihood of the emergence of eating disorders (anorexia and bulimia nervosa) in 

those who are at high risk for the development of these disorders.

concept CHECK

� Being different, or behaving differently, does not necessarily mean that someone is suf-

fering from a psychological disorder. Determining the presence of abnormal behavior 

requires evaluation of the behavior in terms of its developmental, cultural, and societal 

contexts.

� In addition to determining context, the definition of abnormal behavior requires that the 

behavior create emotional distress or functional impairment.

� The current diagnostic system uses a categorical approach to classification of abnor-

mal behavior. However, psychological symptoms rarely fall into one neat category. 

Furthermore, it is often difficult to determine the boundary between normal feelings 

such as sadness and psychological disorders such as depression. In these instances, a 

dimensional approach may be more useful.

CRITICAL THINKING QUESTION At different ages, the same disorder may appear with very 

different symptoms. Young children are still developing in many ways. How might imma-

ture physical and cognitive development affect the emotional expression of psychological 

disorders?

The History of Abnormal Behavior 
and Its Treatment
Throughout history, certain behaviors have been recognized as abnormal—often the 

same ones we recognize today. However, the explanations for these abnormal behaviors 

have evolved, ranging from an imbalance of bodily fluids to possession by demons, 

genetic abnormalities, and traumatic learning experiences. Today, new technologies 

allow us to watch the brain as it processes sights, smells, and sounds; solves problems; 

and experiences emotions. As this knowledge has increased, some of the earlier ideas 

about abnormal behavior seem outlandish or quaint. Here, we review those theories and 

show how scientific advances have changed our understanding of abnormal behavior.

ANCIENT THEORIES

Much of what we know about ancient theories of abnormal behavior is based on avail-

able archeological evidence and ancient texts. Ancient Egyptians believed that spirits 

controlled much of the environment as well as aspects of a person’s behavior. Even 

before the Egyptians, some cultures engaged in a practice called trephination, using a 

circular instrument to cut away sections of the skull. One interpretation of trephina-

tion is that it was a treatment for abnormal behaviors. Opening up the skull, it may 

have been thought, released the evil spirits that had assumed control of the person 

(Selling, 1940). This is only an assumption. Trephination might simply have been 

used to treat head wounds received in battles (Maher & Maher, 1985). Even today, we 

are not sure why ancient peoples practiced it.

trephination  the process in which a circular 
instrument was used to cut away sections of 
the skull, possibly in an attempt to release 
demons from the brain

Trephination involved making a hole in the 
skull. It may have been a way that ancient 
peoples tried to release evil spirits from the 
body of an afflicted person.

learning objective 1.3
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CLASSICAL GREEK AND ROMAN PERIODS

The ancient Greeks believed that the gods controlled abnormal behavior and that defi-

ance of the deities could result in mental illness. Around the thirteenth century BC, the 

physician Melampus of Pilus introduced an organic model of illness to explain psycho-

logical symptoms and provided treatment using plants and other natural substances. He 

prescribed root extract for “agitated uterine melancholia” and iron powder for “traumatic 

impotence” (Roccatagliata, 1997). Asclepius, best known as a Greek god, is now believed 

to have been an historical figure whose healing abilities were so widely respected that he 

was elevated to the status of a god (http://www.nlm.nih.gov/hmd/greek/greek_asclepius

.html, retrieved December 12, 2010). Many temples were established throughout Greece 

to honor Asclepius, one of which was the first known sanctuary for mental disorders, 

offering biological (mandrake root and opium), physical (music, massage, drama), and 

psychological treatments (dream interpretation; Roccatagliata, 1997). During this period, 

mental illnesses were considered to result from either traumatic experiences or an imbal-

ance in fluids (such as blood) found within the body. These fluids were called humors.

Often considered the father of medicine, Hippocrates (460–377 BC) was the 

most famous Greek physician. He produced both a diagnostic classification system 

and a model by which to explain abnormal behavior. Hippocrates identified common 

psychological symptoms such as hallucinations (hearing or seeing things not evident 

to others), delusions (beliefs with no basis in reality), melancholia (severe sadness), and 

mania (heightened states of arousal that can result in frenzied activity). All of these 

symptoms are still recognized today. He also introduced the term hysteria, now called 

conversion disorder (see Chapter 5). The term hysteria was used to describe patients 

who appeared to have blindness or paralysis for which there was no organic cause. 

Hippocrates, assuming incorrectly that the condition occurred only in women, attrib-

uted it to an empty uterus wandering throughout the body searching for conception. 

The external symptoms indicated where the uterus was lodged internally. He believed 

that the cure for hysteria was an environmental one: marriage or pregnancy. Of course, 

with advanced understanding of human anatomy and physiology, the “wandering 

uterus” theory was discarded. But even in very recent times, the term hysteria contin-

ued to describe an intense, dramatic pattern of behavior once associated with women.

Hippocrates believed that other abnormal behaviors resulted when environmen-

tal factors (changes of seasons) and/or physical factors (fever, epilepsy, and shock) 

created an imbalance in four bodily humors. In his model, the four humors were yel-

low bile, black bile, blood, and phlegm. Blood was associated with a courageous and 

hopeful outlook on life, and phlegm was associated with a calm and unemotional atti-

tude. Excessive yellow bile caused mania, and excessive black bile caused melancholia, 

which was treated with a vegetable diet, a tranquil existence, celibacy, exercise, and 

sometimes bleeding (controlled removal of some of the patient’s blood). Hippocrates 

advocated the removal of patients from their families as an element of treatment, fore-

shadowing the practice of humane treatment and institutionalization.

Another very influential Greek physician was Galen, the personal physician 

of the Roman Emperor Marcus Aurelius. Although the terms we use today differ 

from those used in ancient times, Galen’s writings (which still survive) indicate that 

his areas of expertise included many fields of medicine: neurophysiology and neuro-

anatomy, neurology, pharmacology, psychiatry, and philosophy (Roccatagliata, 1997; 

http://www.nlm.nih.gov/hmd/greek/greek_galen.html). An important distinction 

can be made between Hippocrates’ and Galen’s description of hysteria. Because 

Galen had studied human anatomy, he discounted the “wandering uterus” theory. 

Hippocrates, the ancient Greek physician, 
believed that abnormal behaviors were 
caused by an imbalance in four bodily 
humors.

http://www.nlm.nih.gov/hmd/greek/greek_asclepius.html
http://www.nlm.nih.gov/hmd/greek/greek_asclepius.html
http://www.nlm.nih.gov/hmd/greek/greek_galen.html
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Galen attributed hysteria to a psychological cause, believing it to be a symptom of 

unhappiness in women who had lost interest in and enjoyment of sexual activity.

After the fall of the Roman Empire, demonology again dominated theories of 

mental illness in Europe, but the enlightened thinking of Hippocrates and Galen 

remained influential in Islamic countries. There, Avicenna (980–1037 AD; Namanzi, 

2001), known as the “prince and chief of physicians” and “the second teacher after 

Aristotle,” wrote approximately 450 works, including the Canon of Medicine, consid-

ered the most influential textbook ever written. Avicenna considered depression to 

result from a mix of humors, and he believed that certain physical diseases were caused 

by emotional distress. He stressed the beneficial effects of music on emotional distur-

bance. His approach to mental illness foreshadowed what would take an additional 

600 years to appear in Europe—humane treatment of the mentally ill.

THE MIDDLE AGES THROUGH THE RENAISSANCE

In medieval Europe, demons were considered to be the source of all evil, preying on the 

“captive and outwitted minds of men” (Tertullian, in Sagan, 1996). There were many 

challenges (wars, plagues, social oppression, famine) to survival during the Middle 

Ages, and people often sought reasons for these challenges. Church officials inter-

preted negative behavior as the work of the devil or as witchcraft, even when other, 

less dramatic, explanations existed. As a result of the church’s powerful influence, 

witchcraft became a prominent theory to explain abnormal behavior. Over a 300-year 

period (1400s to 1700s), at least 200,000 people in Europe were accused of witch-

craft and 100,000 were put to death, approximately 80 to 85% of whom were women 

(Clark, 1997). In fact, many of those accused probably suffered from psychological 

disorders (Zilboorg, 1939, cited in Clark, 1997). Once accused of being a witch, the 

person was tried and always found guilty. Thankfully, the Renaissance period brought 

new attitudes toward science and the church that challenged the reality of witches. 

Accusations of witchcraft were not limited to European countries. “Witches” were 

also executed in Massachusetts in the seventeenth century. However, as illustrated by 

today’s stories of alien abduction (see the feature “Examining the Evidence: Modern 

Witchcraft, Demons, and Alien Abductions”), beliefs in the supernatural/paranormal 

still exist in our modern world.

During the Middle Ages, episodes of mass hysteria would sweep through large 

groups of people. Those affected were convinced that they were afflicted or possessed 

by a demonic spirit (again, similar to beliefs regarding alien abduction). One of the first 

recorded cases (originating in Italy in the early thirteenth century) is known as tarantism,

caused by the belief that the bite of a wolf spider (also known as a tarantula) would cause 

death unless a person engaged in joyous, frenetic dancing. Another form of the legend 

was that the spider’s bite would cause frenetic dancing, jumping, or convulsing (Sigerist, 

1943). In fact, the spider’s bite was harmless, and people’s responses were fueled by mass 

hysteria. Another form of mass madness was lycanthropy, in which individuals believed 

that they were possessed by wolves. The belief was so strong that those affected would 

act like a wolf, even to the point of believing that their bodies were covered in fur.

There is a scientific basis for mass hysteria. Emotional contagion is defined as 

the automatic mimicry and synchronization of expressions, vocalizations, postures, 

and movements of one person by another (Hatfield et al., 1993). When these overt 

behaviors converge, emotions come together as well. These mimicking behaviors are 

not under voluntary control but nevertheless serve to influence behavior. Although 

many people may no longer believe that wolves or spider bites are responsible for 

The Islamic philosopher and physician 
Avicenna wrote an influential medical 
text that recognized the interconnections 
between emotional distress and physical 
illness.

mass hysteria  a situation in which a group of 
people share and sometimes even act upon 
a belief that is not based in fact (for example, 
tarantism and lycanthropy)

emotional contagion  the automatic mimicry 
and synchronization of expressions, vocaliza-
tions, postures, and movements of one person 
by another
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examining 

� The Facts Over hundreds of years, many people have 
reported cases of spiritual visitation.

� The Evidence One of the major tenets of Carl Sagan’s 
book The Demon-Haunted World: Science as a Candle in the 
Dark is that despite the technological advances of our society, 
many people do not understand the difference between pseu-
doscience, fundamentalist zealotry, and scientific evidence. 
Why else would so many people believe in alien abduction 
when there is no concrete evidence for it? Compare and 
contrast these two descriptions:

Succubi yield to males and receive their semen; by cunning 
skill, the demons preserve its potency, and afterwards, with 
the permission of God, then become incubi and pour it 
out into female repositories (St. Bonaventura (1221–1274), 
cited by Sagan, 1996).

Betty and Barney Hill claimed to have been abducted 
by aliens on September 19, 1961. The abductions were 
remembered following a series of nightmares by Betty, 
who claimed that aliens stuck a needle in her belly button. 

Barney believed that the aliens took a sample of his sperm
(Carroll, 2003).

� Let’s Examine the Evidence There is no objective scien-
tific evidence—only reports by those who claim they were vis-
ited. They usually say that the spirits or aliens come from the 
sky and need humans for reproductive purposes. Often those 
who report such experiences do so only under hypnosis, and 
many have other behaviors and beliefs that would be consid-
ered unusual.

� Conclusion “Perhaps someday there will be a UFO or 
alien abduction case that is well attested, accompanied by 
compelling physical evidence, and explicable only in terms of 
extraterrestrial visitation. It’s hard to think of a more important 
discovery. So far, though, there have been no such cases, 
nothing that comes close. . . . Which then, is more likely: that 
we’re undergoing a massive but generally overlooked invasion 
by alien sexual abusers or that people are experiencing some 
unfamiliar internal mental state that they do not understand?” 
(Sagan, 1996).

From Sagan, C. (1996). The Demon-Haunted World: Science as a Candle in the Dark. New York: Ballantine Books.

abnormal behaviors, the process of emotional contagion remains a powerful influence 

on behavior (see the feature “Examining the Evidence: Modern-Day Mass Hysteria”).

The Renaissance period (14th to 17th Century) marked a second time of enlight-

enment in the treatment of mental illnesses in Europe. Much of this transformation can 

be traced back to the Dutch physician Johann Weyer (1515–1588) and the Swiss physi-

cian Paracelsus (1493–1541). Weyer was the first physician to specialize in the treatment 

of mental illness, and Paracelsus refuted the idea that abnormal behaviors were linked to 

demonic possession. Paracelsus believed that mental disorders could be hereditary and 

that some physical illnesses had a psychological origin (Tan & Yeow, 2003).

These changing views toward mental illness altered treatment approaches as well. 

A movement that was genuinely concerned with providing help arose, and its goal was 

to separate those with mental illness from those who engaged in criminal behavior 

(Sussman, 1998). Beginning in the sixteenth century, people with mental illness were 

housed in asylums—separate facilities designed to isolate them from the general public. 

Although the concept of asylums was based on good intentions, the asylums quickly 

filled to capacity (and overcapacity). The lack of effective treatments turned the facili-

ties into warehouses, often called madhouses. One of the most famous was St. Mary of 

Bethlehem in London. Treatment consisted of confinement (chains, shackles, isolation 

in dark cells), torturous practices (ice-cold baths, spinning in chairs, severely restricted 

diets), and “medical” treatments (emetics, purgatives, and bloodletting). For a small 
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price, people in London could visit the asylum to view the inmates (Tan & Yeow, 

2004). They called the place Bedlam (a contraction of “Bethlehem”), a word that came 

to describe chaotic and uncontrollable situations. Similar conditions existed in other 

parts of Europe as well as eventually in North America.

THE NINETEENTH CENTURY AND THE BEGINNING
OF MODERN THOUGHT

A turning point for the medical treatment of mental illness occurred during the late 

eighteenth century when the French physician Philippe Pinel (1745–1826) and the 

English Quaker William Tuke (1732–1822) radically changed the approach to treat-

ing mental illness. In 1793, Pinel was the director of Bicêtre, an asylum for men. In his 

Memoir on Madness, he proposed that mental illness was often curable and that to apply 

appropriate treatment, the physician must listen to the patient and observe his behavior. 

Both would help the physician to understand the natural history of the disease and the 

events that led to its development. Pinel advocated calm and order within the asylum 

(Tan & Yeow, 2004). He removed the chains from the patients, both at Bicêtre and at 

the women’s asylum known as Salpêtrière. Instead of using restraints, Pinel advocated 

daytime activities such as work or occupational therapy to allow for restful sleep at night.

At the same time, across the English Channel, William Tuke established the 

York Retreat (Edginton, 1997), a small country house deliberately designed to allow 

examining 

� The Facts Although we tend to think of mass hysteria as 
occurring in an unenlightened era, episodes of mass conta-
gion still occur today.

� The Evidence In 1998, a teacher from Tennessee reported 
that she had a headache, nausea, shortness of breath, and diz-
ziness after she detected a “gasoline-like” smell in her class-
room (Jones et al., 2000). The school was evacuated, and 80 
students and 19 staff members ultimately went to the hospital 
emergency room with symptoms. When the school reopened, 
another 71 people went to the emergency room complaining 
of similar symptoms. Despite an exhaustive search, no medical 
or environmental reason was identified.

� Let’s Examine the Evidence Evidence that emotional 
contagion may have been the basis for the symptom reports 
includes the following:

1. Symptom onset occurred at 49 different locations in the 
school, even though many of these locations were served 
by totally independent air-handling systems.

2. Some individuals reported symptom onset outside of the 
school, at home, or when visiting others in the hospital.

3. Those who reported illness were more likely to be female, 
had more often observed another person who became ill, 
knew a classmate was ill, or reported an unusual odor at 
the school. All of these factors have been repeatedly asso-
ciated with onset of mass psychogenic illness.

� Conclusion It is important to note that the individuals expe-
rienced the symptoms they reported; it is incorrect to deny 
that the symptoms occurred. What is at issue however, is the 
cause of the symptoms. In the case of the Tennessee school, 
as in many others, after exhausting all possible environmental 
alternatives, the most likely explanation for the large outbreak 
of illness was emotional contagion, producing mass psycho-
genic illness.
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people with mental illnesses to live, work, and relax in a 

compassionate and religious environment. Instead of bars 

on the windows, Tuke used iron dividers to separate the 

glass window panes and even had the dividers painted to 

look like wood. The Retreat was built on a hill, and although 

it contained a hidden ditch and a wall to ensure confine-

ment, the barriers could not be seen from the buildings; this 

gave the illusion of a home rather than an institution (Scull, 

2004). The work of both Pinel and Tuke heralded moral 

treatment, “summed up in two words, kindness and occupa-

tion” (W.A.F. Browne, 1837, cited in Geller & Morrissey, 

2004). Moral treatment was quite comprehensive. In the 

United States, it included removal of the patient from the 

home and former associates as well as respectful and kind 

treatment that included “manual labor, religious services on 

Sunday, the establishment of regular habits and of self-control, and diversion of the 

mind from morbid trains of thought” (Brigham, 1847, p. 1, cited in Luchins, 2001).

Moral treatment in the United States is most commonly associated with Benjamin 

Rush (1745–1813) and Dorothea Dix (1802–1887). Rush was a well-known physician 

at Pennsylvania Hospital and a signer of the Declaration of Independence. He limited 

his practice to mental illness, which he believed had its causes in the blood vessels of 

the brain (Farr, 1994). Although this theory was later disproved, Rush believed that 

the human mind was the most important area of study, and he became known as the 

father of American psychiatry (Haas, 1993).

In the United States, perhaps no name is more closely associated with humane 

care than that of Dorothea Dix, the Boston schoolteacher who devoted her life to 

the plight of the mentally ill and the need for treatment reform. Through her efforts, 

32 institutions that included programs in psychiatric treatment, research, and educa-

tion were established (Gold, 2005). Dix believed that asylums, correctly designed and 

operated, would allow for treatment and perhaps even cure. Although Dix brought the 

plight of the mentally ill to public attention, moral treatment alone did not cure most 

forms of mental illness. In fact, mental hospitals became associated with permanent 

institutionalization, custodial care, isolation, and very little hope.

During the late 1700s in Europe, the treatment of mental disorders went beyond 

providing rest and humane care. The German physician Franz Anton Mesmer (1734–

1815) hardly followed the conventional medical establishment. His academic thesis 

explored the clinical implications of astrology (McNally, 1999). Mesmer proposed 

that the body was a magnet and that using the physician’s body as a second magnet 

could achieve a cure for mental illness (Crabtree, 2000). Mesmer believed that a sub-

stance called animal magnetism existed within the body. When it flowed freely, the 

body was in a healthy state; however, when the flow of this energy force was impeded, 

disease resulted. The cure involved “magnetic passes” of the physician’s hands over the 

body (McNally, 1999). Mesmerism was roundly criticized by a committee of scien-

tists and physicians that included Benjamin Franklin and the noted French chemist 

Antoine Lavoisier.

Nonetheless, Mesmer’s experiments constitute an important chapter in psychol-

ogy. Although his theory of animal magnetism and his flamboyant cures (including 

a cape, music, magic poles used to touch various parts of the body, and magnetized 

water) were ultimately debunked, they illustrate the power of the placebo effect in 

Philippe Pinel, a French physician, released 
mental patients from their chains and advo-
cated a more humane form of treatment.

Dorothea Dix of Massachusetts was a tireless 
reformer who brought the poor treatment of 
the mentally ill to public attention.

animal magnetism  a force that Mesmer 
believed flowed within the body and, when 
impeded, resulted in disease

placebo effect  a condition in which symptoms 
of illness diminish or disappear not because of 
any specific treatment but because the patient 
believes that a treatment is effective
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which symptoms are diminished or eliminated not because of any specific treatment 

but because the patient believes that a treatment is effective. A placebo can be in the 

form of pills with inert ingredients such as cornstarch. It can also be in the form of a 

therapist or physician who displays an attitude of caring about the patient. However, it 

is important to add that although placebos may change how patients feel, the effect is 

usually temporary. Placebos are not the same as actual treatment.

A significant event for establishing a biological basis for some psychological 

disorders occurred in the latter part of the nineteenth century. Scientists discovered 

that syphilis (a sexually transmitted disease caused by a bacterium) led to the chronic 

condition called general paresis manifested as physical paralysis and mental illness and 

eventually death. The discovery that a physical disease could cause a psychological 

disorder was a significant advance in understanding abnormal behavior, but we now 

know that bacteria are not the cause of most psychological disorders, even though in 

some cases, psychological symptoms may have a medical basis.

The work of the German psychiatrist Emil Kraepelin (1856–1926) was another 

important chapter in the history of abnormal behavior. During medical school, 

Kraepelin attended lectures in the laboratory of Wilhelm Wundt, the founder of mod-

ern scientific psychology (Decker, 2004). He applied Wundt’s scientific methods to 

measure behavioral deviations, hoping to provide the theoretical foundations that he 

considered to be lacking in psychiatry (compared with general medicine and psychol-

ogy). On Wundt’s advice, Kraepelin began to study “the abnormal” (Boyle, 2000). In 

1899, after observing hundreds of patients, he introduced two diagnostic categories 

based not just on symptom differentiation but also on the etiology (cause) and prognosis

(progression and outcome) of the disease. Dementia praecox, now called schizophrenia

(see Chapter 10), was Kraepelin’s term for a type of mental illness characterized by 

mental deterioration. Manic-depressive insanity was defined as a separate disorder with 

a more favorable outcome. Kraepelin was best known for his studies of dementia prae-

cox, which he believed resulted from autointoxication, the self-poisoning of brain cells 

as a result of abnormal body metabolism. Although a biological or metabolic cause for 

schizophrenia is not yet known, Kraepelin’s contributions, both in terms of a classifi-

cation system and a description of schizophrenia, cannot be overstated.

Another physician interested in the brain was Jean-Martin Charcot (1825–1893), 

who established a school of neurology at La Salpêtrière in Paris (Haas, 2001). Charcot 

was interested in hysteria, and he believed that it was caused by degenerative brain 

changes. However, at the same time, other researchers, Ambrose August Liébeault 

(1823–1904) and Hippolyte Bernheim (1840–1919) in Nancy, France, were conducting 

experiments to determine whether hysteria was a form of self-hypnosis. Debate raged 

between Charcot and the physicians collectively called the Nancy School. Eventually, 

most scientific data supported the views of the Nancy School. To his credit as a scien-

tist, once the data were established, Charcot became a strong proponent of this view.

At about the same time, the Viennese physician Josef Breuer (1842–1925) was 

studying the effect of hypnotism. Breuer used hypnosis to treat patients with hysteria, 

including a young woman named Anna O., who had cared for her ailing father until 

his death. Shortly thereafter, she developed blurry vision, trouble speaking, and dif-

ficulty moving her right arm and both her legs. Breuer discovered that when under 

hypnosis, Anna O. would discuss events and experiences that she was unable to recall 

otherwise. Furthermore, after discussing these distressing events, her symptoms disap-

peared. Breuer called his treatment the talking cure, laying the foundation for a new 

approach to mental disorders.

dementia praecox  Kraepelin’s name for 
a psychological disorder characterized by 
deterioration of mental faculties (now called 
schizophrenia)

schizophrenia  a disorder involving serious 
abnormalities in thought, perceptions, and 
behavior

talking cure  a therapy in the form of discus-
sion of psychological distress with a trained 
professional, leading to the elimination of 
distressing symptoms
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THE TWENTIETH CENTURY

Although biological theories were still influential, two psychological models of abnor-

mal behavior dominated the early part of the twentieth century: psychoanalytic theory 

and behaviorism. In this section, we examine the roots of these theories and how they 

set the stage for modern-day approaches to understanding abnormal behavior.

Psychoanalysis    Sigmund Freud (1856–1939) was trained as a neurologist. His 

career in psychiatry began in France, where he worked with Charcot. After settling in 

Vienna, Freud published Studies in Hysteria in 1895 with Josef Breuer. He introduced 

psychoanalysis, a comprehensive theory that attempts to explain both normal and 

abnormal behavior. Freud believed that the roots of abnormal behavior 

were established in the first 5 years of life. Because they happened so 

early, he believed that the person would retain no conscious memory 

of them—yet the unconscious memories would exert a lifelong influ-

ence on behavior. Psychoanalytic theory has three important aspects: 

the structure of the mind, the strategies used to deal with threats to 

the stability of the mind, and the stages of psychosocial development 

crucial for the development of normal (or abnormal) behavior.

In psychoanalytic theory, the mind consists of three regions: 

the id, ego, and superego. Basic instinctual drives and the source 

of psychic energy, called libido, are found in the id. Always seeking 

pleasure, the id is totally unconscious, so its urges and activities are 

outside our awareness. Think of the id as a professional athlete—

“I want a big salary; I want a signing bonus.” The ego develops when 

the id comes in contact with reality. Think of the ego as a sports agent who mediates 

between the id’s impulses (the athlete’s desires) and the demands and restrictions of 

reality (the owner’s contract offer). Rather than always seeking pleasure, the ego copes 

with reality, or as Freud put it, the ego obeys the reality principle. The ego has both 

conscious and unconscious components, so we are often aware of its actions. The third 

region of the mind is the superego. Similar to a conscience, the superego imposes moral 

restraint on the id’s impulses (particularly those of a sexual or an aggressive nature). 

Think of the superego as the team owner or the league commissioner who doles out 

monetary fines for breaking team or league rules. When moral rules are violated, the 

superego punishes with guilt feelings. Like the ego, the superego is partly conscious 

and partly unconscious and tries to manage or inhibit the id’s impulses. Because these 

three intrapsychic forces are constantly competing, there is ever-changing conflict, 

creating a dynamic, in this case, a psychodynamic system.

Freud proposed that through the use of defense mechanisms, the mind’s negative or dis-

tressing thoughts and feelings were disguised to emerge to consciousness in a more accept-

able form. Some defense mechanisms prevented the onset of abnormal behavior. Other 

defense mechanisms (such as regression) may result in abnormal or age-inappropriate 

behaviors. Some of the defense mechanisms identified by Freud are presented in Table 1.3.

Almost as well known as the id, ego, and superego are Freud’s stages of psycho-

sexual development. According to the theory, each person passes through these stages 

between infancy and 5 years of age. How a child copes with each stage has important 

effects on psychological development. The oral phase occurs during the first 11
2 years of 

life. Sucking and chewing are pleasurable experiences; aggressive impulses emerge after 

the development of teeth. The anal phase (from age 11
2 to 3 years) coincides with toilet 

training. During this time, parents emphasize discipline and control issues, and power 

struggles develop. Aggressive impulses on the part of the child could lead to personality 

psychoanalysis  a theory of abnormal behav-
ior originated by Sigmund Freud that was 
based on the belief that many aspects of 
behavior were controlled by unconscious 
innate biological urges that existed from 
infancy

Sigmund Freud introduced psychoanalysis, 
a theory that attempts to explain abnormal 
behavior as driven by unconscious biological 
and sexual urges.
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traits of negativism and stubbornness as well as the emergence of hostile, destructive, 

or sadistic behaviors. During the phallic phase (ages 3 to 5), psychosexual energy centers 

on the genital area and children derive pleasure from touching or rubbing the geni-

tals. During this phase, children may develop romantic fantasies or attachments toward 

their opposite-sex parent. The two additional stages, the latency phase (the formant 

stage of psychosexual development when children are disinterested in the opposite sex) 

and the genital phase (the mature stage of psychosexual development), are considered 

to play a more limited role in abnormal behavior.

In psychoanalytic theory, anxiety and depression are caused by negative expe-

riences. Depending on the age at which the experience occurs, individuals become 

fixated (stalled) at a stage of psychosexual development. This leaves a psychological 

mark on unconscious. For example, harsh parenting during toilet training results in a 

toddler who withholds his feces as a reaction. As an adult, this person will be stingy 

with money or gifts. In psychoanalytic theory, even though the individual is unaware 

Psychology 101, Freud’s Ego Defense Mechanism

Defense Function Example

TABLE 1 .1
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of the early experience, it still influences daily functioning. In short, the individual 

behaves psychologically at the stage of development when the fixation occurred.

The goals of psychoanalysis, the treatment Freud developed, include insight,

bringing the troubling material to consciousness, and catharsis, releasing psychic energy. 

Several techniques are used to achieve these goals. In free association, the person mini-

mizes conscious control and without selection or censorship, tells the analyst everything 

that comes to mind, allowing the analyst to draw out information regarding uncon-

scious conflicts. In dream analysis, individuals are encouraged to recall and recount their 

dreams, which are discussed in the analytic sessions. Freud called dreams the royal road 

to the unconscious. He believed that dream content included many symbolic images that 

revealed the meaning of unconscious conflict. Another technique is interpretation. In 

psychoanalytic treatment, the analyst’s silence encourages the patient’s free associa-

tion. The analyst offers interpretations about the patient’s associations to uncover the 

patient’s resistance to treatment, to discuss the patient’s transference feelings, or to con-

front the patient with inconsistencies. Interpretations may focus on present issues or 

draw connections between the  patient’s past and the present. The patient’s dreams and 

fantasies are also sources of material for interpretation.

Freud’s ideas were very controversial. His belief that much of human behavior 

was controlled by unconscious, innate biological and sexual urges that existed from 

infancy outraged Viennese Victorian society. Freud believed that the first 5 years of 

life were very important and events that occurred during that time could even influ-

ence adult behavior. He was one of the first theoreticians to highlight the role of 

environmental factors in abnormal behavior, but he considered the early environment 

to consist almost exclusively of one’s mother and father. This belief sometimes led to 

detrimental and undeserved blaming of parents as the cause of abnormal behavior. For 

Freud, the key therapeutic ingredient was the achievement of insight. Overcoming 

psychological difficulties meant understanding their causes and meaning. Unlike 

Breuer, Freud did not view hypnosis as necessary to achieve insight, but he did believe 

in the talking cure, a lengthy relationship between therapist and patient.

Behaviorism    In 1904, Ivan Pavlov (1849–1936) received the Nobel Prize for his 

research on the physiology of dog digestion, which in turn led to his discovery of con-

ditioned responses. A landmark moment for psychology was Pavlov’s discovery of 

classical conditioning, in which an unconditioned stimulus (UCS) produces an uncon-

ditioned response (UCR). For example, you touch a hot stove (UCS) and immediately 

withdraw your hand (UCR). A conditioned stimulus (CS) is something neutral that does 

classical conditioning  a form of learning in 
which a conditioned stimulus (CS) is paired 
with an unconditioned stimulus (UCS) to pro-
duce a conditioned response (CR)

Ivan Pavlov’s pioneering experiments with 
dogs led him to discover classical condition-
ing, a process that underlies much normal 
and abnormal behavior.
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not naturally produce the UCR. In the classical conditioning 

paradigm, the UCS is repeatedly paired with a CS, result-

ing in the UCR. After sufficient pairings, the CS, presented 

alone, becomes capable of eliciting a conditioned response (CR), 

which is similar in form and content to the UCR. In Pavlov’s 

paradigm, food powder was the UCS that produced salivation 

(UCR) in his dogs. Pavlov paired a neutral stimulus, a ring-

ing bell (CS), with the food powder. After a sufficient number 

of pairings, the CS (the bell alone) produced salivation (CR). 

This paradigm seems simple, but it is both powerful and more 

complex than it first appears. We will return to the condition-

ing theory of emotional disorders later in the chapter.

In 1908, John B. Watson (1878–1958), a well-known ani-

mal psychologist, joined the faculty of Johns Hopkins University. 

Watson believed that the only appropriate objects of scientific 

study were observable behaviors, not inner thoughts or feel-

ings. This view, known as behaviorism, is based on principles 

that consider all behavior (normal or abnormal) to be learned as a result of experiences or 

interactions with the environment. Watson is most famous for his work with his student 

Rosalie Rayner. In 1920, they published the case of Little Albert, which demonstrated that 

emotional responses such as fear could be acquired through classical conditioning. In this 

case, Little Albert’s fear of a white rat was established by pairing the white rat with a loud, 

aversive noise (Watson & Rayner, 1920). In addition, not only was an extreme emotional 

response established but it generalized to other objects that, like the rat, were white and 

furry (a rabbit, a Santa Claus beard).

Unfortunately, Little Albert and his mother left Johns Hopkins soon after the 

experiments were completed and for many years, psychologists were unsure about his 

fate. We now know that Little Albert’s real name was Douglas Merritte, and unfor-

tunately, he died in 1925 from a condition known as acquired hydrocephalus, the 

condition in which the cavities of the brain have an excess of cerebrospinal fluid. In 

Douglas’s case, this condition most likely resulted from diseases such as encephalitis or 

meningitis, or the development of a brain tumor (Beck et al., 2009).

Although Watson was never able to follow up on the case of Little Albert, 

4 years later, one of his students, Mary Cover Jones, used conditioning procedures 

to extinguish (eliminate) a fear of furry objects in a 2-year-old, Little Peter, who had 

been conditioned to fear these objects. Jones brought a rabbit into the room where 

Peter was playing. However, instead of trying to associate a neutral object with fear, 

she brought in other children who were not afraid of rabbits. When other children 

were in the room, Peter’s fear of the rabbit seemed to decrease. Every time that Peter’s 

fear lessened, she would bring the rabbit a little closer and wait for his fear to dimin-

ish again. Eventually, Peter was able to touch and play with the rabbit, which would 

suggest that he was no longer fearful. The research of Pavlov, Watson, Rayner, and 

Jones constituted powerful demonstrations that behaviors (even abnormal behaviors) 

could be learned and unlearned using conditioning principles. This view of abnormal 

behavior is very different from psychoanalytic theory. Yet, as we shall see, both theo-

ries continue to exert significant influence on our current views of abnormal behavior.

ETHICS AND RESPONSIBILITY

Watson and Rayner’s (1920) study of Little Albert is considered a landmark study, for 

it changed the understanding of how abnormal behavior could be acquired. However, 

behaviorism  the theory that the only appro-
priate objects of scientific study are behaviors 
that can be observed and measured directly

John Watson introduced behaviorism, which 
in its strictest form asserts that all behavior is 
learned. With his student, Rosalie Rayner, he 
studied infants’ emotional responses, show-
ing that emotions could be acquired by clas-
sical conditioning.
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this type of research could not be conducted today. Before beginning research with 

human subjects, particularly children, scientists must submit their proposed research to 

a committee usually known as a Human Subjects Committee or Institutional Review 

Board (see Chapter 15). This committee reviews the research plan to make sure that 

the research will not harm the potential participants. Research studies designed to 

demonstrate that a scientist can create a psychological disorder in someone, particu-

larly a child, would not be permitted today. Scientists must now be more creative in 

their research designs and in many instances use less direct methods to examine how 

disorders might develop. Although less direct methods sometimes cannot produce 

the same data as Watson and Rayner produced, protecting research participants from 

harm is the most important consideration.

concept CHECK

� Ancient theories held that spirits controlled aspects of human behavior and that the 

biological seat of abnormal behavior was the brain.

� We know from writings from the classical Greek and Roman period that many psycho-

logical disorders that exist today were also present then. Hippocrates proposed that 

abnormal behavior resulted from an imbalance of bodily humors, indicating a biological 

cause. Other physicians, such as Galen and Avicenna, proposed that psychological fac-

tors also played a role.

� During medieval times, there was a return to theories of spirit possession, and charges 

of witchcraft were common. This was also the time when people with psychological dis-

orders were locked up in institutional settings with little or no access to care.

� The nineteenth century marked the beginning of humane treatment advanced by lead-

ers such as Pinel, Tuke, Rush, and Dix. During this time, Kraepelin also introduced a 

system for the classification of mental disorders, and Charcot introduced psychological 

treatments.

CRITICAL THINKING QUESTION Central figures in abnormal psychology during the twen-

tieth century were Freud, Pavlov, and Watson. How does Freud’s theory of the develop-

ment of abnormal behavior differ from that of Pavlov and Watson?

Current Views of Abnormal Behavior 
and Treatment
This journey through the history of theories and treatments of abnormal behaviors

leads us to several conclusions. First, scientific advances lead to new and more 

sophisticated approaches to understanding human behavior. Research findings allow 

unsupported theories to be discarded and provide new hypotheses to be tested and 

evaluated. This is the core of a scientific approach to abnormal behavior. Scientists 

form hypotheses and conduct controlled experiments to determine whether their 

hypotheses are supported. If empirical evidence supports the hypotheses, then those 

theories continue. If the evidence does not provide support, the theory is discarded or 

changed, and the process begins again.

Second, scientific discoveries in areas other than psychology may later provide 

insight into abnormal behavior. For example, the Human Genome Project is mapping all 

of the genetic material in the human body. As our understanding of this map develops, 

new techniques (see Chapter 2) allow us to examine genetic abnormalities that may be 
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associated with specific psychological disorders, such as schizophrenia and autism. 

Similarly, new technologies such as magnetic resonance imaging (see Chapter 2) lead us 

to examine the brain in ways never before possible. Although not developed to study 

abnormal behavior, these technologies help us to identify brain areas that we now 

know are involved in specific emotions such as sadness or fear. These examples illus-

trate how, as science advances, newer insights replace older theories such as demonol-

ogy. Furthermore, as scientifically advanced as our current theories appear, they too 

will be replaced as new discoveries emerge.

For the past 50 years, psychologists who study abnormal behavior have been 

trained in the scientist–practitioner model, meaning that when providing treatment, 

psychologists rely on the findings of research. In turn, when conducting research, the 

psychologist investigates topics that help to guide and improve psychological care. 

Psychologists who utilize this perspective have a unique advantage because their sci-

entific training allows them to differentiate fact from opinion when evaluating new 

theories, new treatments, and new research findings. This perspective also allows psy-

chologists to apply research findings in many different areas to develop more compre-

hensive models of abnormal behavior. Critically applying a scientific perspective to 

theories of etiology and examining the evidence behind proposed theories prevent us 

from adopting explanations that are without a firm scientific basis (such as witchcraft 

and demonology). “Treatments” based on such ideas could have quite negative results 

and in some cases might even be deadly. As you read through this book, keep the 

scientist–practitioner model in mind.

For undergraduates, one of the most frustrating aspects of studying abnormal 

behavior is that psychologists often cannot provide a simple explanation for why a 

behavior occurs. What causes people to become so depressed that they commit sui-

cide? Society often wants answers to these questions, but the answers are not simple. 

Unlike medical illness, abnormal behavior cannot be explained by bacteria or viruses 

that infect the body. Clinical descriptions and research findings have identified many 

different, and sometimes conflicting, factors. The different findings have given rise to 

perspectives, known as models, that try to weave coherent explanations from the avail-

able clinical observations and research findings. These models consist of basic assump-

tions that provide a framework for organizing information and a set of procedures and 

tools that can be used to test aspects of that framework (Kuhn, 1962).

In this chapter, we introduce some of the different models that try to explain 

abnormal behavior. You might wonder why so many different models exist. The 

answer is that abnormal behavior is very complex, and no one model appears capable 

of providing a comprehensive explanation. Using a scientific approach, researchers 

develop, examine, and discard models as new facts emerge. Next we examine some of 

the currently accepted models of abnormal behavior.

BIOLOGICAL MODELS

The biological model assumes that abnormal behavior results from biological processes 

of the body, particularly the brain. Although long suspected to be the seat of abnormal 

behavior, only in the last 20 or 30 years have scientific advances allowed us to observe 

brain mechanisms directly. One area of scientific breakthrough has been in our under-

standing of genetics. As already noted, through genetic mapping, we are beginning to 

understand whether psychological disorders such as schizophrenia or manic-depressive 

disorder have a genetic basis, and if so, how that understanding might lead to better 

scientist–practitioner model  an approach 
to psychological disorders based on the con-
cept that when providing treatment to people 
with psychological disorders, the psychologist 
relies on the findings of research and in turn, 
when conducting research, the psychologist 
investigates topics that help to guide and 
improve psychological care

learning objective 1.4

learning objective 1.5
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intervention and prevention efforts. Technology breakthroughs such as computerized 

axial tomography (CAT) scans and magnetic resonance imaging (MRI) allow direct 

examination of brain structure and activity. With this direct observation, we now have 

a much greater understanding of the role of the brain in abnormal behavior.

Although we often refer to the brain as if it were a single entity, it is a very com-

plex organ. In fact, about 100 billion neurons (brain cells) make up the brain. Between 

the neurons are spaces known as synapses. Neurons (see Figure 1.2) communicate 

when neurotransmitters (chemical substances) are released into the synapse (i.e., the 

neuron fires) and land on a receptor site of the next neuron. That neuron then fires, 

sending an electrical impulse down the axon, releasing neurotransmitters into the next 

synapse, and so the process begins again. Neurotransmitter activity is the basis for brain 

activity (thinking, feeling, and motor activity) and is related to many physical and men-

tal disorders. Until recently, the activity of neurotransmitters in the brain had to be 

assessed indirectly from their presence in other parts of the body (blood or spinal fluid). 

However, it was always unclear how accurately chemicals in blood or spinal fluid really 

reflected neurotransmitter activity in the brain. Through advances in neuroscience, we 

now rely less on assumptions and indirect measures to understand the structure and 

function of the nervous system and its interaction with behavior. We can now directly 

observe many aspects of the brain’s functioning, just as we do external behavior.

Imaging tests such as the CAT scan and MRI examine the morphology (struc-

ture) of the brain and are used to determine whether parts of the brain are structurally 

different in those with and without psychological disorders. For example, the brains 

of patients with Alzheimer’s disease have two structural abnormalities, plaques and 

tangles, which exist in greater number than among older people without Alzheimer’s 

disease (see Chapter 13). For other psychological disorders, the evidence is less defini-

tive. In some disorders, such as post-traumatic stress disorder (PTSD, an anxiety dis-

order that occurs after a traumatic event), changes in the brain appear to be the result 

of, not the cause of, the disorder (Bellis, 2004). In other words, years of living with the 

disorder cause changes in the brain, a process sometimes known as biological scarring. 

In other instances, when compared to people with no disorder, the brains of peo-

ple with schizophrenia show structural brain abnormalities that could have occurred 

before birth (Malla et al., 2002; Sallet et al., 2003; see Chapter 10). Although we do 

not know for certain how these structural abnormalities may influence behavior, they 

neuron  a nerve cell found throughout the 
body, including the brain

synapse  a space between neurons

neurotransmitter  a chemical substance that 
is released into the synapse and transmits 
information from one neuron to another

neuroscience  the study of the structure and 
function of the nervous system and the inter-
action of that system and behavior

FIGURE 1 .4

Each individual neuron transmits information 
that is vital for virtually every aspect of our 
functioning.

biological scarring  the process by which 
years of living with a disorder cause changes 
in the brain
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illustrate how our understanding of the brain and abnormal behavior has changed as a 

result of new technologies.

Although some abnormal behaviors may be related to structural abnormali-

ties, studies of brain functioning appear to be a more promising avenue of research. 

Advanced neuroimaging techniques such as positron emission tomography (PET) 

and functional magnetic resonance imaging (fMRI; see Chapter 2) allow for mapping 

various areas of the brain and identifying brain areas that might be associated with 

various disorders. Differences in brain functioning have been reported for adults with 

schizophrenia (Holmes et al., 2005), depression (Holmes et al., 2005; Milak et al., 

2005), adults and children with anxiety disorders (Baxter et al., 1992; Bellis, 2004), 

eating disorders (van Kuyck et al., 2009), and many other psychiatric disorders. These 

studies are numerous and will be reviewed throughout this book.

Although neuroscience data provide exciting new avenues for further research, 

it is still too soon to conclude that brain abnormalities cause psychological disorders. 

First, not all studies that compare people with and without a disorder find differences 

in brain structure or function. Furthermore, even when differences are detected, the 

abnormalities are not always found in a second trial, meaning that the abnormalities 

are not consistent. Second, to date, when differences exist, they are sometimes found 

in several different disorders. This means that whatever difference exists probably does 

not cause a specific disorder. Just like a fever that may be associated with many dif-

ferent physical illnesses, abnormal brain functioning may indicate that something is 

wrong, but not specifically what is wrong. Third, in most instances, few data indicate 

that these structural or functional abnormalities existed before the disorder occurred 

(schizophrenia and autism may be exceptions). It is just as likely that some disorders, 

such as PTSD, may cause changes in brain functioning, if not necessarily brain struc-

ture. Over the next decade, continued research in these areas coupled with the devel-

opment of even more sophisticated assessment devices and strategies may help clarify 

some of these issues.

The inheritance of physical traits such as hair color, eye color, height, and even 

predispositions to some diseases (e.g., breast cancer, type I diabetes) is well established. 

It is perhaps less well known that some behavioral traits, both healthy ones and those 

that deviate from normal, are heritable. The field of behavioral genetics emerged with 

works by Sir Francis Galton (1822–1911) and his 1869 publication, Hereditary Genius.

Since that time, behavioral genetics has explored the role of both genes and environ-

ment in the transmission of behavioral traits. Models of genetics research are presented 

in Chapter 2, and specific genetic theories for the various psychological disorders will 

be presented in other chapters.

Severe behavioral disorders, such as autism in children and schizophrenia in 

adults, have continued to defy simple explanations of biological or environmental eti-

ology. Based on animal models that have found links between early viral infections 

and later behavioral changes, some researchers have proposed a viral infection theory.

Specifically, during the prenatal period or shortly after birth, viral infections might 

cause brain abnormalities that later lead to behavioral abnormalities (see Chapters 10 

and 12). However, we cannot yet say that this is a definitive cause, for the results of 

one study sometimes directly contradict those of another. Such contradictory findings 

are not unusual for psychology or any other science. As research continues, disparate 

findings are either reconciled or the theory is revised or discarded.

Even if future research confirms a relationship between viral infection and the onset 

of psychological disorders, there are still several different pathways that may produce this 

behavioral genetics  the field of study that 
explores the role of genes and environment in 
the transmission of behavioral traits

viral infection theory  the theory that during 
the prenatal period or shortly after birth, viral 
infections could cause some psychological 
disorders
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relationship. First, the virus may act directly by infecting the central nervous system 

(CNS). Similarly, infection elsewhere in the body could trigger the onset of a CNS dis-

ease. Second, viruses may act indirectly by changing the immune system of the mother 

or the fetus, thereby making one or both more susceptible to other biological or envi-

ronmental factors. Third, both mechanisms may be involved (Libbey et al., 2005). 

Although some animal models suggest a possible relation between certain viruses and 

changes in the brain, evidence that the virus triggers the onset of a disorder has proved 

elusive. The etiology of most psychological disorders is likely to be complex—not trace-

able to a single genetic, biological, or environmental factor. Other variables, yet to be 

discovered, may be responsible for triggering or modifying the course of illness.

PSYCHOLOGICAL MODELS

The biological model seeks the causes of abnormal behavior in the workings of the 

brain or body. In contrast, psychological approaches emphasize how environmental 

factors including parents and culture may influence the development and maintenance 

of abnormal behavior. In actuality, parental influence may be biological or psycho-

logical. Parents pass on their genes, but their influence is much broader. Parents can 

affect their children’s behavior in at least four ways: through direct interaction, their 

responses to a child’s behavior, modeling certain behaviors, or merely giving instruc-

tions. Of course, a child’s environment extends far beyond parents or even immediate 

family. The impact of other environmental factors, such as socioeconomic status, was 

illustrated earlier in the chapter. To provide another example, environmental events 

such as separation from biological parents increase the likelihood of depression in ado-

lescents (Cuffe et al., 2005). Furthermore, in some cases, environmental and cultural 

influences may produce behavior that is considered abnormal in one culture but not in 

another, as in the earlier case of Maleah, in which intergenerational bed sharing was a 

commonly accepted practice in the Philippines. Cultural influences such as these are 

addressed subsequently (see the section “Sociocultural Models”).

Modern Psychoanalytic Models  Modern psychoanalysts no longer discuss the id 

or fixation at the phallic stage. They do, however, still agree that much of mental life 

is unconscious and that personality patterns begin to form in childhood. They propose 

that mental representations (views) of the self and others guide our interactions and 

may lead to psychological symptoms. Finally, they believe that personality develop-

ment involves not only learning to regulate sexual and aggressive feelings but also hav-

ing mature interpersonal relationships with others (Westen, 1998).

Freud’s ideas have influenced a number of other theorists. Initially, he named Carl 

Gustav Jung (1875–1961) as his successor. However, they disagreed over several key 

theoretical components, and Jung broke away to develop analytic therapy. Unlike Freud, 

Jung believed that behavioral motivators were psychological and spiritual (not sexual) and 

that future goals rather than past events motivated behavior. Another former colleague, 

Alfred Adler (1870–1937), also broke with Freud to develop his own psychoanalytic 

school called individual psychology. Less comprehensive than Freud, Adler introduced 

several concepts that are part of everyday language and are associated with abnormal 

behavior: sibling rivalry, the importance of birth order, and the inferiority complex, by 

which real or perceived inferiority leads to efforts to compensate for the deficiency.

More contemporary models of psychoanalysis, such as ego psychology, deviate 

from Freud by their increased focus on conscious motivations and healthy forms of 

human functioning. Object relations theory, for example, addresses people’s emotional 

relations with important objects (in this sense, people or things to which the person is 

ego psychology  a form of psychodynamic 
theory that focuses on conscious motivations 
and healthy forms of human functioning

learning objective 1.5
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attached). This theory emphasizes that people have a basic drive for social interac-

tions and that motivations for social contact are more than simply to satisfy sexual 

and aggressive instincts. Therapy uses the patient’s relationship with the therapist to 

examine and build other relationships in their lives.

Behavioral Models   Unlike the psychodynamic perspective, where internal men-

tal elements exert an influence on behavior, learning theory stresses the importance 

of external events in the onset of abnormal behaviors. According to learning theory, 

behavior is the product of an individual’s learning history. Abnormal behavior is there-

fore the result of maladaptive learning experiences. Behavioral theories do not ignore 

biological factors; instead, they acknowledge that biology interacts with the environ-

ment to influence behavior. Strict behaviorists focus on observable and measurable 

behavior and do not examine inner psychic causes. They believe that abnormal behav-

ior results from environmental events that shape future behavior, such as the condi-

tioning events that led to Little Albert’s fear. In contrast to psychoanalytic theory’s 

emphasis on the first 5 years of life, according to behavioral theory, significant experi-

ences can occur at any point in life.

Despite the pioneering work of Pavlov, Watson, Rayner, and Jones, behavior 

therapy remained in its infancy until the 1950s. Then a South African psychiatrist, 

Joseph Wolpe (1915–1997), dissatisfied with psychoanalysis, began to study experi-

mental neurosis (anxiety) in animals. Using a classical conditioning paradigm, a dog 

learned that food followed the presentation of a circle but not an ellipse. Then Wolpe 

altered the shape of the circle and the ellipse so that discrimination (and therefore, the 

signal for food) became increasingly difficult (is it a circle? is it an ellipse?). The dog 

struggled, became agitated, barked violently, and attacked the equipment, behaviors 

that would indicate the presence of negative emotions. Once Wolpe demonstrated 

how classical conditioning principles could account for the development of anxiety, he 

applied the same principles to eliminate fear. In his landmark book Psychotherapy by 

Reciprocal Inhibition (Wolpe, 1958), he proposed that a stimulus will not elicit anxiety 

if an incompatible behavior (such as feeling relaxed) occurs at the same time. In other 

words, it is not possible to feel anxious and relaxed (or anxious and happy) at the same 

time; they are incompatible emotions. Mary Cover Jones treated Peter by selecting a 

situation that she thought would promote relaxation (other children playing in the 

room). In contrast, Wolpe specifically taught his patient how to relax. Then he delib-

erately paired relaxation (the incompatible response) with the fear-producing event. 

With repeated pairings, he eliminated anxiety.

Just as Jones began treatment of Little Peter by placing the rabbit at the opposite 

corner of the room and then moving it progressively closer, Wolpe used a hierarchy,

in which elements of the anxiety-producing object are presented in a gradual fashion. 

For someone who fears flying, the hierarchy might include going to the airport, sitting 

in the boarding area, getting on the plane, taking off, and so on. Relaxation is paired 

with each step in the hierarchy. This therapy, called systematic desensitization, is very 

effective for a range of anxiety problems. Although used less frequently today than 30 

to 40 years ago, systematic desensitization still forms the foundation for many current 

behavior therapy procedures.

“The more often I tell him to sit down, the more he stands up.” This line, which 

could have been spoken by Derek’s second-grade teacher, illustrates the powerful 

effect of attention. Sometimes yelling at a child for bad behavior actually increases it. 

To understand why, it is necessary to first understand the work of B. F. Skinner (1904–

1990). He observed that many behaviors occurred without first being elicited by a UCS. 
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Using animal models, Skinner demonstrated that behavior could be 

acquired or changed by the events that happened afterward. Known as 

operant conditioning, these principles are relevant to the behaviors of 

individuals, groups, and entire societies.

The basic principle behind operant theory is reinforcement,

which is defined as a contingent event that strengthens the behavior 

that precedes it. In its simplest form, a reinforcer may be considered to 

be a reward—a child does household chores and the reward is a weekly 

allowance. If the allowance is contingent upon (occurs only after) the 

completion of the chores, it is likely that the child will do chores again. 

The allowance is a reinforcer because it functions to increase behavior. 

Skinner identified several principles of reinforcement. First, reinforcers 

are always individual: What is a reinforcer for one person is not neces-

sarily a reinforcer for another person (chocolate is not a reinforcer for 

everyone). Second, there are primary and secondary reinforcers. Primary reinforcers are 

objects such as food, water, or even attention. They have their own intrinsic value (that is, 

they satisfy basic needs of life or make one feel good). Secondary reinforcers are objects that 

have acquired value because they become associated with primary reinforcers. Money is 

a secondary reinforcer because it symbolizes the ability to acquire other reinforcers (heat 

in cold weather, a cold drink when thirsty). Much of Skinner’s work was devoted to 

schedules of reinforcement, which established the “when” and “how” of reinforcement and 

set forth conditions under which behavior was more likely to be acquired or less likely to 

be extinguished. Skinner’s work has applications for parenting, education, psychology, 

and many other aspects of behavior. How does this work apply to Derek? For children, 

adult attention is a powerful reinforcer. If every time Derek stands up, the teacher calls 

out his name (gives him attention) and asks him to sit down (or even worse, calls him 

aside and spends time asking him why he keeps standing up), this positive attention 

could be reinforcing, increasing the likelihood that when Derek wants attention, he will 

stand up again.

Whereas reinforcement serves to increase the frequency of a behavior, punish-

ment has the opposite effect: It decreases or eliminates a behavior. Punishment can 

be the application of something painful (spanking) or the removal of something posi-

tive (no television). Sometimes punishment is necessary to quickly eliminate a very 

dangerous behavior, for example, a child with severe mental retardation engages in 

self-mutilating behaviors. The withdrawal of something positive, such as in a time-out

(having a child sit in a corner for a few minutes), is often effective for behaviors such 

as tantrumming. Skinner advocated the use of reinforcement rather than punishment. 

Punishment suppresses a behavior, but if an alternative, substitute behavior is not 

acquired, the punished behavior re-emerges. Therefore, when punishment is used to 

suppress a behavior, reinforcement of an alternative, positive behavior must also occur.

How do the dolphins in captivity learn to leap into the air, spin around three times, 

and then slide on a ramp to receive the applause of a human audience? The trainers use 

a procedure called shaping, a process whereby closer steps, or successive approximations, 

to a final goal are rewarded. Dolphin trainers begin by reinforcing (with food) any initial 

attempt or slight movement that resembles a turn. Gradually, the trainer requires a larger 

turn before providing reinforcement until finally the dolphin must completely spin around 

before receiving reinforcement. Shaping is an effective procedure for the acquisition of new 

behaviors in children and adults and will be discussed in several other chapters in this book.

A third type of learning was described by Albert Bandura (1925–) and his 

colleagues at Stanford University during the early 1960s. Vicarious conditioning is 

operant conditioning  a form of learning in 
which behavior is acquired or changed by the 
events that happen afterward

B. F. Skinner explained how behaviors could 
be acquired or changed by reinforcement, a 
process called operant conditioning.

reinforcement  a contingent event that 
strengthens the response that precedes it

punishment  the application of something 
painful or the removal of something positive

vicarious conditioning  a distinct type of 
learning in which the person need not actually 
do the behavior in order to acquire it
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characterized by no trial learning—the person need not actually do the behav-

ior in order to learn it. Learning occurs when the person watches a model, 

that is, someone who demonstrates a behavior. Observation of another per-

son can have a disinhibiting or inhibiting effect on current behaviors or can 

teach new behaviors. This kind of social learning can explain the acquisition 

of abnormal behaviors such as aggression.

Behavior therapists focus therapy on the elimination of abnormal 

behaviors and on the acquisition of new behaviors and skills. Treatment 

targets the patient’s current symptoms. Although the past is considered 

important in understanding the present and the patient’s current psycho-

logical distress, behavior therapy does not focus specifically on the early years 

of life. Furthermore, achieving insight is not considered sufficient to produce 

behavior change. Rather, behavior therapists focus directly on helping 

patients change their behavior in order to alleviate their psychological problems.

The Cognitive Model   The cognitive model proposes that abnormal behavior is a 

result of distorted cognitive (mental) processes, not internal forces or external events. 

According to cognitive theory, situations and events do not affect our emotions and 

behavior; rather, the way we perceive or think about those events does. Imagine that 

you fail the first test in your abnormal psychology class. If you think to yourself, “Well, 

that was a hard test, but now I know what the instructor wants and I’ll do better the 

next time,” you are likely to feel okay about yourself and study harder for the next test. 

If, however, after you fail the test, you think, “I’m an idiot; why did I ever think I could 

be a psychologist” and you may feel sad and lose your enthusiasm for the class. You 

may even decide that you should drop out. In each case, the situation was the same. It 

was what you thought about the situation, and yourself, that affected your mood and 

your future behavior. That is the core of cognitive theory. According to Aaron Beck 

(1921–), the originator of cognitive therapy, people with depression have three types 

of negative thoughts: a negative view of the self, the world, and the future. Beck called 

this the negative cognitive triad. These negative assumptions are often called cognitive

distortions. People may have many different types of distorted cognitive processes that 

affect their mood and behavior (see Table 1.4).

To change abnormal behaviors, cognitive therapy is directed at modifying the dis-

torted thought processes. Therapists assign behavioral experiments in which the patient 

engages in a certain activity and then examines the thoughts that accompany the activity. 

With therapist assistance, the patient learns to challenge negative thoughts, to assess 

the situation more realistically, and to generate alternative, more positive, thoughts. 

Cognitive therapy and behavior therapy share many similarities, but there are some 

differences. First, cognitive therapy is based on the assumption that internal cognitive 

processes must be the target of therapy whereas behavior therapy assumes that chang-

ing behavior will lead to a change in cognitions. Second, cognitive therapy relies more 

on the use of traditional talk psychotherapy and insight than does traditional behavior 

therapy. Despite some theoretical differences, comparisons of behavior therapy and cog-

nitive therapy suggest that they are equally effective treatments for most psychological 

disorders. In many cases, treatment procedures originally developed under one model or 

the other are now used together, thus the term cognitive–behavior therapy.

The Humanistic Model  Based on phenomenology, a school of thought that holds that 

one’s subjective perception of the world is more important than the actual world, human-

ists believe that people are basically good and are motivated to self-actualize (develop 

Children often learn behaviors by watching a 
model perform them, a process called vicari-
ous conditioning.

phenomenology  a school of thought that 
holds that one’s subjective perception of the 
world is more important than the world in 
actuality
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their full potential). Abnormal behaviors occur when there is a failure in the process of 

self-actualization, usually as a result of people’s failure to recognize their weaknesses and 

establish processes and strategies to fulfill their potential for positive growth.

The psychologist most closely associated with humanistic psychology is Carl 

Rogers (1902–1987). His theory of abnormal behavior begins with the assumption 

that psychopathology is associated with psychological incongruence, or a discrepancy 

between one’s self-image and one’s actual self. The greater the discrepancy, the more 

emotional and real-world problems one experiences. Incongruence results from the 

experience of conditional positive regard—a person is treated with respect and caring 

only when meeting the standards set by others (i.e., conditionally). The person comes 

to believe that he or she is worthy only when meeting those standards. Because this is 

an inaccurate, overly demanding image, emotional or behavioral problems result.

The goal of Rogers’ psychotherapy, called client-centered therapy, is to release the 

individual’s existing capacity to self-actualize (reach full potential) through interactions 

with the therapist. Therapy is based on three components. Genuineness refers to under-

standing the client’s experiences both intellectually and emotionally. Empathic under-

standing means that the therapist understands the client’s world as the client sees it. 

Finally, the therapist expresses unconditional positive regard by genuinely accepting the 

client with full understanding, trusting the client’s resources for self-understanding and 

positive change. Whereas psychoanalytic therapy focuses on understanding the patient’s 

past experiences, client-centered therapy focuses on present experiences, believing that 

the reestablishment of awareness and trust in that experience will lead to positive change.

SOCIOCULTURAL MODELS

All of the models of abnormal behavior discussed so far begin with the assumption 

that abnormality lies within the individual. Instead, sociocultural models propose that 

abnormal behavior must be understood within the context of social and cultural forces, 

The Feeling Good Handbook

Type Example

TABLE 1 .2

sociocultural model  the idea that abnormal 
behavior must be understood within the con-
text of social and cultural forces

learning objective 1.5
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such as gender roles, social class, and interpersonal resources. From this perspective, 

abnormal behavior does not simply result from biological or psychological factors but 

also reflects the social and cultural environment in which a person lives. Many social 

and cultural forces may influence behavior; we discuss only a few here.

One well-studied social factor is gender role, defined as the cultural expectations 

regarding accepted behaviors for men and women, boys and girls. These differing role 

expectancies often exert a powerful influence on the expression of abnormal behavior. 

Consider the fact that girls (and women) are much more likely than boys (or men) to 

admit to having a phobia. Could gender role expectations, rather than biology, explain 

this difference? In Western cultures, girls are allowed to express emotions openly, 

whereas society discourages such behavior among boys—consider the phrases “boys 

don’t cry” or “take it like a man.” The implication is that showing emotion is not 

appropriate behavior for males and therefore not accepted in Western society. So boys 

learn to hide or deny emotions, such as fear. Other disorders possibly influenced by 

gender role are eating disorders, which are more common in girls and may be triggered 

by pervasive sociocultural pressures on females to be thin (see Chapter 7).

In addition to gender role, other social factors such as hunger, work, and domes-

tic violence may make women more vulnerable to psychological distress (Lopez & 

Guarnaccia, 2000). More than 60% of women in developing countries do not have 

adequate food. In both developed and developing countries, women do not receive 

equal pay even when they are performing dangerous, labor-intensive jobs; and more 

often than men, they are victims of domestic violence. These factors, perhaps in com-

bination with others, are perceived to play a significant role in the development of 

psychological disorders, perhaps placing women at higher risk, not because of their 

biology but because of the social context in which they live.

Socioeconomic status is another social factor that may affect the development 

of psychological disorders. After Hurricane Andrew, rates of one type of psychologi-

cal disorder, PTSD, were higher among African American and Hispanic children 

than among white children (LaGreca et al., 1996). On first glance, this difference 

might be attributed to race or ethnicity, but another important factor might be SES. 

Why might SES be an important factor? People from the lowest income bracket are 

Gender role expectations affect behavior. In 
Western cultures, showing emotion openly is 
more acceptable among females than among 
males.
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more likely to live in housing that is easily damaged by strong 

winds and therefore are more likely to be homeless after a 

storm. Think back to Hurricane Katrina in 2005. Although 

all areas of New Orleans were affected by the storm, the areas 

of the city that were closest to the floodplain housed some 

of the city’s poorest families. Coupled with the limited eco-

nomic resources that existed before the storm, residents faced 

continuing economic hardship and slow recovery (Meyers, 

2008). With few social or economic resources, the likelihood 

of emotional distress and psychological disorders increases.

Interpersonal support is another social factor that 

helps people during times of emotional distress. Although 

many of the people most affected by Hurricane Katrina had 

little money, they had deep neighborhood roots. Now, even 

years later, many remain displaced from their homes and 

their former social support systems, leading to the develop-

ment of psychological disorders such as depression, anxiety, 

and PTSD. As is obvious from this brief review, many dif-

ferent social factors can affect the onset of psychological 

distress, and throughout this volume, we return to these issues as we attempt to under-

stand abnormal behavior.

Along with social factors, the sociocultural model also includes cultural influ-

ences such as race and ethnicity. Historically, these variables were used unfairly to 

stereotype groups. In the early nineteenth century, for example, the brains of Africans, 

Native Americans, and Asians were considered to be simple and crude, leading to 

lower rates of insanity (Raimundo Oda et al., 2005). Insanity was believed to result 

from having to cope with the stressful Western civilized life and to require sophisti-

cated cognitive abilities. Today, that explanation has been discarded, but context and 

culture are still important influences on behavior, including abnormal behavior.

Cultural factors may affect symptom expression and diagnosis. With respect to 

symptom expression, several different variables are important. First, behaviors that 

are considered abnormal in one culture may be considered normal in other cultures. 

In Puerto Rico, dissociation (a feeling of being detached from one’s body—sometimes 

called an out-of-body experience) is considered a normal part of spiritual and religious 

experiences, but it would be regarded as abnormal in other Western cultures (Lewis-

Fernandez, 1998; Tsai et al., 2001). Similarly, behaviors that suggest extreme suspi-

ciousness and mistrust of others may justifiably be labeled paranoia in some patients. 

Among other cultures and groups, however, suspiciousness may simply be an adaptive 

response from people who have been marginalized because of sociodemographic factors 

or who have been the victims of stereotype or racial discrimination (Whaley, 1998).

Researchers with a sociocultural perspective examine how psychological disor-

ders may express themselves differently in different cultures. Certain conditions that 

are specific to a culture are known as culture-bound syndromes (Lopez & Guarnaccia, 

2007; Miranda & Fraser, 2002). One such disorder, koro, occurs among people of 

South and East Asia and consists of intense anxiety that the penis (or vulva and nip-

ples in women) will disappear or cause one’s death (APA, 2000).

As researchers gain a better understanding of the important roles that social and 

cultural factors play in the onset, expression, and treatment of psychological disorders, 

they are developing culturally sensitive treatments for many different disorders. These 

treatment approaches incorporate cultural values and expressions that may enhance 

Although Hurricane Katrina affected many 
residents of New Orleans, people pulled 
together to help one another, creating a 
social network that could prevent or lessen 
the hurricane’s impact.



abnormal psychology: historical and modern perspectives 35

the therapeutic process by increasing the number of people who seek, and 

benefit from, these enhanced interventions. Consider the cultural context 

that surrounds suicide. U.S.-born Latino adolescents are twice as likely to 

attempt suicide as foreign-born Latino youth (CDC, 2006). Although many 

factors are involved in the decision to attempt suicide, familismo may be one 

important factor. Familismo (or familism), a concept common in Latino cul-

tures, emphasizes the centrality of, and obligation to, family over self or peers 

(Lugo et al., 2003). This orientation differs from that of mainstream U.S. 

teen culture, which emphasizes peer relationships, individualism, and mov-

ing away from the family (Goldston et al., 2008). It is possible that Latino 

teens born in the United States experience weakening of familism values 

when constantly exposed to the mainstream U.S. culture of individualism. 

Less emphasis on familial obligation may be a factor that leads to higher 

rates of suicide among U.S.-born Latino youth. Familism may also be an 

important factor when providing treatment to Hispanic families. Currently, 

several interventions developed for depressed adolescents have been 

modified by including more direct involvement of parents in the treatment 

program. Although much more research is needed, culturally sensitive 

interventions are likely to increase the acceptance of, and therefore the effec-

tiveness of, psychological interventions for psychological disorders.

THE BIOPSYCHOSOCIAL MODEL

In this chapter, we have examined biological, psychological, social, and 

cultural factors that affect the development and expression of abnormal 

behaviors. One reason there are so many different models is that no one 

perspective is able to explain all aspects of behavior and certainly not all cases 

of abnormal behavior.

Current approaches to physical medicine assume that all illnesses are 

based on biological processes that can be reduced to a biological cause even if 

the specific physical process has not yet been determined. For example, we know that 

cancer occurs when abnormal cells develop and attack the body’s systems even though 

we do not know yet what physical processes caused these cells to develop. In contrast, 

in the case of mental disorders, there is no single model of abnormal behavior although 

since the days of Hippocrates, scientists have searched for such single explanations 

(Lake, 2007). Instead, there are as many different models, and often the training back-

grounds of mental health professionals result in different perspectives being emphasized. 

Modern scientists now recognize that (a) abnormal behavior is complex, (b) abnormal 

behavior cannot be understood using a single theoretical explanation, and (c) under-

standing abnormal behavior will advance only if we embrace and integrate the various 

conceptual models (Kendler, 2005). A significant challenge to understanding abnormal 

behavior is to understand how the mind and the brain interact and how to combine 

these very different perspectives to create a coherent theory of psychological disorders. 

In fact, modern scientists have moved past trying to reduce all behavior to one singular 

explanation. It is clear that causality can begin in the brain or the mind and can set off 

a chain of events that ultimately also affects the other component, leading to the onset 

of abnormal behavior (Kendler, 2005). Other researchers (Lake, 2007) have argued that 

integrating the perspectives of biomedicine, human consciousness, and neuroscience will 

lead to significant advances in understanding and treating psychological disorders.

Currently, most mental health clinicians subscribe to a biopsychosocial perspective,

which acknowledges that many different factors probably contribute to the development 

Among Hispanic families, “familism” may buf-
fer people against stressful environments and 
events. Here a family participates in a cultural 
tradition. Quinceañera, a coming of age 
ceremony and celebration that occurs on a 
girl’s fifteenth birthday, dates back to ancient 
native cultures of Central and South America, 
and Mexico.

biopsychosocial perspective  the idea that 
biological, psychological, and social factors 
probably contribute to the development of 
abnormal behavior and that different factors 
are important for different individuals

learning objective 1.5
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of abnormal behavior and that different factors may be important for different people. 

This perspective utilizes a diathesis-stress model of abnormal behavior, which begins 

with the assumption that psychological disorders may have a biological basis (see 

Figure 1.3). The presence of a biological or psychological predisposition to a disease or 

disorder is called a diathesis. However, just having a predisposition for a disorder does 

not mean that a person will actually develop it. Rather, the predisposition is assumed to 

lie dormant (as if it does not exist) until stressful environmental factors create signifi-

cant distress for the individual. People react differently to stressful events. The combi-

nation of a biological predisposition and the presence of environmental stress creates 

psychological disorders. The diathesis-stress model integrates biological, psychologi-

cal, and sociocultural systems to provide explanations that are consistent with what we 

know are complex human behaviors. We will return to this biopsychosocial model and 

the diathesis-stress model many times throughout this volume.

diathesis-stress model of abnormal behavior
the idea that psychological disorders may 
have a biological predisposition (diathesis) 
that lies dormant until environmental stress 
occurs and the combination produces abnor-
mal behavior

FIGURE 1 .5

In this model, a diathesis, or vulnerability, 
interacts with individual stressors to produce 
a psychological disorder. The biopsychosocial 
model uses the concept of diathesis-stress 
to acknowledge that many different factors 
(biological, psychological, and social) may 
contribute to the development of a disorder.
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� The biological model of abnormal behavior assumes that abnormal behavior is rooted in 

a person’s biology. The basis may be a genetic abnormality, abnormal brain structures, 

or abnormal brain functioning.

� Within the psychological model are several distinctive approaches, including modern 

psychoanalytic, behavioral, and cognitive models. Rather than looking to biology as the 

basis for psychological disorders, these models assume that environmental events and 

the way we interpret and react to them play a causal role in the onset of abnormal 

behavior.

� Sociocultural models are based on a broader perspective, proposing that broad social 

and cultural forces (not individual or unique environmental events) contribute to the 

onset of psychological disorders.

� The biopsychosocial perspective incorporates a diathesis-stress model, in which biology is 

thought to lay the foundation for the onset of the disorder through the presence of biologi-

cal abnormalities. However, biology alone is insufficient; environmental, social, and cultural 

factors are always part of the equation that leads to the onset of psychological disorders.

CRITICAL THINKING QUESTION Using a biopsychosocial perspective, what factors might 

influence the development of a psychological disorder in a member of the military who 

served in Operation Iraqi Freedom?
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THE TREATMENT

THE PATIENT

Marcie—How One Disorder Might Have Been Understood
and Treated Throughout the Ages

 science life

Feelings of depression have been documented since the begin-
ning of recorded history, and depression is a common psycho-
logical disorder, affecting 17% of the general population.

Marcie just started college. She grew up in a small town but 
enrolled in a major state university far from home. Her family 
has few financial resources, and the university scholarship was 
her only opportunity for a college education. She was reluctant 
to leave home, but her family and teachers encouraged her 
because it was a tremendous opportunity. When Marcie was a 
child, she went to camp one summer and was very homesick 
for an entire week. Now Marcie is having those same feel-
ings again as she tries to adjust to college life in a new town. 
She is very sad, cries for no reason, and has stopped attend-
ing classes. She believes that she is a failure for being unable 
to adjust and is afraid to tell her parents how she feels. She 
barely talks to her roommate, who is very concerned about 
the change in her behavior. Marcie no longer takes a shower, 
sometimes does not get out of bed, and will go for several days 
without eating. She talks about being “better off dead.”

Depression can be conceptualized from various perspec-
tives, each of which would provide a unique approach toward 
treatment. If we were to convene a panel of experts to discuss 
various approaches to Marcie’s treatment, we might hear the 
following perspectives:

Hippocrates (380 BC): “It is obvious that the patient is suf-
fering from an excess of black bile, which causes feelings of 
melancholia. To restore the humours to a balanced state, she 
needs to eat a vegetable diet and engage in physical activity. 
She also needs a tranquil existence, which would include a 
period of celibacy.”

Roman Catholic priest (1596): “Her symptoms are a direct 
result of possession by a demon with whom she has engaged in 
illicit relations. Her failure to follow the rules of authority (go to 
class) and her wish to die are sinful acts and clearly indicate that 
she is in league with the devil. She may even be a witch.”

Phillippe Pinel, M.D. (1800): “Mental illness is curable if we 
take the time to understand it. Marcie must be taken away from 
the environment that caused this problem and placed in the 
hospital, where she will be assigned to work in the garden. This 
physical activity will allow her to rest in the evening and her 
spirit will be restored.”

Sigmund Freud, M.D. (1920): “Although on one level, Marcie 
is grateful for the opportunity to study at the university, on 
a deeper, more unconscious level, she may feel anger and 
resentment toward her parents for not having the resources to 
allow her to study at a more prestigious school that was closer 
to home. This anger was particularly scary because her mother 
was suffering from breast cancer. Her superego, whose job it 
is to keep these unacceptable emotions in check, turned the 
anger she felt toward her parents back onto herself, resulting 
in depression, which especially because of her mother’s condi-
tion, is a more socially acceptable emotion.”

B.F. Skinner, Ph.D. (1965): “Marcie has learned depressive 
behaviors through a series of reinforcing experiences. She 
probably receives significant attention from her family every 
time that she calls home and tells them she is homesick. She 
may feel sad, but the way to change emotion is to change 
behavior and the contingencies that control it. I suggest that all 
those who interact with her provide positive reinforcement for 
“nondepressive” behaviors (e.g., engaging in social activities, 
completing assignments) and extinguish, or ignore, depressive 
behaviors (e.g., not going to class, staying in her dorm room).”

Cognitive Psychologist, Ph.D. (2005): “Marcie’s depression 
is the result of her negative perspective regarding herself and the 
world. Many college students have trouble adjusting to new envi-
ronments. However, Marcie’s cognitive schema has falsely inter-
preted this adjustment difficulty as a sign of personal weakness and 
failure. In therapy, we will examine these dysfunctional beliefs and 
help Marcie develop a more positive, functional perspective.”

Biological Psychiatrist, M.D. (2006) “This patient meets diag-
nostic criteria for major depressive disorder, single episode. 
She has no history of mania. Her family history is positive for 
depression (mother, maternal aunt, possibly grandmother), 
and her paternal grandfather committed suicide. Because her 
mother had a positive response to a selective serotonin 

(continued )
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reuptake inhibitor, I recommend a course of fluoxetine (Prozac) 
20mg/day as an initial dose.”

Biopsychosocial Psychologist (2011): “Marcie’s depression 
clearly shows how numerous factors combine to create her 
distress. Her family history indicates the presence of a genetic 
predisposition, leaving her vulnerable to the development of 
depression. However, she did not have any difficulties until she 
went to college, and the stress from (a) moving far away from 

home for the first time and (b) needing to keep her grades 
high so that she could maintain her scholarship are most likely 
environmental and social factors that triggered the actual onset 
of the negative mood. Medication may be useful in the short 
term, but Marcie needs to learn how to cope with stress so that 
she has the tools to counteract her biological predisposition 
and prevent future episodes because she will face stressors 
throughout her lifetime.”

(continued )

1 Abnormal behavior is sometimes difficult to define. It is not 
just behavior that is different because certain differences 
can sometimes be positive for the individual and perhaps 
for society. Behavior that is deviant may be different but not 
necessarily abnormal. New trends often start as deviant but 
then become accepted by mainstream society. Dangerous 
behavior may be abnormal, but many individuals who have 
psychological disorders do not engage in dangerous behav-
ior. Dangerous behavior is not necessary or sufficient to 
meet the definition of abnormal behavior. Two primary con-
siderations for determining whether a behavior is abnormal 
is whether it creates dysfunction (interferes with daily activi-
ties) and/or emotional distress.

2 Abnormal behavior is defined as behavior that is inconsistent 
with the individual’s developmental, cultural, and societal 
norms, creates significant emotional distress, or interferes 
with daily functioning. Behavior must always be considered 
in context. Context includes culture as defined by both indi-
vidual and social spheres of influence as well as cultural tradi-
tions. It also includes consideration of developmental age, 
physical and emotional maturity, and socioeconomic status.

3 Historically, spirit possession was among the first proposed 
causes of abnormal behavior. However, as early as the classi-
cal Greek and Roman periods, biological and environmental 

explanations were given for some of the major psychiatric 
disorders (depression, schizophrenia). Such theories fell out 
of favor in Western Europe shortly afterward although they 
continued to flourish in the Middle East. It was not until the 
Renaissance period that theories based on biology and envi-
ronmental factors re-emerged in Europe.

4 To understand abnormal behavior, adopting a scientist–
practitioner approach is a distinct advantage. Critically 
applying a scientific perspective to theories of etiology and 
examining the evidence behind proposed theories prevent 
adhering to explanations that are without a firm scientific 
basis (such as witchcraft or pseudoscience). “Treatments” 
based on such ideas could have quite negative results and, 
in some cases, might even be deadly.

5 Today biological, psychological, sociocultural, and biopsy-
chosocial explanations dominate the explanations for the 
development of abnormal behavior. Each of the etiologi-
cal theories has strengths and weaknesses, and each alone 
is inadequate to fully explain the presence of abnormal 
behavior. Determining abnormal behavior is complex, and it 
is likely that a combination of factors is responsible for any 
specific psychological disorder. There are many competing 
theories, and as science progresses, new theories will be 
developed and others will be discarded.

R E V I E W I N G

learning objectives

TEST yourselff

1. Abnormal behavior must always be considered in context 
because
a. normal feelings, such as grief, can be mistaken for illness
b. a person’s cultural background may affect behavior
c. a person’s age may affect his or her symptoms
d. all of the above

2. To be considered abnormal, a person’s behavior must be 
“away from normal” and
a. a violation of the individual’s culture
b. a cause of emotional distress and/or functional impairment
c. a source of conflict with a person’s peer group
d. an embarrassment to the person’s family

For more review plus practice tests, flashcards, 
and Speaking Out: DSM in Context videos, 
log onto www.MyPsychLab.com

www.MyPsychLab.com


3. Contextual factors that should be considered in evaluating 
abnormal behavior include sex, race/ethnicity, and
a. cognitive skills c. personality problems
b. dimensional approaches d. socioeconomic status

4. It is important to consider a person’s age and developmen-
tal stage when evaluating behavior because
a. children have more serious disorders than adults do
b. adults may not report all their symptoms
c.  developmental maturity affects what disorders occur and 

what symptoms are present
d. disorders not treated during childhood will always persist 

throughout life

5. Our knowledge of early theories of abnormal behavior is lim-
ited because
a. historical evidence is scanty
b. modern technology cannot study demons and spirits
c. only organic models were used before the modern era
d. until recently, no records of patients’ symptoms were kept

6. Hippocrates was an ancient Greek physician who
a.  produced a diagnostic classification system and a model 

by which to explain abnormal behavior
b. identified common psychological symptoms such as hal-

lucinations, melancholia, and mania
c. introduced the term hysteria
d. all of the above

7. In the Middle Ages, groups of people believed that demons 
possessed them. Such episodes of mass hysteria are now 
explained by the concept of
a. mimicry behavior c. alien abduction
b. emotional contagion d. lycanthropy

8. Moral treatment, the eighteenth century innovation of 
Philippe Pinel and William Tuke, was characterized by
a. daily compulsory church attendance
b. imposition of a work schedule to teach patients duty and 

productivity
c. separation of patients from evil influences outside their homes
d. kind treatment of patients and work to occupy their minds

9. When symptoms are diminished or eliminated not because 
of any specific treatment but because the patient believes 
that a treatment is effective, we see the power of the
a. therapeutic relationship c. humane care movement
b. placebo effect d. animal magnetism effect

10. German psychiatrist Emil Kraepelin contributed to the study 
of abnormal psychology by
a. observing hundreds of living patients
b. introducing two diagnostic categories
c. laying the groundwork for a classification system
d. all of the above

11. The scientist–practitioner approach is important in the treat-
ment of patients because patients are
a.  treated by clinicians who have developed models of 

human behavior
b. taught how to evaluate research and choose treatments
c.  treated by clinicians who use empirical research to guide 

the treatment process
d. able to help advance psychological research by being 

research subjects

12. The biological model seeks knowledge of abnormal behavior 
by studying
a. the biology of the body, particularly the brain
b. biological scarring and structural abnormalities
c. brain morphology as it affects bodily processes
d. neuroimaging techniques

13. Biological scarring, or the process whereby years of living with 
a disorder causes changes in the brain, demonstrates the
a. interaction among biopsychosocial factors
b. importance of the psychoanalytic model
c. interaction between psychological and social factors
d. significance of downward drift

14. Compared with Freud, contemporary psychoanalytic theo-
rists place less emphasis on psychosexual development and 
more importance on
a. phenomenology c. conscious motivation
b. sibling rivalry d. dream analysis

15. Pioneer behaviorist Joseph Wolpe discovered that a stimulus 
will not elicit fear or anxiety if
a. conditioning prevents negative emotions
b. operant conditioning reinforces relaxation
c. discrimination becomes increasingly difficult
d. incompatible behavior occurs at the same time

16. Behaviorist B. F. Skinner demonstrated that behavior could 
be changed by events that happened afterward, a phenom-
enon known as
a. operant conditioning c. fear hierarchy
b. systematic desensitization d. contingent reinforcement

17. Vicarious conditioning is different from other types of condi-
tioning in that it involves
a. shaping rather than punishment
b. learning without punitive consequences
c. learning without actually doing a behavior
d. acquiring new behaviors by practice

18. The cognitive model is based on the idea that our
a.  perceptions and interpretations of events are more 

important than the events themselves
b. cognitive abilities differ depending on our develop-

mental stage
c. brains are permanently affected by external events
d. intelligence level determines which disorders we are 

prone to

19. A clinician who notes the role of a patient’s sex, income 
level, and race in his or her problems is illustrating the influ-
ence of
a. class differences c. symptom expression
b. sociocultural models d. feminist psychology

20. When a clinician finds that several members of a patient’s 
family have similar symptoms, he or she may suspect that 
the patient has a predisposition to illness known as a
a. stressor c. genetic abnormality
b. biological model d. diathesis

Answers:  1 d, 2 b, 3 d, 4 c, 5 a, 6 d, 7 b, 8 d, 9 b, 10 d, 11 c, 12 a, 13 a, 
14 c, 15 d, 16 a, 17 c, 18 a, 19 b, 20 d.
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Research in Abnormal Psychology at the Cellular Level

Research in Abnormal Psychology at the Individual Level

Research in Abnormal Psychology at the Group Level

Research in Abnormal Psychology at the Population Level

After reading this chapter, you should be able to:
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I was taking introductory psychology, 

and we had the option of participating in 

research to get extra credit. There was an 

information board in the Department where 

we could read about studies and sign up. 

There were lots of studies we could choose 

from. I saw one that 

caught my interest and 

signed up.

The first thing I 

did was read the infor-

mation sheet and fill in 

the consent form. On the 

first day, the researcher 

asked me all sorts of ques-

tions about my family his-

tory of alcohol use as well as 

how much I drink. I also had 

to fill out several questionnaires—mostly 

about alcohol and drug use.

She then scheduled me to come back 

the next day, and I was told not to eat for 

1.5 hours before I came in and also not to 

smoke or brush my teeth!

The researcher then had me taste 10 

different sweet solutions. She told me to sip 

the solution, swish it around in my mouth, 

and spit it out. Then I had to rate the solu-

tion, rinse my mouth with distilled water, 

and proceed to the next solution. For each 

solution, she asked me to rate how sweet 

and how pleasurable the taste was.

That was pretty much it. Afterward, the 

researcher told me that she was studying 

the association between a family history of 

alcoholism and sweet taste preference.

A few years later, I was checking around 

on the Internet to see if anything ever came 

of the study, and I typed in the researcher’s 

name. To my surprise, she published a 

paper on the study and concluded that 

people with a family history of alcohol-

ism actually do prefer sweeter tastes! It was 

pretty incredible to have been a participant 

in a study that actually got published.

Kampov-Polevoy, A., Garbutt, J., & Khalitov, E. 

Family history of alcoholism and response to sweets. 

Alcoholism, Clinical and Experimental Research, 11,

1743–1749. Copyright © 2003. Reprinted by permis-

sion of Blackwell Publishing.
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In introductory psychology classes, psychology is often described as the scientific 

study of behavior and mental processes. To understand human behavior, psycholo-

gists require research volunteers such as the participant described on page 46. Much 

of what we know about abnormal behavior is based on studies conducted using college 

students. Without such research, our understanding would be limited. In much of psy-

chological research, investigators are looking at one individual’s observable behaviors. 

However, for abnormal psychology, a scientific approach requires research of human 

behavior at all levels (biological behaviors such as heart rate, internal events such as 

thoughts and feelings, and observable behaviors such as interacting with another per-

son). The National Institutes of Health (NIH) emphasize the critical importance of 

understanding health and disease by conducting research at every level—from a single 

cell to society. Translational research is a scientific approach that focuses on communi-

cation between basic science and applied clinical research. The NIH states:

To improve human health, scientific discoveries must be translated into practical 

applications. Such discoveries typically begin at ‘the bench’ with basic research—in 

which scientists study disease at a molecular or cellular level—then progress to 

the clinical level, or the patient’s ‘bedside.’ The translational approach is really a 

two-way street. Basic scientists provide new tools for use with patients, and clinical 

researchers make novel observations about the nature and progression of disease 

that often stimulate basic investigations. Translational research has proven to be a 

powerful process that drives the clinical research engine (NIH).

Our introductory case illustrates one type of basic research—understanding how taste 

mechanisms may be related to alcoholism. This case illustrates another important 

point as well. The goal of most research is to publish the results so that other inves-

tigators can use the data to create new hypotheses and further our understanding of 

abnormal behavior. The public, those who do not do research, also needs to be aware 

of research findings that have implications for their lives.

Consistent with a translational approach, this chapter begins with research strat-

egies that focus on factors at the cellular and neuroanatomical level and that affect 

behavior in the entire organism. We then examine research at the individual and 

group level, where most scientific inquiry occurs. Finally, we turn to studies examin-

ing behavior at the population level. Each approach provides a unique perspective on 

mental illness. Combined, they allow us to understand broadly the biological, psycho-

logical, and societal aspects of mental illness.

ETHICS AND RESPONSIBILITY

Our research participant read an information sheet before deciding to participate in 

the study and signing a consent form. One of the core principles in the scientific study 

of abnormal behavior is that the research must be conducted in an ethical manner 

in accord with the principles outlined in the Belmont Report (see Chapter 15 for its 

details). The report covers three fundamental ethical principles. First is respect for per-

sons. That means that individuals participating in a study must be capable of making 

decisions about themselves. Anyone lacking that ability is entitled to protection: A 

parent or guardian must give consent for that person to participate. Second is the prin-

ciple of beneficence. This means that researchers not only must respect participants’ 

decisions and protect them from harm but also must attempt to secure their well-

being. This obligates the researcher to do no harm and to maximize possible benefits 

translational research  a scientific approach 
that focuses on communication between basic 
science and applied clinical research

beneficence  the core ethical principle ensur-
ing that researchers do no harm and maximize 
possible benefits and minimize possible harms
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and minimize possible harms. The third ethical principle, justice, emphasizes “fairness 

in distribution” or “what is deserved.” An injustice occurs when a benefit to which a 

person is entitled is denied without good reason or when an unnecessary burden is 

imposed. It would be unjust, for example, for a person who is qualified and willing to 

participate in a study to be excluded.

A researcher who designs a study and the consent form make sure that all poten-

tial participants can easily understand the informed consent document and clarifies 

that participation in the research project is voluntary. The researcher also takes time 

to consider all foreseeable risks and benefits of participating in the project. Risks may 

include side effects of medication or the possibility that agreeing to participate in the 

study may exclude the opportunity to participate in a different study. The individual 

must choose one study, risking the possibility that the other one might have been the 

better choice. Finally, the researcher must ensure that subjects are selected through a 

fair process. An institutional review board (IRB), also known as an independent ethics 

committee (IEC) or ethical review board (ERB) must review and approve all research 

conducted on humans. In turn, in the United States, the Office for Human Research 

Protections (OHRP) within the Department of Health and Human Services governs 

these boards and committees. Separate committees exist to oversee the ethics of labo-

ratory animal research. The Institutional Animal Care and Use Committee (IACUC) 

is a separate committee established by institutions that use laboratory animals for 

research or instructional purposes. These committees oversee and evaluate all aspects 

of the institution’s animal care and use program. These bodies both approve and over-

see all research to ensure that researchers adhere to all mandated ethical principles.

Research in Abnormal Psychology 
at the Cellular Level
Research at the cellular level is one of the newest and most exciting areas of study for 

abnormal psychology. Although the idea that the brain is the site of abnormal behavior 

dates back to the ancient world, only recently have we had the tools to study the brain and 

the nervous system accurately. Before discussing these new research findings, we’ll review 

the workings of the nervous system and the other parts of the body that influence behavior.

NEUROANATOMY

The two main parts of the human nervous system are the central nervous system

(CNS) and the peripheral nervous system (PNS).

The CNS consists of the brain and the spinal cord. As noted in Chapter 1, the 

brain contains approximately 100 billion nerve cells, or neurons. Each neuron extends 

along distinct and specific pathways, creating a complex but ordered web of neural cir-

cuitry. Typical neurons are composed of the soma, or the cell body, which contains the 

nucleus. The dendrites are fingerlike projections that extend from the soma. Dendrites 

branch out and receive information from other neurons. The fiber through which a 

cell transports information to another cell is called the axon. Axon terminals are the 

branched features at the end of the axon that form synapses, or points of communica-

tion with dendrites or cell bodies of other neurons (see Figure 2.1).

Having a general understanding of the structure of the brain is important because 

as we discuss the various psychological disorders, you will see that we are starting to 

understand the relationship between specific parts of the brain and specific disorders. 

central nervous system  one part of the 
human nervous system that includes the brain 
and the spinal cord

peripheral nervous system  one part of 
the human nervous system that includes the 
sensory–somatic nervous system (controls 
sensations and muscle movements) and the 
autonomic nervous system (controls involun-
tary movements)

learning objective 2.1
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An evolutionary perspective helps us to understand which parts of the brain appeared 

earliest in the course of human evolution and govern the most basic aspects of our 

functioning.

Starting with the oldest parts of the brain, at its base is the brain stem, which 

controls most of the fundamental biological functions associated with living, such as 

breathing. The brain stem has several sections with separate functions (see Figure 2.2). 

At its base is the hindbrain, consisting of the medulla, pons, and cerebellum.

These structures regulate breathing, heartbeat, and motor control: activities 

required for life that occur automatically. You do not need to think about 

breathing or making your heart beat in order for those processes to occur. 

The term lesion refers to an area of damage or abnormality. We can tell 

a lot about the function of a particular brain structure by observing what 

happens to people when a specific structure is lesioned. For example, the 

cerebellum is critical for motor coordination. When lesions occur in the 

cerebellum, they result in disorders of fine movement, balance, and motor 

learning.

The midbrain portion of the brain stem has two important functions. 

First, it is a coordinating center that brings together sensory information 

with movement. It also houses the reticular activating system, which regu-

lates our sleep and arousal systems.

Moving upward structurally and evolutionarily from the brain stem 

are the thalamus and the hypothalamus (see Figure 2.3). Think of the thala-

mus as the brain’s relay station because it directs nerve signals that carry 

sensory information to the cortex. A primary function of the hypothala-

mus is homeostasis, which is the regulation of bodily functions such as blood 

pressure, body temperature, fluid and electrolyte balance, and body weight.

Moving further up the evolutionary ladder from the midbrain to the 

forebrain, we find the limbic system, an umbrella term for several brain structures that 

are very important for the study of abnormal psychology. The limbic system includes 

the amygdala, the cingulate gyrus, and the hippocampus. The limbic system deals pri-

marily with emotions and impulses. It is involved with the experience of emotion, the 

regulation of emotional expression, and the basic biological drives such as aggression, 

sex, and appetite. The hippocampus also has a role in memory formation and has been 

FIGURE 2 .1

The cell body contains the 
nucleus and has projections 
called dendrites, which branch 
out and receive information 
from other neurons. Nerve 
impulses pass down the neu-
ron. The gap between the axon 
terminals and the dendrites of 
the next neuron is called the 
synapse. Chemicals called neu-
rotransmitters enable the nerve 
impulse to cross the gap to the 
receptors of the next neuron.
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FIGURE 2 .2

The oldest part of the brain, located at its 
base, controls most basic biological functions, 
such as breathing. Zimbardo et al. Psychology:
Core Concepts, 6th ed. Figure 2.14, page 74. 
Copyright © 2009 Pearson/Allyn & Bacon. Reprinted 
by permission.

brain stem  a part of the brain located at its 
base that controls fundamental biological 
functions such as breathing

midbrain  a portion of the brain stem that 
coordinates sensory information and move-
ment; includes the reticular activating system, 
the thalamus, and the hypothalamus
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Brain stem

Medulla

Thalamus Hypothalamus

Reticular
formation
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linked with the memory deficits that are characteristic of Alzheimer’s disease (see the 

feature “Real People, Real Disorders: Henry Gustav Molaison [H.M.]”).

The basal ganglia are also at the base of the human forebrain. Structures within 

the basal ganglia include the caudate, putamen, nucleus accumbens, globus pallidus, sub-

stantia nigra, and subthalamic nucleus. In general, these structures are thought to inhibit 

movement. Diseases that affect the basal ganglia are marked by abnormal movements; 

these include Parkinson’s disease (rigidity and tremor), bradykinesia (slow move-

ments), and Huntington’s disease (uncontrollable dancelike movements of the face 

and limbs).

Moving even further up the evolutionary ladder, we encounter the largest part 

of the forebrain, the cerebral cortex. Here we find the structures that contribute to 

the abilities that make us uniquely human, such as reasoning, abstract thought, per-

ception of time, and creativity. The cerebral cortex is divided into two hemispheres, 

known as the left and right. Popular psychology commonly refers to people as “left 

brained” or “right brained,” but brain functioning is more complicated than that sim-

ple distinction. Although the two hemispheres look structurally similar, they appear 

to oversee different processes. Indeed, some people tend to favor one type of process-

ing over the other.

forebrain  a part of the brain that includes the 
limbic system, basal ganglia, and cerebral cortex

limbic system  the brain region involved with 
the experience of emotion, the regulation of 
emotional expression, and the basic biological 
drives such as aggression, sex, and appetite

hippocampus  the brain region that is part 
of the limbic system that also has a role in 
memory formation

cerebral cortex  the largest part of the fore-
brain; contains structures that contribute to 
higher cognitive functioning including reason-
ing, abstract thought, perception of time, and 
creativity

FIGURE 2 .3

The thalamus is the brain’s relay system, direct-
ing sensory information to the cortex; the 
hypothalamus regulates bodily functions; and 
the limbic system is a major center for human 
emotion. Zimbardo et al. Psychology: Core Concepts,
6th ed. Figure 2.12, p. 69. Copyright © 2009 Pearson/
Allyn & Bacon. Reprinted by permission.
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The left hemisphere is primarily responsible for language and cognitive func-

tions and tends to process information in a more linear and logical manner. The left 

hemisphere processes information in parts, sequentially, and uses both language and 

symbols (including numbers). The right hemisphere processes the world in a more 

holistic manner, a spatial context (that is, the relationship of an object to other objects 

around it), and is more associated with creativity, imagery, and intuition. Considerable 

communication occurs between the hemispheres, and, in some cases, they can also 

compensate for each other by taking over some of the functions of the damaged area.

Each hemisphere consists of four lobes: temporal, parietal, occipital, and fron-

tal (see Figure 2.4). The temporal lobe is associated with processing and therefore 

understanding auditory and visual information, and it plays a role in the naming or 

labeling of objects and verbal memory. The parietal lobe integrates sensory informa-

tion from various sources and may also be involved with visuospatial processing for 

example, when you imagine rotating a three-dimensional object in space. The occipital 

lobe, located at the back of the skull, is the center of visual processing. The frontal 

lobe is the seat of reasoning and plays a critical role in impulse control, judgment, 

language, memory, motor function, problem solving, and sexual and social behavior. 

Frontal lobes are instrumental in planning, coordinating, inhibiting, and executing 

The brain of Henry Gustav Molaison (H.M.) from 
Thibodaux, Louisiana, is believed to have been studied 

more than that of any person in history. For reasons of con-
fidentiality, he was known to psychologists only as “H.M.” 
until his death. Born in 1926 and raised in Connecticut, 
H.M. was an ordinary bicycle-riding, iceskating boy. At age 
9, he banged his head hard after being hit by a bicycle rider 
in his neighborhood. About age 16, he developed epilepsy 
and experienced many grand mal (severe) seizures. In 1953, 
he underwent major surgery in which parts of his medial 
temporal lobe were removed on both sides of his brain. His 
doctor, William Scoville, wanted to remove this part of the 
brain because it was where the seizures originated.

Two thirds of H.M.’s hippocampus was removed; leading 
neurologists assumed that this part of the brain was entirely 
nonfunctional. After the surgery, however, H.M. suffered from 
a form of amnesia in which he could not save new experi-
ences as long-term memories. Much to the joy of his doctors, 
H.M. was able to complete tasks that required recall from 
his short-term memory. He was also able to recall long-term 
memories of events that occurred before his operation. But 
he could not recall events that occurred after the operation.

Henry Molaison died on December 2, 
2008, of respiratory failure in a nursing home 
in Connecticut. Although he was unsure of 
exactly how old he was, had to be reintro-
duced to his doctors every day, and repeat-
edly grieved when he heard about the death of 
his mother, he had a positive outlook on life. He 
was quoted as saying that he hoped his medical condi-
tion would help others and allow researchers to learn 
from his condition.

Scientific research has benefited greatly from H.M.’s 
experience. It has resulted in two key findings: short-term 
memories do not depend on a functioning hippocampus, 
but long-term memories must go through the hippocam-
pus in order to be permanently stored. These findings 
have forever changed the way scientists view the forma-
tion, retention, and recall of short- and long-term memory.

Corkin, S. (1968). Application of motor skill after bilateral medical 
temporal-lobe excision. Neuropsycholgica, 6, 163–171; Kolb, B., & 
Whishaw, I. (1996). Fundamentals of Human Neuropsychology, 4th ed. 
New York: W. H. Freeman; and Smith, E., & Kosslyn, S. (2007). 
Cognitive Psychology: Mind and Brain, 1st ed. Upper Saddle River, 
NJ: Pearson/Prentice Hall.

real people, real disorders

left hemisphere  the region of the brain pri-
marily responsible for language and cognitive 
functions

right hemisphere  the region of the brain 
associated with creativity, imagery, and 
intuition

temporal lobe  one of four lobes of the brain; 
associated with understanding auditory and 
verbal information, labeling of objects, and 
verbal memory

parietal lobe  one of four lobes of the brain; 
integrates sensory information from various 
sources and may be involved with visuospatial 
processing

occipital lobe  one of four lobes of the brain; 
located at the back of the skull; center of 
visual processing

frontal lobe  one of the four lobes of the 
brain; seat of reasoning, impulse control, 
judgment, language, memory, motor func-
tion, problem solving, and sexual and social 
behavior
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behavior. The corpus callosum connects the two sides of the brain, allowing them to 

communicate. A severed corpus callosum is not entirely incapacitating, but it can lead 

to an inability to integrate certain brain functions. For example, if an image of a key 

is flashed in the right field of vision, a person whose corpus callosum has been severed 

might recognize the image but not be able to correctly name it. A flash in the opposite 

field of vision could yield the correct label, but the person wouldn’t be able to discuss 

its function.

Beyond the brain and the spinal cord, which make up the other major divi-

sion of the human nervous system is the PNS. It is subdivided into the sensory-

somatic nervous system and the autonomic nervous system. The sensory-somatic 

nervous system consists of the cranial nerves, which control sensation and muscle 

movement. The autonomic nervous system includes the sympathetic and parasym-

pathetic nervous systems. The sympathetic nervous system (SNS) primarily con-

trols involuntary movements. It serves to activate the body, creating a state of 

physical readiness. The SNS stimulates heartbeat, raises blood pressure, dilates the 

pupils, diverts blood away from the skin and inner organs to the skeletal muscles, 

brain, and heart, and inhibits digestion and peristalsis in the gastrointestinal tract, 

creating a bodily state of arousal that could indicate the presence of stress or anxiety 

(see Chapter 4). In contrast, the parasympathetic nervous system returns the body func-

tions to resting levels after the SNS has activated them.

Finally, the body’s endocrine system regulates bodily functions but uses hor-

mones rather than nerve impulses to do so (see Figure 2.5). Endocrine glands produce 

hormones, which are chemical messengers released directly into the bloodstream and 

act on target organs. The pituitary gland, located at the base of the brain, is known 

as the “master gland.” It controls many endocrine functions including those central to 

the female menstrual cycle, pregnancy, birth, and lactation. (Another gland, the hypo-

thalamus, regulates the pituitary gland.) The adrenal glands (located on top of the 

kidneys) release epinephrine (adrenaline) in response to external and internal stressors 

such as fright, anger, caffeine, or low blood sugar. Thyroid hormones regulate metab-

olism including body temperature and weight. The pancreas includes a gland (islets of 

FIGURE 2 .4

The four lobes of the cerebrum (temporal, 
parietal, occipital, and frontal) control sen-
sory, motor, speech, and reasoning func-
tions. The outer (“gray matter”) layer of the 
cerebrum is known as the cerebral cortex. 
Zimbardo et al. Psychology: Core Concepts, 6th ed. 
Figure 2.16, page 75. Copyright © 2009 Pearson/
Allyn & Bacon. Reprinted by permission.
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endocrine system  a system in the body 
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Langerhans) that secretes insulin and glucagon to regulate blood sugar level. A num-

ber of studies have demonstrated that certain hormones (e.g., cortisol, prolactin) are 

elevated in people with depression, anxiety, and other psychological symptoms.

NEUROHORMONES AND NEUROTRANSMITTERS

Clearly, many different minisystems are within the overall nervous system. To under-

stand human emotions, we need to know how these various systems operate and coop-

erate. Communication in the nervous system is both electrical and chemical. Neurons 

do not actually touch each other, but chemicals called neurotransmitters relay the 

electrical signals from one neuron to the next (see Figure 2.6). When the electrical 

signal reaches the axon terminal, the neurotransmitters are released. They travel across 

the space between the neurons (called the synapse) and land on the surface of the 

neighboring neuron, at which point they trigger the second neuron to “fire,” releasing 

the electrical impulse. Research on neurotransmitters has revolutionized psychiatry 

because most drug treatments affect one or more of the core neurotransmitters by 

influencing their availability and/or their action in the brain. This highly active field 

of research is constantly identifying new substances that function as neurotransmitters. 

Specific neurotransmitter systems have been widely studied and will be discussed in 

the chapters on specific disorders.

Understanding the basics of the nervous system, we are ready to begin the journey 

from the individual cell to the level of society. Throughout this journey, we will exam-

ine the many different procedures that psychologists use to study human behavior at 

each of these levels. This brief case description provides a context for those strategies.

FIGURE 2 .5

This system includes glands, such as the 
thyroid, gonads, adrenal, and pituitary, and 
the hormones they produce, such as thy-
roxin, estrogen, testosterone, and adrena-
line. Hormones are chemical messengers 
that transmit information and instructions 
throughout the bloodstream, targeting cells 
that are genetically programmed to receive 
and respond to specific messages. Zimbardo et 
al. Psychology: Core Concepts, 6th ed.  Figure 2.9, 
page 63. Copyright © 2009 Pearson/Allyn & Bacon. 
Reprinted by permission.
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Monica is 26 years old. She has been feeling sad, helpless, and hopeless, and crying 

for no reason. She has thought about taking her life. She has trouble falling asleep at 

night, and when she finally does, she wakes up several times. She has lost 20 pounds in 

2 months because she does not feel like eating. Her primary care physician sent her to a 

psychologist who diagnosed her with depression.

We’ll look closely at depressive disorders in Chapter 6, but here we’ll explore the 

methodologies that researchers typically use to study this disorder.

NEUROIMAGING

You may wonder how scientists know how the brain functions and which of its struc-

tures are responsible for human abilities and activities. Much of our early information 

came from unique cases such as accident victims or survivors of surgery (like H.M.) 

that allowed us to understand what functions were lost if a certain part of the brain was 

damaged or removed. More recently, understanding the structure and the function of 

the brain has been facilitated by advances in neuroimaging technology, which takes 

pictures of the brain. Tests such as CT or CAT (computerized axial tomography) scans 

and MRI (magnetic resonance imaging) provide static images like snapshots. With 

such images, clinicians can detect lesions or damaged areas in the brain. For a CAT 

scan, the patient is injected with a radioactive dye, and specialized X-ray equipment 

photographs the brain from different angles. The computerized images create a cross-

sectional picture of the brain. MRI uses radiofrequency waves and a strong magnetic 

field to provide highly detailed pictures of the brain. MRI is superior to CT technol-

ogy because it does not require the use of radiation. Instead, radiofrequency waves are 

directed at protons in a strong magnetic field. The protons are first “excited” and then 

“relaxed,” emitting radio signals that can be computer processed to form an image.

CAT and MRI technology explore neuroanatomy (brain structure). Other tests 

are used to detect brain function. Positron emission tomography (PET) scan creates images 

based on the detection of radiation from the emission of positrons. Before the scan 

occurs, the patient is given a radioactive biochemical substance. As the radioactive iso-

tope in the substance decays, it emits tiny particles that can be measured. PET brain 

FIGURE 2 .6

The electrical signal reaches the end of the 
first neuron, causing it to fire and release the 
neurotransmitters from their vesicles at the 
presynaptic membrane. The neurotransmit-
ters travel across the synapse and land on 
receptors on the postsynaptic membrane. 
This initiates a signal in the second neuron, 
relaying the message.
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neuroanatomy  the brain structure

neuroimaging  the technology that takes pic-
tures of the brain
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imaging enables scientists to trace neurotransmitter pathways in the brain and from these 

data to determine which brain structures and pathways are involved in specific aspects 

of human behavior. Functional MRI (fMRI) identifies increases in blood flow that are 

associated with increases in neural activity in various parts of the brain. This technique 

allows not only a map of brain anatomy but also a map of brain function. fMRI allows 

the researcher to isolate specific brain activity in response to an event or stimulus (e.g., 

flashing an image of a spider to someone with a fear of spiders or examining the brain 

activity of someone experiencing auditory hallucinations, or “hearing voices”).

Neuroimaging is an elegant, sophisticated, and expensive research tool. In typical 

clinical practice, neuroimaging is not needed to diagnose depression.

However, Monica and all those with psychological disorders are benefiting greatly from 

neuroimaging studies that help mental health professionals understand what brain struc-

tures and functions appear to be affected when someone is depressed. In turn, under-

standing altered brain functioning has helped with the development of interventions that 

target specific brain areas and functions.

GENETICS

Studies of brain structure and function provide many insights about the brain and its 

relationship to psychological disorders. However, knowing that brain activity is altered 

does not fully explain why abnormal behavior occurs. Scientists must still explain how 

and why brain abnormalities exist. Applying genetics to the study of behavior has revolu-

tionized abnormal psychology, and research on genetic factors now reaches from the cell 

to the population level. Behavioral genetics approaches include family, twin, and adop-

tion studies and allow critical glimpses into whether certain behavioral traits or mental 

disorders run in families and the extent to which these familial patterns are due to genet-

ics (are heritable) or environment. Modern molecular approaches to genetics and new 

methods of examining genetic associations have allowed scientists to discover genetic loci

(specific places on specific chromosomes) that are associated with many complex traits. 

We now know that single genes rarely cause behavioral traits and mental disorders. 

Instead, research suggests that many genes and environmental factors that exert small to 

moderate effects influence most behavioral traits (known as complex traits) and disorders.

CAT and MRI scans, in which X-ray or radio 
waves scan the brain, produce images that 
reveal brain anatomy.

learning objective 2.3
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Genetics Basics  Recall from your high school biology class that the “build-

ing block of life” is deoxyribonucleic acid (DNA). The collection of DNA that 

exists in humans is called the human genome. Thanks to the Human Genome 

Project, we know that there are approximately 20,000 to 25,000 genes 

that make up each person Each gene is a section of DNA, and together, 

genes make an organism unique. In humans, the genes are contained on 

23 pairs of chromosomes—22 somatic (bodily) chromosome pairs and 1 sex 

chromosome pair, either XX (female) or XY (male) (see Figure 2.7). The 

mother always contributes an X chromosome to the sex chromosome pair. 

If the father’s contribution is also an X chromosome, then the baby is a girl. 

If he contributes a Y chromosome, then the baby is a boy. Genes can exist 

in several different forms, called alleles, and specific alleles create variation in 

species (e.g., height, hair color, eye color, personality, disease risk).

Genes follow several laws. Gregor Mendel (1822–1884), a Czech 

monk, working with the common garden pea, discovered two genetic laws 

of heredity. The law of segregation states that an individual receives one of 

two elements from each parent. One of the elements could be dominant (in 

which case the trait would be expressed in offspring), or the element could be recessive

(genetically present but usually not expressed in offspring). If a child receives two reces-

sive elements—one from each parent—then the recessive element or trait is expressed. 

In the case of eye color, brown is a dominant trait and blue is a recessive trait. So, a per-

son with blue eyes must have inherited two recessive elements, one from each parent.

Mendel’s second law, the law of independent assortment, states that the alleles 

(variations) of one gene assort independently from the alleles of other genes. For 

example, the alleles for height and eye color do not always travel together. Not every 

short person has blue eyes. Short people may have brown eyes or hazel eyes. Similarly, 

people with blue eyes can be short, average, or tall. In short, genes for eye color and 

height assort independently.

Although Mendel laid the foundation for our understanding of genetics, his 

work was criticized by later scientists (Fisher, 1936), who suggested that Mendel’s 

results were too good to be true. Others scientists supported Fisher’s observations. 

Nevertheless, Mendel’s laws provided an important first step toward understanding 

the basic principles of genetics.

Although the influence of genes on characteristics such as height, eye color, and 

various diseases has been known for generations, more recently, behavior geneticists 

have studied genetic effects on personality, attitudes, and abnormal behavior such as 

depression, extraversion, and schizophrenia.

With so many genes in the human genome, how do we even begin the search for 

genes that may increase the risk for developing certain psychological conditions? This 

is the province of scientists in the field of behavioral genetics.

FAMILY, TWIN, AND ADOPTION STUDIES

The term behavioral genetics refers to the study of the relationship between genetics 

and environment in determining individual differences in behavior. Approaches in 

this category include family, twin, and adoption studies. Basically, these studies focus 

on whether traits and disorders run in families and, if so, why.

Family Studies   Do psychological disorders “run in families”? Familial aggregation

studies examine whether the family members of someone with a particular disorder 

FIGURE 2 .7

A normal human being has 46 chromo-
somes— 23 derived from each parent. Sex is 
determined by X and Y chromosomes; males 
are XY and females are XX. Is this the DNA of 
a male or female?

familial aggregation  the process of examin-
ing whether family members of a person with 
a particular disorder are more likely to have 
that disorder than family members of people 
without the disorder



C H A P T E R  252

(called the proband) are more likely to have that disorder than are family members 

of people without the disorder. If the disorder is more commonly found among the 

proband’s family, the disorder is considered to be familial or to “aggregate in families.” 

Family studies can take two forms. The family history method uses information from 

one or a few family members to provide information about other family members. 

You are probably familiar with this method if you have completed a checklist in your 

physician’s office about your family’s medical history. The family study method involves 

direct interviews with each consenting family member. This method is considered to 

be more reliable because it involves direct interviews.

In Monica’s case, a clinician conducting a diagnostic interview might use the family his-

tory method to ask her about the presence of depressive symptoms in any members of 

her family. If Monica were participating in a family study about the causes of depression, 

the researchers might invite her relatives to participate in individual interviews to deter-

mine whether any of them ever suffered from depression.

From a scientific perspective, determining whether symptoms run in families is 

an important first step in understanding whether genes might influence a disorder. 

However, family members also share environmental experiences, and cultural con-

texts, including families, can have an important influence on behavior (see Chapter 1). 

Therefore, any observed familial aggregation could be due to either genetic or environ-

mental factors or most likely some combination of these influences. Genetic factors and 

environmental factors can be disentangled by using adoption and twin study designs.

Adoption Studies   Adoption creates a unique situation in which genetically related 

individuals live in separate families and, therefore, do not share a common family envi-

ronment. In such cases, similarities between biological parents and their adopted-away 

offspring are assumed to represent the genetic contribution to a given trait or behav-

ior. By contrast, similarities between the adopted child and his or her adoptive parents 

measures the environmental contribution to parent–child similarity. This approximation 

holds only when the placement of the adopted child is not selective (e.g., when biologi-

cal parents request that the adoptive family have similar cultural and religious traditions).

Adoption studies represent a middle ground when it comes to examining behav-

ioral genetic models: They are more able to separate genetic from environmental 

effects than family studies, but they have their pitfalls and biases as well. One bias is 

that adoption placement is not always random. Often babies are placed with families 

who resemble their own on a number of dimensions such as race, religion, and socio-

economic status. As international adoptions become increasingly popular, additional 

issues are arising including what conditions the adoptee faced before placement. Many 

of these conditions, such as placement in orphanages and lack of early attachment 

experiences, can lead to serious developmental consequences that can confound the 

interpretation of adoption studies.

Twin Studies   The scientific study of twins was another important step in under-

standing the contribution of genes and environment to abnormal behavior (Cederlof 

et al., 1982; Martin et al., 1997). These studies revolutionized our understanding of 

several major psychiatric conditions and modernized approaches to treatment. For 

example, three decades ago, it was widely believed that autism and schizophrenia 

resulted solely from environmental trauma or parental deficits. However, based on 

a body of scientific evidence (Folstein & Rosen-Sheidley, 2001; Sullivan, 2008), 
proband  the person with a particular disor-
der in a familial aggregation study
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we now know that these disorders have critically important 

genetic components.

Twin studies examine the similarities and differences 

between monozygotic (MZ, or identical) and dizygotic (DZ, 

or fraternal) twin pairs to identify genetic and environmental 

contributions to psychological disorders. MZ twins start out 

as a single embryo (fertilized egg). At some stage in the first 

2 weeks after conception, the zygote (fertilized egg) separates 

and yields two embryos that are, for most intents and pur-

poses, genetically identical. Therefore, behavioral differences 

between MZ twins, who essentially share all of their genes, 

allow examination of the role of environmental influences

(Plomin et al., 1994). By contrast, DZ twinning results from 

the fertilization of two eggs by different spermatozoa. DZ 

twins are no more similar genetically than other siblings and 

share, on average, one half of their genes. Thus, behavioral 

differences between DZ twins can result from genetic and/or environmental effects.

The most rigorous twin research design uses MZ twins who were separated in 

infancy and reared apart (that is, in different environments). In this case, genes and famil-

ial environment are distinctly separated. Two large studies of MZ twins reared apart in 

Minnesota (Bouchard et al., 1990) and Sweden (Pedersen et al., 1985) were critical in 

demonstrating the strength of genetic factors in determining IQ. In addition, reunited 

MZ twins have discovered similarities on dimensions not usually considered to be under 

genetic control including where they have moles on their body, the age they started bald-

ing and their occupation, choice of cars and motorcycles, and even favorite beer.

Molecular Genetics Whereas twin and adoption studies can tell us whether genes are 

involved in a particular trait or disorder, they do not tell us which of the 20,000 to 25,000 

identified genes might be related to the presence of the disorder. To actually identify risk 

genes, research needs to drill down to the molecular level. Molecular genetics uses three 

primary methods: genomewide linkage analyses, candidate gene association studies, and a 

novel technique called genomewide association (Slagboom & Meulenbelt, 2002; Wang et 

al., 2005). Genomewide linkage analysis allows researchers to narrow the search for genes 

from the entire genome to specific areas on specific chromosomes. To conduct a linkage 

analysis, researchers need large families in which many individuals have a particular disorder 

or large samples of “affected relative pairs.” These are pairs of relatives who both have the 

illness under study. Researchers then look for regions of the genome that the affected rela-

tives share. Then they can narrow their search for genes on these areas of increased sharing.

In a candidate gene association study, scientists compare specific genes in a large 

group of individuals who have a specific trait or disorder with a well-matched group 

of individuals who do not have that trait or disorder. In this approach, the researcher 

chooses one or several genes in advance based on some knowledge of the biology of 

the trait. For example, we know that serotonin may be involved in depression, so a 

candidate gene study might compare one or a few serotonergic genes in a large sample 

of people with the disorder (called cases) versus people who do not have the disorder but 

are similar in other ways to the cases (called controls). If scientists find that one varia-

tion of the gene is more common in the ill group, there is evidence that this gene might 

be associated with the illness. By and large, candidate gene studies tend to be initially 

very exciting when they emerge in the literature, but often other groups fail to replicate 

Identical (MZ) twins separated at birth and 
raised apart have been found to show strong 
similarities in adulthood.

molecular genetics  the study of the structure 
and function of genes at a molecular level

genomewide linkage analysis  a technique 
that uses samples of families with many indi-
viduals who are ill with the same disorder or 
large samples of relatives who have the same 
disorder to identify genomic regions that may 
hold genes that influence a trait

candidate gene association study  the study 
that compares one or a few genes in a large 
group of individuals who have a specific trait 
or disorder with a well-matched group of indi-
viduals who do not have the trait or disorder
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(repeat) the findings. For this reason the single-gene candidate gene approach is falling 

out of favor for more comprehensive and powerful approaches discussed next.

Genomewide association (GWAS) also uses large samples of cases and well-

matched controls. Unlike the candidate gene studies in which only one or a few genes 

are studied at one time, in GWAS, hundreds of thousands of possible genetic variants 

scattered across the genome are tested for association in the same study. This is a key 

advantage of GWAS. In the candidate gene studies, a researcher must choose a gene 

or genes based on some prior knowledge of biology. GWAS does not require any such 

choice and yields a relatively unbiased search of the genome that can discover new 

genetic associations. For many diseases, GWAS has unlocked new biological path-

ways that had not been considered in the past.

Studying Monica’s genes would not be part of the usual clinical assessment to determine 

the diagnosis of depression. However, certain researchers (usually working in medical 

school settings) may be conducting a study on genetics and depression, and someone 

with symptoms like Monica’s might be asked to participate by giving a sample of her 

blood or a scraping from the inside of her cheek—both of which contain DNA.

genomewide association study  the study of 
unbiased search of the human genome com-
paring cases and controls on genetic variants 
scattered across the genome for evidence of 
association

concept CHECK

� Research that teaches us about abnormal psychology can be conducted at the cellular or 

neuroanatomical level with individual people or groups of people or at the population level.

� When researchers study the brain from an evolutionary perspective, moving from the 

brain stem (which controls fundamental biological functions) to the forebrain (where 

higher cognitive functions occur) is a helpful way to understand mental disorders.

� New techniques in abnormal psychology research at the cellular level include neuroim-

aging (taking pictures of the brain), studying the function and interrelation of neurotrans-

mitters (chemicals that relay electrical signals between the cells), and using molecular 

genetics (identifying genes that are associated with clinical syndromes).

� Family, twin, and adoption studies are behavioral genetic methods that provide insight 

into how behavioral traits and mental disorders run in families and the extent to which 

familial patterns are due to genetics or environment.

� Candidate gene, genomewide linkage, and genomewide association studies are more 

direct techniques than others, and they allow for the actual identification of genetic 

regions or actual genes associated with a trait or a disorder.

CRITICAL THINKING QUESTION If you conducted a family study and found that relatives of 

individuals with a disorder were three times more likely to have a particular psychiatric disor-

der than relatives of similar individuals without that disorder, why would it be incorrect to con-

clude that genetic factors were completely responsible for the development of that disorder?

Research in Abnormal Psychology 
at the Individual Level
Studies of brain structure and function and genetics are sophisticated research tools, 

but they are time consuming and not always cost effective. Most research in abnormal 

psychology has been based on comparing groups of people who have different charac-

teristics, are tested in different ways, or receive different treatments. Conclusions are 

drawn based on the average responses for the group. Research at the individual level 
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also helps identify general principles about abnormal behavior and its treatment. In fact, 

the practice of clinical psychology is generally directed toward the individual. Valuable 

information can be learned from intensive study of individual people, families, or small 

groups of people who can be considered a single unit. This research complements large 

group-based studies by allowing for richer examination of details and the development 

of hypotheses and theories that can later be tested in group designs. At the individual 

level, the two main methods of study are case studies and single-case designs.

THE CASE STUDY

The brief description of H.M. presented earlier in the chapter is drawn from a case study,

a comprehensive description of an individual (or group of individuals) using clinical data 

typically derived from a clinician’s practical experience. The case study provides a detailed 

narrative of abnormal behavior and/or its treatment. It is sometimes accompanied by a 

quantitative measurement (such as measuring the frequency of a problematic behavior), but 

it does not allow us to draw conclusions about causes of behavior. In the case study, nothing 

is manipulated by the observer; it is but simply the recounting of a case or the telling of an 

individual’s story. Nevertheless, case studies are useful for the study of abnormal behavior.

Benefits of Case Studies  Case studies can focus on the assessment and description 

of abnormal behavior or its treatment. In both instances, significant background mate-

rial and detailed clinical information illustrate the complexity of the case. Gathering 

this detailed clinical material is not possible in group-based research in which the 

focus is on group data.

As the case of H.M. illustrates, case studies allow the examination of rare phe-

nomena when group-based research would be nearly impossible simply because an 

adequate number of cases could be found (Kazdin, 2003). The movie A Beautiful 

Mind provides another example of a case study approach. Russell Crowe portrays John 

Forbes Nash Jr., a mathematical genius who despite suffering from debilitating para-

noid schizophrenia was awarded a Nobel Prize in Economics in 1994. Nash’s story 

and the vivid portrayal by Crowe aroused public interest in schizophrenia and allowed 

millions to experience the psychological descent into paranoid thought firsthand (see 

Chapter 10 for more information on John Nash).

Case studies can also generate hypotheses for group studies. In the true spirit 

of the scientist–practitioner model, clinical observations can lead to the develop-

ment of testable theories and/or treatment using group designs. For example, John 

B. Watson’s detailed study of Little Albert and Mary Cover Jones’s report of Little 

Peter (see Chapter 1) served as the basis for the development of treatments for anxiety 

disorders that have been tested scientifically and are still used today.

In addition, intensive case studies allow practitioners to be involved in research. 

Clinicians in full-time practice usually do not have the time or resources to develop 

and carry out research using large group designs. For the full-time clinician, detailed 

case notes can provide a scholarly report that informs others, illustrating how the 

scientist–practitioner model operates in the practice and study of abnormal behavior.

Finally, case studies illustrate important clinical issues that are not readily appar-

ent in a group-based report. An example is a case report of five patients who had both 

anxiety/depression and chronic obstructive pulmonary disease, a lung disorder (Stanley 

et al., 2005) and participated in a large treatment trial. The case report provided more 

details about their specific clinical symptoms and their specific responses to treatment 

than was possible in the full clinical report (Kunik et al., 2008). This increased detail can 

be useful for clinicians who seek to use empirically supported treatments.

case study  the comprehensive description 
of an individual (or group of individuals) that 
focuses on the assessment or description of 
abnormal behavior or its treatment

Case studies are detailed descriptions of a 
single person that may help us understand 
a particularly rare behavior. A case study of 
the serial killer Theodore (Ted) Bundy, for 
example, could shed light on the reasons that 
a person might engage in multiple murders.

learning objective 2.4
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Variations and Limitations of Case Studies  The amount and type of data included 

in case studies vary considerably. Some of them simply provide case descriptions. 

Others illustrate clinical points using standardized measures of behaviors or symp-

toms, allowing comparisons with other larger studies.

Monica’s symptoms of depression are more severe than those of patients included in 

large studies of depression treatments.

Scientifically rigorous case reports also attempt to standardize (keep consistent) 

the types of assessment and treatment procedures reported. Such reports enable other 

researchers or clinicians to attempt to replicate the same findings with another patient. 

Standardizing procedures for assessment or treatment also makes it possible to com-

bine results from a small group of patients into a single report. In addition, standard-

ized procedures make comparing symptoms or the amount of change over time easier 

than what might be observed in studies of large groups of patients.

Through the course of Monica’s interview, her therapist discovered that she had eight 

brothers and sisters and that all of them suffered from major depression. This was highly 

unusual, and with her permission, the therapist decided to write a case study of Monica 

and her extensive family history of depression.

With all their advantages, however, the ability of case studies to help us under-

stand abnormal behavior is limited. Most importantly, although case studies allow us 

to develop hypotheses about what might have caused certain symptoms or what type 

of treatment might be helpful, they do not allow us to make any firm conclusions 

about the cause(s) of symptoms or change following treatment. For example, improve-

ment in a patient’s symptoms could result from the specific treatment or from other 

factors that are unrelated to that treatment. These factors could include the simple 

passage of time, attention from a therapist, or subjective biases on the part of the 

patient or clinician.

To draw conclusions about the causes of symptoms or change, an experimen-

tal control condition is needed. Controlled scientific experiments compare at least two 

groups that differ only with regard to the variable being tested (often called the experi-

mental variable). In the experimental group, the variable being tested is present; in 

the control group, this variable is absent. For example, a treatment for depression 

might be tested by giving the treatment to half of the depressed patients (experimen-

tal group) but not to the other half of patients (control group) who are similar to 

the experimental group in all other respects. If the experimental group then shows 

improvement while the control group does not, we can infer that the treatment caused 

the improvement. Case studies, however, do not include control groups and thus can-

not help us draw conclusions about causality.

SINGLE-CASE DESIGNS

Single-case designs are experimental studies conducted at the individual level (i.e., with 

a single person). This approach uses quantitative measurement and incorporates control 

conditions that allow clearer demonstration of causal relationships in a single individual.

Traditional research compares groups of similar patients before and after they 

receive different treatments. However, group-based research can make it difficult 

to observe individual behavior patterns. Also, group studies are expensive and time 

consuming (Morgan & Morgan, 2001). Single-case designs are essentially controlled 

experiments conducted with a single person. They control for alternative hypotheses 

experimental variable  the variable being 
tested in an experimental study

control group  the comparison group for an 
experimental study in which the variable to be 
studied is absent

single-case design  an experimental study 
conducted with a single individual
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(i.e., that something other than the treatment caused the change), and unlike case his-

tories, they can lead to causal inferences. They require fewer resources and allow more 

detailed attention to individual patterns of change. In the single-case design, each 

person is a complete experiment at various times participating in both the treatment 

and the comparison (or control) condition. The goal of the experiment is to examine 

whether behavior changes systematically, depending on whether the participant is in 

the treatment or the comparison phase.

Single-case design research begins with a baseline assessment that simply mea-

sures the behavior targeted for change (e.g., how often a child has a tantrum, how 

frequently panic attacks occur) before implementing any experimental or control con-

dition. An interesting challenge for this type of research is that sometimes merely 

asking a person to monitor a behavior may change how often or how long the behav-

ior occurs. For example, asking a cigarette smoker to count the number of cigarettes 

smoked per day often results in a decrease in smoking. Why? Smokers are sometimes 

dismayed by the number of cigarettes they record and begin to decrease their smoking. 

Usually, however, behavioral change as a result of self-monitoring is only temporary. 

Therefore, baseline monitoring (i.e., assessment that occurs before beginning treat-

ment) continues until the behavioral pattern is stable. Next a treatment is applied 

and withdrawn with continuous assessment of the target behavior. If the target behavior 

decreases with treatment and then returns to baseline when the treatment is with-

drawn, the researcher can conclude that the treatment may have been effective (pro-

vided alternative explanations can be ruled out). If other researchers do similar research 

with the same results, the finding is replicated and confidence in it increases. Providing 

sufficient details about the patient, therapist, setting, and nature of the intervention 

aids in the replication of findings, which reinforces the study’s conclusions. Regardless 

of the number of replications, however, the focus remains on describing individual 

patterns of behavior for one person, not aggregate data from multiple patients.

Design Strategies   The most common single-case design is known as the ABAB,

or reversal, design in which A represents a baseline phase and B represents a treat-

ment phase. In this model, the two phases are alternated to examine their impact on 

behavior. Behavior is first evaluated at baseline until stability is demonstrated (A). 

The treatment is then applied (B), and assessment continues until behavioral stability 

is achieved. Next the treatment is withdrawn (A). Behavior that returns to baseline 

during the second A phase is evidence that the treatment was the cause of the behav-

ior change. Even more evidence for the power of the treatment is obtained when the 

intervention is applied again (another phase B) and another behavior change takes 

place. Each AB sequence is considered a replication, and each time the B phase has 

the same effect provides additional evidence that the treatment is the agent of change 

(Kazdin, 2003). The ABAB design can be used with patients of all ages, but it often 

is a particularly useful strategy to test the effects of behavioral treatments for children.

Caitlin is 3 years old. Since she was 15 months old, she has pulled out the hair on her 

head. Her pediatrician diagnosed her with trichotillomania, a disorder characterized by 

repetitive hair pulling that results in noticeable hair loss (see Chapter 4). He prescribed 

several medications, but none of them worked. A psychologist thought that Caitlin’s 

hair pulling was reinforced by the substantial attention her parents gave her when they 

begged her to stop it. He instructed Caitlin’s parents to stop paying attention to her hair 

pulling, but that had no effect. The psychologist then developed a behavioral treatment 

plan using a single-case design to try to stop this behavior.

Single-case designs begin with self-
monitoring. To help someone lose weight, 
a psychologist may monitor the person’s 
daily mood states.
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Because most of Caitlin’s hair pulling occurred at night, the psychologist directed 

her mother to collect the hair from her pillow each morning and put it in a plastic bag and 

label it by the day of the week. The number of hairs pulled each night would be used to 

determine whether treatment was effective. The treatment plan was as follows:

Caitlin had a pair of pink mittens that she liked to wear, and her favorite food was cherry 

jam. If Caitlin wore her mittens all night (which would prevent her from pulling her hair) and 

they were still on her hands in the morning, she could have cherry jam for breakfast.

Using an ABAB design, the effectiveness of the treatment was evaluated (see Figure 

2.8). The A phase was the baseline phase (no pink mittens or cherry jam). The B phase was 

the actual treatment (cherry jam for breakfast if Caitlin was wearing her mittens in the 

morning). Her mother continued to collect the hair each morning and recorded the aver-

age number of hairs pulled per night. See Figure 2.8 for the number of hairs on Caitlin’s 

pillow each morning (averaged over the week) during the treatment program. Each phase 

was three weeks in length. As Caitlin’s hair began to return, the treatment program was 

gradually withdrawn. Six months later, she had a full head of hair.

Some interventions also produce learning that cannot easily be reversed. For 

example, relaxation training may produce changes in physical state (lower blood pres-

sure) that do not quickly revert to baseline levels. When a behavior cannot be reversed, 

a multiple baseline design may be used (Morgan & Morgan, 2001). This design applies 

only one A-B sequence, but the sequence is repeated across individuals, settings, or 

behaviors. When the multiple baseline design is conducted across individuals, the treat-

ment is introduced at a different time. This is often done by varying the length of the 

baseline assessment for each person so that the cause of any improvement cannot be 

attributed to the duration of any standard baseline period. As in the ABAB design, 

repeating the AB sequence across people increases confidence in the conclusions.

Multiple baseline studies can also be conducted with a single individual as the 

intervention is applied independently across behaviors (e.g., first smoking, then over-

eating) or settings (e.g., first home, then school, then on the playground). If the B phase 

consistently produces the same behavior change (or is replicated), this is evidence 

that the intervention is effective.

Limitations of Single-Case Designs   Single-case designs allow clinicians working in 

full-time practice to use experimental strategies to determine whether a treatment is effi-

cacious (reduces psychological symptoms) for a particular patient. These strategies are also 

useful for situations in which it is unethical to withhold treatment completely, but testing 

the causal relationship between the treatment and a person’s behavior is needed. Single-case 

designs do not allow researchers to generalize the results to heterogeneous groups of people, 

FIGURE 2 .8

Number of hairs pulled by Caitlin during 
baseline (A) and intervention (B) phases of 
behavioral treatment for hair pulling.
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however. Furthermore, they do not address the impact of individual differences (related to 

age, sex, ethnicity), which may be very important in determining treatment response. Group-

based research, discussed in the next section, is best suited to address these types of questions.

ETHICS AND RESPONSIBILITY

In some cases, reversing a treatment is unethical or impractical. For example, it would 

be unethical to remove a treatment that reduces self-injurious behavior, such as head 

banging in children with developmental disabilities.

In Monica’s case, it would be unethical to remove a medication that eliminated her 

depressive symptoms, including her suicidal thoughts.

concept CHECK

� Case studies, which provide significant details about abnormal behavior or its treat-

ment, allow us to study relatively rare psychological conditions and develop hypoth-

eses for larger studies. Case studies do not, however, allow us to draw conclusions 

about causality.

� To draw causal conclusions, a research study needs to include an experimental control 

condition (in which the variable to be tested is absent).

� Single-case designs (e.g., the ABAB design, multiple baseline design) are studies of indi-

vidual people that lead to conclusions about causality. They do not, however, allow us to 

generalize the results to heterogeneous groups of people, and they do not address the 

impact of individual differences.

CRITICAL THINKING QUESTION Paul does not like school and throws a temper tantrum 

every day when it is time to walk to the school bus. If you were a therapist in private prac-

tice, how would you set up an experimental test to determine whether a treatment pro-

gram you designed for Paul’s parents was working to decrease the tantrums?

Research in Abnormal Psychology 
at the Group Level
Studies based on groups of people are the most common types of research used in abnor-

mal psychology. Using groups allows researchers to draw conclusions based on the aver-

age performance across all participants. For example, an investigator recruits a large 

number of patients with depression for a study of a new treatment. The investigator 

measures depressive symptoms before and after treatment. After the experiment, depres-

sion decreases by 50%, suggesting that on average, patients who participated improved 

to that degree. The results do not mean, however, that each patient improved by 50%. 

Some patients benefited less from the treatment and others more. Because the results 

of the study are based on the average score of the group, they do not allow us to predict 

the behavior of any single individual. However, this type of research allows us to develop 

conclusions about important outcomes such as the impact of different treatments on dif-

ferent people and the prevalence of various disorders in different groups of people.

CORRELATIONAL METHODS

Group-based studies may be correlational or controlled in nature. Many important ques-

tions in abnormal psychology use correlations, or relationships, between different vari-

ables or conditions to understand aspects of behavior. Perhaps an investigator wants to 

know whether the severity of depressive symptoms increases with age. To examine this 
correlation  the relationship between 
variables

learning objective 2.5
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relationship, the investigator can graphically plot subjects’ ages and scores on a depres-

sion symptom inventory with age on one axis (perhaps the X axis) and depression scores 

on the other (Y) axis. Then, using mathematical calculations, the investigator fits a line 

to the points to determine the degree of association (see Figure 2.9). A statistical concept 

known as a correlation coefficient indicates the direction and strength of the relationship. 

The direction of the relationship is considered positive or negative. When a positive cor-

relation exists, an increase in one variable is associated with an increase in another vari-

able (e.g., increased rates of smoking are associated with increased rates of heart disease; 

Neaton & Wentworth, 1992). In contrast, a negative correlation means that an increase 

in one variable is associated with a decrease in another variable (e.g., increased levels of 

cognitive engagement such as reading, playing card games, and doing crossword puzzles 

are associated with decreased risk for Alzheimer’s disease; Morris, 2005). The strength 

of a relationship is determined by the value of the correlation coefficient, which ranges 

from –1.0 to 1.0. Values close to those end points at 1.0 and –1.0 indicate a stronger 

relationship. A correlation of 0.0 indicates no linear relationship (see Figure 2.9). It is 

important to note that a strong relationship can be either positive or negative.

Interpreting the significance of a correlation depends on different factors. The 

first factor involves the size and heterogeneity of the study sample. If the sample of peo-

ple studied is not sufficiently diverse with regard to the variables of scientific interest, 

the data may lead to inaccurate conclusions. For example, the relationship between age 

and memory would appear very different if data were collected from a sample of people 

between the ages of 18 and 85 to compare with a sample between the ages of 60 and 

70. In the latter group, the restricted age range would lead to correlations that did not 

represent the true relation between these two variables for the population as a whole.

Another factor important in interpreting correlational data is the way par-

ticipants are selected. If study participants are chosen because they have a certain 

psychiatric disorder or because they come from a particular ethnic group, results will 

generalize only to that subset of people. The study findings may not be relevant for 

other diagnostic groups or other ethnicities.

Sometimes the relationship between two variables does not appear as a straight line, 

that is, it is not linear in nature. For example, a popular theory about the association between 

stress and performance proposes an inverted-U relationship. For testing situations or ath-

letic performances, moderate levels of stress are associated with optimal performance. Much 

higher and lower levels of stress create poor performance (Muse et al., 2003). This is known 

as a curvilinear relationship. Plotting a straight line through an inverted-U shape would 

yield a linear correlation coefficient near 0 (see Figure 2.9d). This would lead to a false con-

clusion that no relation exists between the two variables.

correlation coefficient  a statistical figure 
that describes the direction and strength of a 
correlation

FIGURE 2 .9

When data are graphed as points, the 
shape of the distribution reveals the 
correlation (or lack of correlation).
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Correlation Is Not Causation  Often correlations are inaccurately interpreted to imply 

a causal relationship. Correlations explain only the degree to which a change in one 

variable is associated with a change in the other; they do not allow 

you to conclude that one variable causes the second. A strong posi-

tive correlation between variables X and Y, for example, may be 

the result of X causing Y, Y causing X, or a third variable (Z) that 

influences both. In this example, the variable Z would be referred 

to as a moderator variable. For example, a significant correlation 

exists between moderate alcohol use (up to three drinks a day) and 

reduced risk of dementia in people age 55 and over (Ruitenberg 

et al., 2002). Often inaccurately reported in the media as causal 

(e.g., drinking moderately can prevent dementia), the data merely 

suggest that these two phenomena are related. In fact, moder-

ate alcohol use may have a direct impact on cognitive function-

ing through the release of a neurotransmitter (acetylcholine, or 

ACTH) in the hippocampus (a center for learning and memory). 

Alcohol use might also influence cognitive status indirectly through 

its effects on cardiovascular risk factors, decreasing the possibil-

ity of high blood pressure or stroke, both of which in turn could 

affect cognitive functioning. Other explanations might implicate 

different variables that could influence both alcohol use and the 

development of dementia (e.g., exercise level, education, genetic 

predispositions, type of dementia). Any of these alternatives could 

be the moderator variable (Z) that affects the relationship between 

alcohol and dementia.

It is even more tempting to assume a causal relationship 

when a significant correlation occurs between two variables that 

are measured at different points in time (for example, SAT scores 

and college grades). In these cases, terms such as risk factor or pre-

dictor are used to describe this temporal relationship. For exam-

ple, it is generally well known that cigarette smoking and lack 

of exercise are risk factors for elevated cholesterol and heart dis-

ease. However, other intervening factors may affect the relation-

ship (e.g., nutrition). Because it would be unethical to conduct 

an experiment in which people were assigned to smoke a certain 

number of cigarettes per day, we can understand these relation-

ships only through the use of correlational data.

Similarly, the severity of a disorder before treatment is 

often interpreted to predict treatment response. In most cases, 

more severe symptoms are associated with less positive treat-

ment response, but it is not always clear that more severe symp-

toms cause the less positive response. This is an important point 

to understand because although “predict” may imply causality in 

everyday language, in psychology it simply indicates that certain 

levels of Variable X, assessed at Time 1, are significantly associ-

ated with certain levels of Variable Y, assessed at Time 2. Predict

in this sense does not mean cause.

In treatment-focused research, correlational analyses can be very useful. By inves-

tigating the relationship between patient characteristics (e.g., demographics, clinical 

Correlation is not causation. Looking at these 
pictures, you might conclude that larger 
fires are caused by the presence of more 
fire trucks. Why would this be an incorrect 
assumption?
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severity, social support resources) and improvement as a result of treatment, investiga-

tors find correlational analyses useful both theoretically and practically. For example, 

identifying groups of patients who do not respond to a treatment may lead to the devel-

opment of alternative treatments. Although correlational designs may yield important 

information, these studies can measure only covariation between predictors and out-

comes. To draw conclusions about causality, controlled group designs must be used.

CONTROLLED GROUP DESIGNS

Most research in psychology uses controlled group designs that expose groups of par-

ticipants to different conditions that the investigator manipulates and controls. In these 

designs, participants in at least one experimental group are typically compared with at least 

one control group. These groups are usually designed to be highly similar with regard to as 

many variables as possible (e.g., age, sex, education) and to vary only on the independent 

variable (IV) that the experimenter controls. For example, one group of depressed patients 

(the experimental group) receives a treatment and the other group (the control group) does 

not, but in all other ways the groups are similar. The impact of the IV on some dependent 

variable (DV), or outcome measure, is then assessed. Statistical analyses examine whether 

group differences on the DV occur more often than chance. If so, and if the groups dif-

fered only on the IV, one can conclude that the IV is likely to have caused the differences. 

The strongest inferences about causality come from randomized controlled designs.

Randomized Controlled Designs    The most critical feature of this design is the 

random assignment of participants to groups. When assignment is truly random, each 

participant has an equal probability of being assigned to either group. In addition to ran-

dom assignment, other features of randomized controlled designs can affect the study’s 

conclusions. These include participant selection procedures, internal and external validity,

and assessment strategies. When deciding how to select participants, an important 

consideration is whether to recruit an analogue or a clinical sample. Analogue samples

(just like an analogy) are people who have the characteristics of interest and resemble 

treatment-seeking populations but are not seeking clinical services. Researchers inter-

ested in social anxiety, for example, may recruit an analogue sample by placing an ad in 

the paper seeking people with public speaking anxiety. Analogue samples are most often 

recruited from college campuses or community groups. In contrast, clinical samples are 

people who are seeking services for a specific problem. A researcher in an anxiety disorders 

clinic may approach patients in the clinic to ask them to participate in a treatment study.

The decision to recruit an analogue or clinical sample is based on both theoretical 

and practical issues (e.g., what question will be addressed and what resources are avail-

able), but the decision has significant implications for the study’s conclusions. Consider, 

for example, an investigator who wishes to examine the efficacy of a treatment for 

depression in young adults. Conclusions may be dramatically different if the sample is 

recruited from a general college population (who may have a wide range of feelings of 

sadness) or from the student counseling center, where higher levels of depression may 

be more common (because the students are motivated to seek treatment). Results based 

on one sample simply may not generalize (be relevant) to the other.

The diversity and representativeness of the recruited sample also affect whether study 

findings can be generalized. For instance, many studies fail to include a sufficient number 

of participants representing ethnic minority groups; findings therefore may not be relevant 

for large segments of the population. Guidelines from the National Institutes of Health, in 

fact, have emphasized the importance of including diverse groups of participants in clinical 

research to represent the population adequately in terms of age, sex, and ethnicity.

controlled group design  an experiment in 
which groups of participants are exposed to 
different conditions, at least one of which is 
experimental and one of which is a control

independent variable  the variable in a 
controlled experiment that the experimenter 
controls

dependent variable  the variable in a con-
trolled experiment that is assessed to deter-
mine the effect of the independent variable

random assignment  the most critical feature 
of a randomized controlled design in which 
each participant has an equal probability of 
being assigned to each experimental or con-
trol condition

learning objective 2.6
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Another issue of critical importance when examining the data from any 

study is the concept of validity. Internal validity is the extent to which the study 

design allows conclusions that the IV (intervention) caused changes in the DV 

(outcome). To increase internal validity, the researcher tries to control (keep 

constant) all variables except the one being tested (the IV). Limiting a study 

sample to women only, for example, increases internal validity and our ability 

to draw causal conclusions because potential differences in response based on 

sex need not be considered. To increase internal validity in a treatment study, a 

researcher would want to make sure that both subgroups of participants (those 

getting treatment and those not getting treatment) have exactly the same expe-

riences over the course of the study with the exception of the actual treatment 

being tested. For example, to increase internal validity in a study of depression 

treatment, it would be important to ensure that participants in both groups 

receive no additional services or experiences that might reduce depression (e.g., 

support groups at church, medication from a primary care doctor) during the 

study period.

When internal validity increases, however, external validity, or the ability to gen-

eralize study findings to situations and people outside the experimental setting, often 

decreases. This is so because study conditions that are well controlled often fail to 

represent the “real world.” For example, results of a study based only on women par-

ticipants may be relevant only to women but not to men, and studies of depression 

treatment that restrict participants’ activities outside of the experimental treatment 

may not represent what happens in real life.

A major challenge for researchers is to strike an adequate balance between inter-

nal and external validity. Researchers want to be able to draw adequate conclusions 

about causal relationships, yet they also want results that are relevant to real-life phe-

nomena. In treatment outcome research, internal and external validity are differentially 

emphasized in efficacy versus effectiveness research (Roy-Byrne et al., 2003). Efficacy 

research attempts to maximize internal validity, allowing the researcher to feel con-

fident in identifying causal relationships. Patients are carefully selected to represent a 

homogeneous group (i.e., to have only the disorder the investigators want to study and 

no other conditions); specialized providers use a highly structured intervention; and 

comparison groups are chosen carefully to control for key elements of the treatment 

approach. These well-controlled studies allow the researcher to draw solid conclusions 

about the impact of the specific treatment, but sometimes the research procedures do 

not reflect real-world patients and clinics. In effectiveness research, which focuses more 

on external validity than efficacy research, patients are more heterogeneous (they often 

have more than one type of psychological disorder) and more similar to the types of 

patients treated in routine care. Treatment is often provided in typical health care set-

tings (e.g., primary care) by clinicians who work in those settings; control conditions 

more often consist of the type of care typically offered in that clinic; and more emphasis 

is given to the cost-benefit ratio of treatment. These studies are sometimes less well 

controlled with respect to research design, but the results are more representative of 

what might happen when treatments are used in the real world. Efficacy and effective-

ness designs are best viewed as complementary approaches to treatment research.

Conclusions from randomized controlled designs also depend on the assessment 

strategies researchers use. First and foremost, assessment instruments must be reliable

(measure a particular variable consistently over time and across patients) and valid (mea-

sure a variable accurately) (see Chapter 3 for more detailed information about reliability 

and validity). Using more than one assessment method is also important. For example, 

A research study is examining whether ther-
apy is better than no therapy for the treat-
ment of depression. Why would the internal 
validity of the study be threatened if some 
participants in the no therapy group started 
taking the antidepressant drug Prozac?
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some measures of depression emphasize physical symptoms, such as sleep, whereas oth-

ers emphasize difficulties in thinking, such as concentration and memory problems. 

Depression can be evaluated using self-report (typically through standardized question-

naires or surveys), global ratings by expert evaluators, direct observations of behavior, 

and psychobiological measures. Choosing measures that represent different methods of 

assessment also increases the confidence and generalizability of study findings.

Two other important issues related to our ability to draw conclusions from con-

trolled research studies include the use of placebo control conditions and the consider-

ation of blinded assessment. Even in controlled research, the expectations or biases of the 

researcher and the participants can affect study findings (participants who think they are 

getting a good treatment may get better just because they expect to do so). A placebo 

control group is one in which an inactive treatment is provided; all aspects of this treat-

ment are like those of the experimental condition but without the active ingredients of 

the treatment. For example, in medication studies, the placebo control group receives a 

pill that looks exactly like the real medication but in fact has no real medication (i.e., is 

like a “sugar pill”). Because a significant proportion of patients get better with a placebo 

treatment (called placebo response), this type of control condition allows the researcher 

to estimate what percent of improvement is actually due to expectation alone. Only if the 

experimental treatment produces greater response than the placebo can we say that the 

active ingredients of the treatment are important. In placebo-controlled studies, it is 

important for patients and any people who rate the degree of improvement to remain 

blinded to (unaware of ) the condition to which the patient has been assigned.

For example, what if Monica agreed to participate in a research treatment study for 

depression, but she and the researchers knew that she had been assigned to the “pla-

cebo group”? How would Monica evaluate her improvement if she knew that she was not 

receiving active treatment?

To reduce bias that may influence study findings, it is important to keep research 

participants and evaluators blinded, or uninformed, about study goals and hypotheses as 

well as their assigned treatment condition (active treatment, placebo, or no treatment con-

trol). Completely blind assessment is not always feasible, but this assessment strategy is 

helpful for enhancing study validity because it reduces bias regarding treatment outcome.

Clinical vs. Statistical Significance  Another important consideration when evaluating 

clinical research is clinical versus statistical significance.

Suppose that after treatment, people in the treatment condition report that it now takes 

only 2 hours to fall asleep compared with 2.2 hours for people in the control group.

Statistical significance refers to the mathematical probability that after treatment, 

changes that occurred in the treatment group did not occur by chance but were actually 

due to the treatment. Statistically significant findings show that the treatment changed 

the target behavior. But an equally important question is whether the significant find-

ings have any practical or clinical value. Sometimes statistical significance indicates the 

presence of important clinical changes but not always. In some studies, particularly 

those with large samples, statistically significant differences may actually be quite small 

(as in the sleep example just mentioned) and have no real implications for patient care.

By contrast, clinical significance examines whether significant findings have prac-

tical or clinical value. For example, do treatments that reduce symptom severity have a 

meaningful impact on patients’ lives?
placebo control  a control group in which an 
inactive treatment is provided
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Does a patient such as Monica, who was so depressed that she could not get out of bed 

before treatment, now not only feel less depressed but also feel well enough to be able 

to return to work?

Clinical significance addresses whether the patient’s functioning is improved as 

a result of treatment and the patient no longer has symptoms of a disorder. When 

statistically significant change occurs without major impact on patients’ functioning, 

its clinical value is questionable. From a statistical perspective, various measures of the 

magnitude of the treatment effect are known as effect sizes. The larger the effect size, 

greater the difference between the active treatment and the control group.

IMPROVEMENT OF DIVERSITY IN GROUP-BASED RESEARCH

As noted earlier, one major limitation of group-based research in abnormal psychology 

is the failure to include sufficiently diverse samples with regard to race, ethnicity, and 

culture. For many years, samples were also restricted with regard to sex and age. Much 

medical and clinical research conducted well into the 1980s, for example, excluded 

women. There are several reasons for this exclusion. One was the difficulty inherent 

in controlling for biological differences between the sexes, increasing the complexity 

and costs of any research design. Another concern, especially with medication trials, 

is the unknown effect of many new medications on the developing fetus and the diffi-

culties inherent in ensuring that women participating in a clinical trial do not become 

pregnant during the course of the trial. Third, phase of the menstrual cycle can influ-

ence response to many interventions and is another variable that needs to be either 

incorporated into the study design or controlled. Although many of these reasons 

for exclusion are practical and defensible from a legal and ethical perspective, they 

have resulted in our knowing less about the efficacy of some medications in women. 

Older adults were often excluded from research as well because of the complex medi-

cal, psychological, and social changes that accompany aging. Such exclusion criteria 

made it impossible to draw conclusions relevant to diverse groups of people. Similarly, 

the overabundance of research in abnormal psychology that has been conducted with 

white samples (often those attending college) may have little relevance for understand-

ing abnormal behavior in people of other races, ethnicities, and cultures.

A growing body of research has begun to document differences in the expres-

sion, prevalence, and treatment response of mental health symptoms across different 

racial and ethnic groups, but recruiting adequate samples is still a challenge. As a result 

of a series of unethical practices that occurred during the first half of the twentieth 

century (see Chapter 15), lack of trust and fear of stigmatization make some partici-

pants from ethnically diverse backgrounds reluctant to participate in research (Shavers 

et al., 2002). In addition, recruitment strategies often are inadequate for engaging 

minority participants (Sheikh, 2006). To encourage sex, age, racial, and ethnic diver-

sity in research samples, the National Institutes of Health now require all grant appli-

cations to include specific recruitment plans targeting traditionally underrepresented 

groups. Increasing diversity in research samples will enhance our ability to generalize 

study findings to more people. Furthermore, using a diverse sample provides a context 

for evaluating cultural differences that may affect assessment and treatment. Including 

diverse participants in research may require increased recruitment resources to target 

underrepresented groups. It also requires cultural sensitivity to explain the purpose 

of the research and ensure that assessment instruments are available for persons who 

speak different languages and come from different educational backgrounds.

The population sample used in research—
whether similar or diverse—has great influ-
ence on the conclusions that can be drawn 
from the study.
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CROSS-SECTIONAL AND LONGITUDINAL COHORTS

One question that has long fascinated researchers who conduct group-based research 

is how mental illness has changed in the population over time. It appears that some 

disorders are more common today than they once were, but how do we know this for 

sure? A related question is whether disorders occur only in one phase of life, such as 

childhood, or continue to be present once they appear. Specific types of group-based 

studies, often called cohort studies, can be used to answer such questions.

What Is a Cohort?  A cohort is a group of people who share a common characteristic 

and move forward in time as a unit. Examples include a birth cohort (e.g., all individu-

als born in a certain geographic area in a given year), an inception cohort (e.g., all indi-

viduals enrolled in a study at a given point in time based on a unifying factor such as 

place of work or school of attendance), and an exposure cohort (e.g., individuals sampled 

based on a common exposure such as witnessing the events of 9/11 or exposure to lead 

paint in childhood). Cohort designs are used to study incidence (onset of new cases), 

causes, and prognosis (outcome). Because they measure events in chronological order, 

they can help us to distinguish more clearly between cause and effect. For example, if 

we observe that experience of a traumatic event precedes the onset of post-traumatic 

stress disorder (PTSD), we can be more confident that the traumatic events might 

play a causal role in the development of the disorder than if we had no information on 

which came first—the trauma or the symptoms. Cohort designs can include longitu-

dinal studies to measure outcomes over time. Longitudinal designs measure the same 

cohort of individuals on several occasions (see Longitudinal Design).

Cross-Sectional Design   A cross-sectional design provides a snapshot in time. In its 

most basic form, participants in a cross-sectional design are assessed once for the specific 

Babies born at the same time represent a 
birth cohort. If such a cohort is followed over 
the years, the result is a longitudinal study.

cohort  a group of people who share a com-
mon characteristic and move forward in time 
as a unit

cross-sectional design  a research design in 
which participants are assessed once for the 
specific variable under investigation

20 40 60 80Birth

0–21
�

Many longitudinal studies use 
a birth cohort and follow the 
member until they reach adult-
hood.



research methods in abnormal psychology 67

variable under investigation. This design is efficient and can sample large numbers of 

individuals; however, cause and effect can rarely be determined. Expanding the design 

to include several cohorts of different ages who are assessed at the same point in time 

(e.g., all children enrolled in classes in a specific school district) provides a more complex 

picture of the variable of interest. The Youth Risk Behavioral Survey tracks cigarette 

use among youth in the United States. See Table 2.1 for the percentage of individuals 

across high school cohorts who report cigarette use. This research design provides a 

cross-sectional landscape of high school students in one year, but it does not follow 

the same students throughout their high school years. This design does not identify 

changes that might occur in ninth graders as they proceed through high school.

Longitudinal Design  A longitudinal design is a study that takes place over time. This 

design includes at least two and often more measurement periods with the same individ-

uals at different times. Many longitudinal studies have provided valuable data about the 

TABLE 2 .1

1991 1995 2001 2005 2009

Characteristic % % % % %

Sex

Race/Ethnicity**

School grade

Morbidity and Mortality Weekly Report

longitudinal design  a research design in 
which participants are assessed at least two 
times and often more over a certain time 
interval
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development of mental illness across the life span. Longitudinal cohorts can be assessed 

over the years by using age-appropriate measures at each measurement interval. A lon-

gitudinal birth cohort might sample all babies born during a certain month in a given 

area and follow those babies well into adulthood. Early assessments will be based on 

parental observations of the child, and later assessments will include age-appropriate 

assessments that the children complete themselves—as well as reports from parents and 

teachers. Outcomes measured in a longitudinal study may include incidence rates of dis-

ease, descriptions of the natural course of a variable of interest, and observations of risk 

factors. For example, in the birth cohort just mentioned, we could observe the incidence 

of autism (or the number of newly diagnosed cases during the observation period), the 

natural course of autism (how symptoms develop over the course of the 20-year observa-

tion period), and factors that were measured before the onset of the illness that are asso-

ciated with those individuals who develop autism (e.g., older parents). Although longi-

tudinal studies are slow and expensive to complete, their findings are valuable because 

they show us what happens to the same people over a long period of time.

In a longitudinal study, children who were diagnosed with depression between 

ages 8 and 13 were reassessed when they were between the ages of 19 and 21 (Kovacs 

et al., 2003). At this follow-up assessment, they were asked about additional episodes 

of depression and the presence of other psychological disorders. Teenage boys and 

girls continued to show symptoms of depression, but the study found that as they 

matured, girls with a history of childhood depression were more likely to develop eat-

ing disorders whereas boys with a history of childhood depression were more likely to 

develop conduct or substance abuse problems. Another difference was that the depres-

sive symptoms and eating problems occurred together in girls whereas for boys, con-

duct and substance abuse problems occurred at times when boys were less depressed. 

When boys were more depressed, it seemed that their conduct and substance abuse 

problems decreased. Using the longitudinal design allows researchers to understand 

how symptoms such as depression can vary as a person matures. In addition, this lon-

gitudinal study illustrates how sex is related to the other types of psychological prob-

lems that may emerge when a teenage girl is depressed or when a teenage boy with a 

history of depression feels less depressed.

concept CHECK

� Correlational research tells us about the relationships between variables, but variables 

that are highly correlated (related) do not necessarily have a causal relationship (one of 

the variables does not necessarily cause the other).

� The way participants are selected, the internal and external validity of the study design, 

and the types of measures used influence the outcomes of a randomized clinical trial.

� Efficacy research attempts to maximize internal validity and the ability to draw causal 

conclusions, whereas effectiveness research emphasizes external validity and increased 

applicability to real-world patients and settings.

� Statistical significance refers to the mathematical probability that changes after treat-

ment are due to the treatment itself. Clinical significance examines whether significant 

findings have practical or clinical value.
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Research in Abnormal Psychology 
at the Population Level
When a researcher’s goal is to understand abnormal psychology at the broad-

est possible level, the “group” of interest can become the general population. To 

achieve this bird’s eye view, we use the research tools associated with epidemio-

logical research, which examines abnormal behavior at its most global level, that of 

entire populations.

EPIDEMIOLOGY

Epidemiology focuses on disease patterns in human populations and factors that influ-

ence those patterns (Lilienfeld & Lilienfeld, 1980). As applied to abnormal psychol-

ogy, epidemiology focuses on the occurrence of psychological disorders by time, place, 

and persons. Several concepts are key to understanding epidemiological research. The 

first is prevalence, which is the total number of cases of a disorder in a given popula-

tion at a designated time. Point prevalence refers to the number of individuals with 

a disorder at a specified point in time. Lifetime prevalence refers to the total number 

of individuals in a population known to have had a particular disorder at some point 

during their lifetimes. For example, the lifetime prevalence for major depression is the 

number of people in the United States who have had an episode of major depressive 

disorder at any point in their lives.

In contrast, incidence refers to the number of new cases that emerge in a given 

population during a specified period of time. An example of incidence could be the 

number of new cases of anorexia nervosa reported by pediatricians in the United States 

over the period of one year. Both incidence and prevalence are valuable in understand-

ing patterns of occurrence of psychological disorders across time and across popula-

tions, and we will refer to these concepts throughout this book.

EPIDEMIOLOGICAL RESEARCH DESIGNS

Researchers studying the epidemiology of a disorder typically ask questions includ-

ing these: How often do certain disorders occur in the population? Are certain 

characteristics of people or places more likely to be associated with certain kinds of 

epidemiology  a research approach that 
focuses on the prevalence and incidence of 
mental disorders and the factors that influence 
those patterns

prevalence  the number of cases of a disorder 
in a given population at a designated time

incidence  the number of new cases that 
emerge in a given population during a speci-
fied period of time

� Increasing the diversity of research participants with regard to race, ethnicity, and cul-

ture is essential for increasing our ability to generalize research findings.

� Cohort studies can be used to study the frequency, causes, and prognosis (likely out-

come) of mental disorders.

CRITICAL THINKING QUESTION In a new study, the investigators examine the impact of 

cognitive behavior therapy (CBT) for depression in a group of children aged 7 to 17. Half 

of the children will receive CBT, and the other half will get “supportive treatment” (i.e., 

they will spend time talking to the therapist about whatever they want). The investigators 

are interested in how well the treatment affects depressive symptoms and quality of life. 

What are the independent and dependent variables in this investigation?

learning objective 2.7
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disorders? Can we do anything to change certain patterns of prevalence and inci-

dence? These research designs can be observational (the researcher simply observes 

what is happening) or experimental (the researcher tries to change something and 

examine the effects).

Observational Epidemiology   The most basic form of epidemiological research is 

observational epidemiology, which documents the presence of physical or psychological 

disorders in human populations. For psychological disorders, the most common 

method of documentation is to conduct diagnostic interviews using a structured 

interview format in which all people interviewed are asked the same questions. 

Using randomly selected segments of the population, this design allows researchers 

to determine the point or lifetime prevalence of various psychological disorders. 

Quite simply, it answers these questions: How many people suffer from a disorder 

(e.g., depression)? Are certain subsets of the population (e.g., women) more likely 

than others to suffer from the disorder? Data from epidemiological studies were 

presented in Chapter 1, in the discussion of rates of psychological disorders in the 

United States.

One highly informative study funded by the National Institute of Mental 

Health, the National Comorbidity Survey (1990–1992), was a nationally represen-

tative mental health survey in the United States that used a standard set of ques-

tions to assess the prevalence and associated characteristics of psychological disor-

ders. The cohort was first interviewed in 1990–1992 and then re-interviewed in 

2001–2002 (NCS-2) to study patterns and predictors of the course of mental disor-

ders. The study also evaluated whether certain primary mental disorders predicted 

the onset and course of secondary disorders (e.g., whether people with depression 

developed alcohol abuse). One of the subsequent studies was the NCS-R in which 

diagnostic interviews were conducted on a new sample of 10,000 respondents 

focusing on areas not covered in the original study (see the feature “Research Hot 

Topic: National Comorbidity Survey Replication”). In the NCS-A (adolescent) 

study, researchers interviewed 10,000 adolescents to determine the prevalence and 

correlates of mental disorders in youth. The NCS series has provided invaluable 

information for clinicians and policy makers by establishing the magnitude of the 

public health burden of mental disorders and documenting the need to plan ser-

vices accordingly.

Experimental Epidemiology  In experimental epidemiology, the scientist manipulates 

exposure to either causal or preventive factors. A scientist might want to assess whether 

various environmental manipulations would be effective in producing weight loss (see 

the feature “Examining the Evidence: Can Obesity Be Prevented in Children?”). The 

focus in this instance is on a weight loss for a community as a whole, not for any 

one individual person. Ten geographically separated communities could be randomly 

assigned to a community-based weight control program focusing on increasing walk-

ing to school, decreasing fast-food consumption, and decreasing video game and TV 

time. The active intervention communities could be saturated with billboards, news-

paper ads, local television commercials, and direct mailings, all promoting healthy 

approaches to weight control. The control communities would receive no intervention. 

Population-level outcomes would include the extent to which people were reached by 

the intervention and the extent to which the intervention was effective in producing 

both behavior and weight change.

experimental epidemiology  a research 
method in which the scientist manipulates 
exposure to either causal or preventive factors
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How prevalent are mental illnesses in the United States? At 
what point do persons suffering from these disorders seek 

treatment? In 2005, four articles published in the Archives of 
General Psychiatry reported on a breakthrough national inves-
tigation of mental illness in the United States. The study is an 
extension of the 1990 National Comorbidity Survey, a landmark 
study that estimated the prevalence of mental disorders in a 
large nationally representative sample.

A large sample size is one of the strengths of the NCS-R 
study: The researchers surveyed and collected data on 9,282 
individuals living in the United States. To be considered for 
the study, participants had to be at least 18 years old, belong 
to a U.S. household, and speak English. Researchers used 
the International World Health Organization—Composite 
International Diagnostic Interview to determine which respon-
dents met criteria for psychological diagnoses. Four categories 
of disorders were assessed: anxiety, mood, impulse control, 
and substance use disorders. Researchers also collected infor-
mation on treatment use, barriers to treatment, and satisfaction 
with treatment.

Results indicated that mental illnesses are common in the 
United States: 26% of respondents met diagnostic criteria for a 
mental disorder within the past year. Comorbidity is the term 

used to describe the presence of at least two mental disorders 
affecting an individual. The NCS-R found that 45% of people 
with one mental disorder also met criteria for at least one other 
disorder. Unfortunately, the study revealed that long time inter-
vals often occur between the time a person’s mental disorder 
begins and his or her first attempt to seek treatment. Even more 
startling was the finding that only 41.1% of people with symp-
toms characteristic of a mental illness diagnosis received treat-
ment. Untreated mental disorders were associated with prob-
lems in school, teenage pregnancy and unstable marriages, and 
unemployment later in life.

The findings in this study make it clear that although mental 
illnesses are common in U.S. households, prompt and ongo-
ing treatment is not. The NCS-R was conducted with a large 
representative sample and indicated that mental illnesses are 
highly comorbid; it also revealed that for most people, symp-
toms of mental disorders begin appearing early in life. Because 
of the chronic nature and high prevalence of mental illness, it is 
imperative to expand and improve treatment for all persons in 
the United States who need it.

From http://www.nimh.nih.gov/healthinformation/ncs-r.cfm
http://www.neuropsychiatryreviews.com/jul05/NCSRS.html

research HOT topic

concept CHECK

� Epidemiology in abnormal psychology research addresses the occurrence of psycho-

logical disorders and the factors that influence them.

� Prevalence refers to the total number of cases of a disorder that appear in a given popu-

lation at a designated time. Incidence describes the number of new cases that emerge 

during a given period of time.

� The National Comorbidity Study and its replication are longitudinal studies that have 

provided key information about the prevalence and correlates of mental disorders in 

adults and youth.

CRITICAL THINKING QUESTION A researcher wants to design a study to determine how 

frequently anxiety occurs in adults and whether the frequencies change as people get 

older. What type of study would be best to conduct, and how might you design it?

comorbidity  the co-occurrence of two or 
more disorders existing in the same person, 
either at the same time or at some point in the 
lifetime

http://www.nimh.nih.gov/healthinformation/ncs-r.cfm
http://www.neuropsychiatryreviews.com/jul05/NCSRS.html
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examining 

� The Facts The Girls health Enrichment Multi-site Studies 
(GEMS) was aimed at preventing the onset of obesity in 
African American girls.

� The Evidence At one site (Memphis), girls ages 8–10 were 
randomly assigned to either a group that used group behav-
ioral counseling to promote healthy eating and increased 
physical activity (obesity prevention program) or to a self-
esteem and social efficacy group (control group). At the 
second site (Stanford), girls ages 8–10 and their families were 
randomly assigned either to after-school hip-hop, African, or 
step dance classes and programs to reduce screen media use 
(obesity prevention program) or to information-based health 
education (control group). Girls participated in the programs 
for 2 years. Despite the carefully controlled investigations, 
culturally appropriate interventions, inclusion of families and 
many community and government resources, changes in body 
mass index (the primary outcome variable that is calculated as 
weight in kilograms divided by height in meters squared 
(kg/m2) was the same for the prevention and control groups, 
indicating that treatment had no effect. What went wrong?

� Examining the Evidence First, this was a trial to pre-
vent obesity, but a number of the girls were already obese 
(40.6% in Memphis; 33.0% in Stanford). The results may 
have been different if obese children had not been included 
in the sample. Second, although the study focused on 
healthy eating and exercise, many of the girls lived in low-
income communities where fresh foods were not available, 
school lunches were not always nutritious, fast food was 
common, and neighborhoods were not necessarily safe 
places for children to play outdoors. These negative envi-
ronmental factors may have been more powerful than the 
positive effects of the intervention. Third, the diet and exer-
cise programs may have been too complicated for 8–10-year-
old girls to understand.

� Conclusion It would be easy to conclude from this study 
that obesity cannot be prevented, but that would be incorrect. 
Although it did not produce the expected results, the research 
provided a number of important clues that researchers can use 
to develop potentially more effective prevention trials.

From Ebbeling, C. B., & Ludwig, D. D. (2010). Pediatric obesity prevention initiatives: More questions than answers. 
Archives of Pediatric and Adolescent Medicine, 164, 1067–1069; Klesges, R. C., et al. (2010). The Memphis Girls’ 
health Enrichment Multi-site Studies (GEMS): An evaluation of the efficacy of a 2-year obesity prevention in African 
American girls. Archives of Pediatric and Adolescent Medicine, 164, 1007–1014; Robinson, T. N., et al. (2010). A ran-
domized controlled trial of culturally tailored dance and reducing screen time to prevent weight gain in low-income 
African American girls: Stanford GEMS. Archives of Pediatric and Adolescent Medicine, 164, 995–1004.

Susan–A Participant in a Randomized Controlled Trial

 science life

Susan had been having episodes of depression and finally went to 
see her primary care doctor for advice. She gave Susan brochures 
about a therapy trial for depression at a nearby university and sug-
gested that she call for more information. The following describes 
Susan’s experience as a participant in the clinical psychotherapy trial.

Screening Call: Today I called the research coordinator 
for information. She told me that the study was for women 
between 20 and 40 and was designed to compare two dif-
ferent psychotherapies for depression. She described the 
two treatments to me—one was based on something called 

cognitive-behavioral therapy, and the other one was based 
on interpersonal psychotherapy. She explained that I would 
not be able to choose which treatment I received, but it 
would be decided by a procedure that was like a flip of a coin 
[randomization]. She asked me a bunch of questions on the 
phone about my mood; how long I had been feeling this way; 
my sleep, appetite, energy levels; whether I was suicidal; and 
whether I was on any medications. Then, based on my answers 
to those questions, she said we could set up an appointment 
for an initial evaluation.
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Initial Evaluation: I got to the clinic and was greeted by the 
research coordinator. She spent a lot of time explaining the study 
to me and gave me an information sheet. I read it, and she asked 
if I had any questions. Then came all of the forms! First I filled out a 
consent form agreeing to the terms of the study and indicating that 
I understand my rights as a participant. I was assured that I could 
withdraw from the study at any time. Then I had to sign a HIPAA
form, which was all about the privacy of my records and who could 
have access to them. This worried me a little bit because I certainly 
didn’t want my boyfriend to find out, so I talked with the research 
coordinator about it. She explained that HIPAA stood for the 
Health Insurance Portability and Accountability Act and that I could 
be completely assured that my boyfriend would not be able to 
have access to my records. Just when I thought I was finished filling 
out forms, she gave me a packet of questionnaires that asked all 
sorts of questions—not only about my mood but also about anxi-
ety, eating, my family, and all sorts of questions about what sort of 
person I am. Some of them were really hard to answer, but I had to 
choose yes or no. That took about an hour and a half.

Then I had a little break, and the coordinator explained 
that the next step would be a comprehensive evaluation by a 
psychiatrist. The psychiatrist, she explained, would not be the 
person who would be seeing me for therapy but would conduct 
interviews with me throughout the study to see how I was pro-
gressing. The psychiatrist would not know which treatment I was 
receiving. In the evaluation, the psychiatrist asked a lot of the 
same questions that were on the questionnaire. This was a little 
irritating, but I guess the psychiatrist went into more depth than 
the questionnaires. She even asked about the first time I ever 
felt depressed when I was very young. She also asked questions 
about whether I heard voices or saw things that other people 
didn’t see, asked about my drug and alcohol use (I was honest 
with her about almost everything—I just couldn’t bring myself to 
tell her about that one experience with Ecstasy, though—I barely 
know the woman and it was kind of embarrassing). She also 
asked all sorts of questions about my health and medications.

I met with the research coordinator again, she invited me 
into the study, and then she got an envelope that had my par-
ticipant number on it, opened it, and told me I was randomized 
to cognitive-behavioral therapy.

Baseline Week: At the end of the evaluation day, the research 
coordinator instructed me on how to “self-monitor” my mood for 
the baseline week. She gave me a special personal digital assistant 
(PDA) that I was supposed to type in how depressed I felt every 
time it prompted me. I thought that was kind of cool—but wor-
ried about whether it would wake me up at night. She explained 
that the PDA was programmed for 8 A.M.–10 P.M. and that I would 
not be bothered by prompts any other time. So off I went with my 
PDA for a week of recording before my first appointment. I also 
left with the card of my therapist, Dr. McIntosh, whom I would see 

the following Thursday. For a week I dutifully responded every 
time it pinged me. It was kind of interesting. I noticed that my 
mood ratings always seemed to be worse in the afternoon.

Course of Therapy: I went to the clinic, and Dr. McIntosh 
greeted me. The first session went well. I liked her. She had 
a positive attitude and seemed like she really believed that 
the therapy had the potential to help. She took her time and 
explained everything clearly. She also told me that I needed 
to continue responding to the PDA throughout the study. For 
the first two weeks we met twice a week. She gave me a work-
book and we worked through it step by step. Every session 
she started off reviewing how things had gone since the last 
session and whether I had done all of my self-monitoring and 
homework. It felt a little bit like school, but she really seemed 
to care about how I was feeling. She helped me start to recog-
nize how negative my thinking was, and she challenged me to 
start doing some of those fun things that I had lost interest in 
recently. I never realized how much I catastrophized from the 
smallest of things or as Dr. McIntosh said, really made moun-
tains out of molehills. I also hadn’t realized how much my mood 
improved when I did some of the things on my fun list (even if 
I had to really push myself to do them in the first place). After 
the eighth session, I met with the psychiatrist again for another 
assessment. She went over many of the same questions as in 
the beginning, and I had to fill out MORE questionnaires. After 
eight sessions, I felt as if my mood was getting better. I still 
had some bad days, but it didn’t feel like the same oppressive 
cloud that had been there before. I had eight more sessions—
first once a week and then once every two weeks. Dr. McIntosh 
and I spent a lot of time working on strategies for what to do 
if I feel like my mood was slipping again—like identifying early 
warning signs and taking immediate action. By the end I really 
felt like I understood how much my own thinking patterns con-
tributed to my staying depressed.

Follow-Up: At the end of treatment I met with the psychiatrist 
again for an interview and I filled out more questionnaires. The 
research coordinator also asked me lots of questions about how 
I liked the treatment and whether I would have it again or recom-
mend it to others. I came back at six months and one year for 
follow-up appointments when I met with the psychiatrist again 
and filled out more papers. Each time, the research coordinator 
checked in with me to see how things were going and to update 
my contact information. The second time, I ran into Dr. McIntosh. 
It was great to see her and to report that I was still feeling really 
well. When I look back on the whole experience of being in the 
study, honestly, I had been a little worried about being a “guinea 
pig,” but truth be told, I felt really taken care of. So many people 
seemed to care about my well-being, and they were all involved 
with my treatment. It was an amazing experience.
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1 Research on psychological disorders occurs on many levels 
from the cellular or neuroanatomical, to the individual or 
group levels, and to the population level. Applying all of 
these approaches to the study of a single disorder helps us 
form a comprehensive picture of the nature and course of a 
particular illness.

2 At the cellular level, we can understand mental disorders as 
we study the brain from an evolutionary perspective, which 
involves moving from the brain stem (which controls funda-
mental biological functions) to the forebrain (where higher 
cognitive functions occur). New techniques at the cellular 
level include neuroimaging (taking pictures of the brain), 
studying the function and interrelation of neurotransmitters 
(chemicals that relay electrical signals between the cells), 
and molecular genetics (identifying genes that influence risk 
for psychological disorders).

3 Researchers have learned much about the genetics of psy-
chological disorders over the past decade. Scientists use the 
family, twin, and adoption studies to study the role of genes 
in the development of psychological disorders indirectly. 
Candidate gene, genomewide linkage, and genomewide 
association studies are more direct techniques that allow for 
the actual identification of genetic regions or actual genes 
associated with a trait or a disorder.

4 Case studies, which provide significant details about abnor-
mal behavior or its treatment, allow us to study relatively 
rare psychological conditions and develop hypotheses for 
larger studies. Case studies do not, however, allow us to 

draw conclusions about causality. Single-case designs (e.g., 
the ABAB design and the multiple baseline design) are stud-
ies of individual people that lead to conclusions about cau-
sality. These studies do not, however, allow us to generalize 
the results to heterogeneous groups of people, and they do 
not address the impact of individual differences.

5 Correlational research tells us about the relationships 
between different variables, but it does not tell us about 
causality because variables that are highly correlated 
(related) do not necessarily have a causal relationship with 
each other: One of the variables does not necessarily cause 
the other.

6 The outcomes of a randomized clinical trial are influenced by 
how participants are selected, the study design’s internal and 
external validity, and the types of measures used. Different 
types of clinical trials are designed to answer different ques-
tions. Efficacy research, for example, attempts to maximize 
internal validity and the ability to draw causal conclusions. 
Effectiveness research emphasizes external validity and 
increased applicability to real-world patients and settings.

7 Epidemiology, the study of populations, permits a bird’s eye 
view of the study of causes, course, and outcome of psycho-
logical disorders. This type of research can tell us about the 
prevalence of disorders (the number of times the disorder 
appears in a population) and their incidence (the number 
of new cases that emerge during a given period of time) as 
well as whether certain subsets of the population are more 
likely to suffer from the disorder.

R E V I E W I N G

learning objectives

Test yourself
1. Researchers find that a chemical in a recently discovered 

rainforest plant significantly reduces appetite in laboratory 
mice. Other researchers then make the chemical into a drug 
and test it to see whether it helps obese people lose weight. 
This type of research is called
a. bedside
b. bench
c. translational
d. communication

2. Which of the following represents all of the different levels of 
research in abnormal psychology?
a. cellular, individual, group, and population
b. neuroanatomy, neurohormones, neurotransmitters, and 

genetics
c. correlational, group, cross-cultural, and multiethnic
d. cross-sectional, longitudinal, cohort, and epidemiological

3. The human nervous system has two main parts:
a. the left and right cerebral hemispheres
b. the central nervous system and the peripheral nervous system
c. the upper and lower brain
d. the cortex and the brain stem

4. A primary function of the hypothalamus is homeostasis and 
the regulation of
a. thoughts and cognitions
b. sleep/wake states and consciousness
c. balance and many motor activities
d. blood pressure, temperature, and weight

5. The autonomic nervous system includes the
a. neurotransmitter and neurohormone system
b. somatic and hormonal nervous system
c. sympathetic and parasympathetic nervous systems
d. midbrain and brain stem

For more review plus practice tests, flashcards, 
and Speaking Out: DSM in Context videos, 
log onto www.MyPsychLab.com

www.MyPsychLab.com
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6. Communication in the nervous system relies on signals trans-
mitted by
a. electrical impulses called action potentials
b. chemicals called neurotransmitters
c. an electrochemical process
d. all of the above

7. Neuroscientists who want to see brain activity in people with a 
snake phobia would use which of the following imaging tests?
a. CAT c. fMRI
b. MRI d. PET

8. The study of whether certain behavioral traits or mental dis-
orders are heritable, or influenced by genes, is called
a. epidemiology
b. behavioral ecology
c. behavioral genetics
d. homogeneous group design

9. Which of the following statements best describes what we 
know about how genes affect behavioral traits?
a. a few genetic loci control all complex traits
b. family studies show that genes are less important than 

environment
c. behavioral traits are rarely caused by single genes
d. complex traits exert only small effects

10. Twin studies have been of particular importance in the study 
of abnormal behavior because they have
a.  identified genetic vs. environmental contributions to psy-

chological disorders
b. examined similarities between twins from many different 

families
c.  shown that MZ twins in different environments develop 

different disorders
d. shown that identical twins are never truly identical

11. We cannot infer the causes of behavior from case studies, 
but they do let us
a. rule out subjective biases of the therapist
b. rule out subjective biases of the patient
c. control for the attention of the therapist
d. objectively describe rare phenomena

12. When a treatment cannot be reversed, or if it would be 
unethical to withdraw a treatment, the single-case design 
strategy that should be used is called a(n)
a. case study design c. multiple baseline design
b. AB design d. ABAB design

13. A strong positive correlation between the number of ciga-
rettes smoked and the amount of alcohol consumed per day 
can be interpreted to mean that
a. smoking leads to drinking
b. drinking leads to smoking
c. a third variable such as stress increases both behaviors
d. any of the above

14. The most common type of research in abnormal psychol-
ogy is
a. single-subject design c. longitudinal design
b. controlled group design d. epidemiological design

15. A researcher interested in social anxiety placed an ad in the 
newspaper seeking people with public speaking anxiety. 
People who volunteer for this type of study are part of a(n)
a. analogue sample c. aggregate sample
b. proband sample d. clinical sample

16. Research on an exciting new treatment that takes place with 
carefully selected patients at a world-renowned laboratory is 
less likely to have
a. external validity c. internal validity
b. external reliability d. internal reliability

17. In placebo-controlled studies, experts who rate the degree 
of patient improvement following treatment must be kept 
unaware of
a. the funding source of the study
b. which subjects were in the treatment group and which 

were in the control group
c.  who the authors of the study were and whether they 

implemented the treatment exactly as originally described
d. whether enough subjects were recruited so that the study 

will have generalizable results

18. The meaningfulness of experimental results can be evalu-
ated in several ways. The statistical significance of the results 
indicates the
a.  mathematical probability that the findings occurred by 

chance
b. practical value of the findings
c. clinical value of the findings
d. all of the above

19. A criticism of early group-based research in abnormal psy-
chology is that it
a. regularly used samples that were too small
b. failed to control for biological differences between the 

sexes
c. stigmatized many of its subjects
d. failed to include diverse samples

20. Children accidentally exposed to mercury when vaccinated 
are evaluated at one point in time. They are followed for 
10 years and evaluated again. These children are part of a 
study called a
a. group design c. comorbidity study
b. longitudinal design d. randomized clinical trial

Answers:  1 c, 2 a, 3 b, 4 d, 5 c, 6 d, 7 c, 8 c, 9 c, 10 a, 11 d, 12 c, 13 d,
14 b, 15 a, 16 a, 17 b, 18 a, 19 d, 20 b.
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Pauline was 82 years old and func-

tioned well for her age. She saw Dr. 

McGuire, a psychologist, every cou-

ple of weeks to help her manage 

anxiety and depression. Pauline had 

experienced anxiety and depression much 

of her life, and the coping skills she had 

learned in treatment were helping. She 

was active at church and with volunteer 

groups, traveled, and had many friends. Dr. 

McGuire, however, had recently started talk-

ing with her about the possibility of increas-

ing memory problems. He had noticed that 

she was starting to repeat herself during 

their meetings and that she sometimes for-

got major topics of their conversations from 

one session to the next. Pauline’s daughter 

had also mentioned to her the possibility 

of memory problems, but Pauline didn’t 

think her memory was that bad. Sure, she 

misplaced things—and people told her that 

she repeated herself—but at her age, who 

didn’t? As long as she could stay active and 

involved, it didn’t bother her that she might 

be having some minor memory problems.

One day before a scheduled appoint-

ment, Pauline called Dr. McGuire to say 

that she was in the hospital. She had suffered 

a bad fall the day before while walking in a 

shopping mall, and the doctors were run-

ning a series of tests. Dr. McGuire requested 

Pauline’s permission to speak to her doctor 

and learned that there was some concern 

that Pauline might have had a minor stroke. 

The doctor would conduct additional tests 

before she could be discharged.

When Pauline was released from the 

hospital, she went home with her daughter 

and followed up with her internist. She had 

not suffered a stroke, but the doctor was 

monitoring her symptoms because her blood 

pressure was high. She was more unstable 

on her feet and was using a cane. She was 

not allowed to drive. When Pauline came 

to her next therapy appointment with Dr. 

McGuire, her daughter came along. At this 

session, Pauline was quite confused. She 

could not recall many details about her hos-

pitalization, and she repeated herself many 

times. She reported that she was taking pain 

medication as prescribed and that she would 

be seeing her internist the following day.

In the weeks that followed, Pauline began 

to regain some of her prior abilities, but her 

memory problems got worse, and she was more 

depressed and anxious. She was more lethargic 

than usual and worried more about the future 

and what might happen to her. Dr. McGuire 

became increasingly concerned about Pauline’s 

ability to live independently and talked with 

Pauline and her daughter about the need for 

a more formal clinical assessment. There was 

a need to differentiate any medical, cognitive, 

and psychological reasons for Pauline’s overall 

decline in functioning.

C H A P T E R  3
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For Pauline and Dr. McGuire, many questions arose at this point. Did the fall 

result from some undiscovered medical problem? Was her pain medication creat-

ing more memory problems and depression? Might Pauline’s fall and its consequences, 

such as losing independence, have produced increased worry and depression? Could 

Pauline’s decreased functioning be the result of a progressive, deteriorating cognitive 

disease such as dementia (see Chapter 13)? These questions, posed by Pauline, her 

therapist, and her family members, suggested the need for a clinical assessment to 

determine the nature and cause of her increasing difficulties as well as to help guide 

future treatment. They also illustrate the complexity of the biological, psychological, 

and social factors that can affect psychological functioning.

Clinical Assessment
The clinical assessment of any psychological problem involves a series of steps 

designed to gather information (or data) about a person and his or her environment in 

order to make decisions about the nature, status, and treatment of psychological prob-

lems. Typically, clinical assessment begins with a set of referral questions developed in 

response to a request for help. Usually, the request comes from the patient or someone 

closely connected to that person, such as a family member, teacher, or other health 

care professional. These initial questions help determine the goals of the assessment 

and the selection of appropriate psychological tests or measurements. As in Pauline’s 

case, referral questions sometimes suggest the need for a thorough medical evaluation 

in addition to a psychological assessment.

GOALS OF ASSESSMENT

As part of the assessment process, the psychologist decides which procedures and 

instruments to administer. These include measures of biological function, cognition, 

emotion, behavior, and personality style. The patient’s age, medical condition, and 

description of his or her symptoms strongly influence the tools selected for assessment, 

but the psychologist’s theoretical perspective also affects the scope of the assessment (see 

Chapter 1). When evaluating a patient who is significantly depressed and anxious, for 

example, a behavioral psychologist focuses on measuring the environmental cues that 

produce the low moods and the thoughts, behaviors, and consequences associated with 

them. A psychoanalytic psychologist would direct more effort toward assessing the 

patient’s early childhood experiences and typical patterns of interpersonal functioning.

Once an assessment has been completed and all data have been collected, the 

psychologist integrates the findings to develop preliminary answers to the initial ques-

tions. Typically, the psychologist shares those findings with the patient and family 

members involved in the assessment. Other health care providers who were part of the 

referral or assessment process also may receive the results of the assessment but only 

with the patient’s permission. Although it is not the purpose of patient evaluation, the 

process of assessment sometimes has a therapeutic effect (Maruish, 1999). As people 

begin to understand their emotions, behaviors, and the links between these factors, 

their symptoms tend to improve, at least temporarily. A smoker who is asked to count 

the number of cigarettes smoked each day discovers that the number is far more than 

originally estimated. In some cases, this assessment serves as feedback, and the smoker 

decreases the number of cigarettes smoked even before formal treatment begins.

Assessment can be useful even before a referral is provided through the process 

of screening. Screenings can help identify people who have problems but who may 

clinical assessment  the process of gather-
ing information about a person and his or her 
environment to make decisions about the 
nature, status, and treatment of psychological 
problems

learning objective 3.1
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not be aware of them or may be reluctant to mention them and/or 

those who may need further evaluation. And, at the end of treatment, 

clinical assessment can measure a patient’s progress or the outcomes of 

intervention (see “Outcome Evaluation”).

Screening    Screening assessments identify potential psychological 

problems or predicts the risk of future problems if someone is not 

referred for further assessment or treatment. In a screening assess-

ment, all members of a group (e.g., a community group, patients in 

a medical practice) are given a brief measure for which some identi-

fied cutoff score indicates the possibility of significant problems. For 

example, the Center for Epidemiologic Studies—Depression Scale 

([CES-D]; Radloff, 1977) is a 20-item scale used in many commu-

nity studies to screen people for depression and to estimate its preva-

lence. A score of 16 or higher on the CES-D indicates the possibility 

of significant depression and suggests that further evaluation is necessary (Derogatis 

& Lynn, 1999). Other screening instruments are more broad based, covering many 

different psychological symptoms including depression, anxiety, and social problems 

(e.g., the General Health Questionnaire [GHQ]; Goldberg & Hillier, 1979). In most 

cases, when individuals score above a certain cutoff number on a screening instrument, 

a more thorough evaluation can determine the nature and extent of their difficulties.

Because many people with psychological problems are more likely to see their 

physician than a mental health professional, brief methods for screening patients in 

medical settings have been developed. In fact, very simple two-item screening instru-

ments have been used to identify medical patients with depression (Unützer et al., 

2002) or anxiety (Roy-Byrne et al., 2005) who might benefit from psychological or 

psychiatric treatment. For example, the following questions are used to screen for 

depression (Spitzer et al., 1994):

depressed, or hopeless?

-

sure in doing things you normally enjoy?

Asking questions such as these takes just a few minutes in a busy medical prac-

tice. Similarly, a 10-item screen can quickly identify substance abuse problems (e.g., 

Alcohol Use Disorders Identification Test [AUDIT]; Barbor et al., 2001). Sample 

questions from the AUDIT include:

-

pened the night before because you had been drinking?

To evaluate the usefulness of any particular screening measure, psychologists 

look for instruments that have strong sensitivity and specificity. Sensitivity describes 

the ability of the screener (or the instrument) to identify a problem that actually exists 

(e.g., the screener identifies depression and the person is actually depressed). Specificity

indicates the percent of the time that the screener accurately identifies the absence of 

a problem (e.g., the cutoff score suggests no depression, and the patient truly is not 

depressed). False positives occur when the screening instrument indicates a problem 

screening  an assessment process that 
attempts to identify psychological problems 
or predict the risk of future problems among 
people who are not referred for clinical 
assessment

A quick blood pressure screening may be the 
first step in identifying serious medical prob-
lems. Similarly, mental health screenings may 
be key in the identification of psychological 
disorders.
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when no problem exists (e.g., the patient’s score exceeds the cutoff, but subsequent 

evaluation confirms the absence of depression). False negatives refer to instances in 

which the screening tool suggests that there is no depression when the patient actually 

is depressed. Good screening tools have high specificity and sensitivity, but low false 

positive and false negative rates (see Figure 3.1).

Diagnosis and Treatment Planning   One of the major functions of assessment is to 

determine an individual’s diagnosis. Diagnosis refers to the identification of an illness. 

In some branches of medicine, diagnosis can be made on the basis of laboratory tests. 

In psychology, making a diagnosis is more complicated; it requires the presence of a 

cluster of symptoms. Typically, a diagnosis is made after a clinical interview with the 

patient. Clinicians use the term differential diagnosis when they attempt to determine 

which diagnosis most clearly describes the patient’s symptoms. Patients often have sets 

of symptoms that require more than one diagnosis. Using different assessment instru-

ments, the clinician gathers data from the patient and often other sources (partner, 

parents, and teachers) to make the diagnosis or diagnoses that fit the patient best. 

Diagnosis also facilitates communication across clinicians and researchers. Diagnostic 

assessments are more extensive than screens and are designed to provide a more thor-

ough understanding of a person’s psychological status.

Accurate diagnoses are critical for planning appropriate treatment (see the fea-

ture “Real People, Real Disorders: Cases of Misdiagnosis”). Finally, a diagnosis is often 

needed for insurance companies to reimburse a psychologist or other health care provider.

A clinical assessment that leads to a diagnosis usually includes the evaluation 

of symptom and disorder severity, patterns of symptoms over time (e.g., number, 

frequency, and duration of episodes), and the patient’s strengths and weaknesses 

(Maruish, 1999). The assessment may also include the results from personality tests, 

neuropsychological tests, and/or a behavioral assessment. Behavioral psychologists 

also conduct a functional analysis of symptoms, which identifies the relations between 

situations and behaviors (e.g., what happens before, during, and after certain problem 

behaviors, moods, or thoughts) to aid in devising a treatment strategy.

Outcome Evaluation  Clinical assessments can be repeated at regular intervals during 

treatment to evaluate a patient’s progress. Evaluating outcomes has always been part 

FIGURE 3 .1

A good screening tool is sensi-
tive and specific: It identifies 
problems that do exist and 
does not indicate problems 
when none exist. Note: The 
quality of the screening instrument 
is determined by the numbers in 
these cells.

Screening Results 
(Does the score on a depression measure
indicate depression is present?)

Positive
(Score suggests
depression is present)

Negative
(Score suggests
depression is absent)

Sensitivity
(Test accurately identifies
depression)

False Negative
(Test suggests there is no
depression, but patient is
depressed)

False Positive
(Test suggests patient is
depressed, but patient is
not depressed)

Depression is presentActual Problem
(Does the person
have depression?)

Depression is absent

Specificity 
(Test accurately suggests
depression is absent)

diagnosis  the identification of an illness

differential diagnosis  a process in which a 
clinician weighs how likely it is that a person 
has one diagnosis instead of another
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of clinical psychology as practiced from a scientist–practitioner perspective. Outcome 

evaluations help us know whether patients are getting better, when treatment is “fin-

ished,” or when a modification to an approach that is not achieving its aims is neces-

sary. Outcome assessment may include evaluating patient satisfaction and providing 

data to support the marketing of treatment programs.

For outcome assessments to be useful, the same measures must be administered 

consistently over the course of treatment. The individual measures included in the 

assessment should represent a range of outcomes (e.g., symptom severity, treatment 

satisfaction, ability to function, and quality of life). When possible, assessment of 

treatment outcome should go beyond the patient’s viewpoint to include the therapist’s 

perspective and perhaps that of family members or others close to the patient (Lambert 

& Lambert, 1999). To be useful, the assessment measures must also be reliable and 

valid. To evaluate whether treatments have the desired effect, both the amount of 

In some cases, insufficient assessment and inaccurate diag-
nosis can lead to inadequate or inappropriate treatment 

and disastrous consequences. The importance of careful 
assessment and diagnosis is illustrated in these real cases.

� Deafness, not Mental Retardation Kathy Buckley, 
comedienne and inspirational speaker (pictured at right), 
has received numerous awards and accolades for her 
comic abilities and advocacy for persons with disabili-
ties. Her own poor academic performance in the second 
grade led to a diagnosis of mental retardation and place-
ment in a school for mentally and physically impaired 
children. It took professionals a year to determine that 
Kathy’s academic difficulties were due to hearing loss, 
not mental incapacitation (http://kathybuckley.com/).

� Epilepsy, not Schizophrenia A 46-year-old woman was 
hospitalized in a university-affiliated facility with depres-
sive symptoms and hallucinations that had urged her to 
commit suicide (Swartz, 2001). Laboratory tests (e.g., elec-
troencephalogram, or EEG) revealed that she was having 
seizures characteristic of complex partial epilepsy, which 
can also have symptoms such as depression and hallucina-
tions. A review of the patient’s clinic records revealed that 
she had been treated for schizophrenia and schizoaffec-
tive disorder (see Chapter 10) for 10 years without an alle-
viation of her symptoms. Subsequently, she was put on an 
antiseizure medication, and her symptoms disappeared.

� Medication Reaction, not Depression A
77-year-old woman developed symptoms of 
depression (e.g., fatigue, weight loss, motor 
slowing, and social withdrawal) one month 
after starting the medication digoxin for con-
gestive heart failure. She took antidepressant 
medication for 7 months, but her symptoms did 
not improve. When she was admitted to a hospital for fur-
ther evaluation, medical tests revealed a very high level of 
digoxin. The medication was discontinued, and symptoms 
of depression decreased rapidly (Song et al., 2001).

� Brain Tumor, not Anorexia Nervosa A 19-year-old girl 
was admitted to the hospital with symptoms of anorexia 
nervosa (e.g., rapid weight loss of 16.5 pounds, dissat-
isfaction with her body, and occasional binge eating). 
Doctors started her on nasogastric feeding to increase 
her caloric intake, and she was given antidepressant 
medication to help control her anxiety. After the patient 
was discovered unconscious on the bathroom floor with 
symptoms consistent with a seizure, a brain scan revealed 
a brain tumor. Following its surgical removal, the patient’s 
fear of weight gain and her distorted views of her body 
decreased, and two years later, she no longer showed any 
residual signs of an eating disorder (Houy et al., 2007).

From Houy, E., Debono, B., Dechelotte, P., & Thibaut, F. (2007). 
Anorexia nervosa associated with right frontal brain lesion. 

real people, real disorders

http://kathybuckley.com/
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change and the patient’s actual level of functioning after treatment must be assessed. 

For example, imagine that you are very sick and have a fever of 104 degrees. You take 

some medicine, your fever goes down to 101 degrees, and you feel better. The drop 

in your fever from 104 to 101 degrees is the amount of change from the medicine. 

But you still have a fever of 101, and so you are still sick—this is your actual level of 

functioning. In evaluating the outcome of psychological disorders, the goal may be to 

reduce symptoms and/or to eliminate the disorder.

The amount of change (how much a patient’s symptoms have been reduced) is 

generally considered in terms of clinical significance (see Chapter 2). This means that the 

observed change actually is a meaningful improvement (e.g., social anxiety improves to 

the extent that the college student can now take courses that require oral presentations). 

A measure known as the Reliable Change Index (RCI) ( Jacobson & Truax, 1991) is 

now frequently used to determine whether the degree of change from beginning to end 

of treatment is meaningful. For example, was the change more than we would expect 

based on normal changes that occur over time (see the section “Reliability”)? Patients’ 

scores on various measures after treatment are sometimes compared with scores of peo-

ple without the disorder who have also completed the assessment to evaluate whether 

symptoms and functioning have moved into the normal range.

PROPERTIES OF ASSESSMENT INSTRUMENTS

The potential value of an assessment instrument rests in part on its various psychometric 

properties, which affect how confident we can be in the testing results. We need to know, 

for example, how well the instrument measures the features or concepts it is intended to 

measure. How well does a test for depression actually measure depressive symptoms? An 

instrument’s psychometric properties include standardization, reliability, and validity.

Standardization   To understand the results of clinical assessments, the score must be 

put in context. Think back to the concept of a fever. A temperature of 104 degrees 

Fahrenheit creates concern because it is so much higher than the body’s normal tem-

perature of 98.6 degrees Fahrenheit. In the same way, to understand the results of a 

psychological assessment, we must put test results in context. Does a particular score 

indicate the existence of a problem, its severity, or its improvement over time? Standard 

ways of evaluating scores can involve normative or self-referent comparisons (or both). 

Normative comparisons require comparing a person’s score with the scores of a sample 

of people who are representative of the entire population (with regard to characteristics 

such as age, sex, ethnicity, education, and geographic region) or with the scores of a 

subgroup who are similar to the patient being assessed. If we took the temperature of 

100 adults, the average (mean) temperature would be 98.6 degrees. This is the normative 

body temperature for humans. If a person’s score falls too far outside the range of the 

normative group, we can assume that a problem exists. To decide whether a score is too 

far outside the range of the normal group, we use a statistic called the standard devia-

tion (SD) (see Figure 3.2). SD is a measure that tells us how far away from the mean 

(average) a particular score is. According to statistical principles, a score that is more 

than 2 SDs away from the mean is found in only 5% of the population and is considered 

meaningfully different from what is normal. In comparing scores with normative groups, 

however, we must always consider the characteristics of both the patient and the group.

If Pauline’s scores on the memory tests are low relative to those of the average middle-

aged adult but are the same as the scores of other people who are her age and education 

clinical significance  an observed change that 
is meaningful in terms of clinical functioning

normative  a comparison group that is rep-
resentative of the entire population against 
which a person’s score on a psychological test 
is compared

learning objective 3.2



assessment and diagnosis 83

level, we would not be concerned about the presence of cognitive impairment. If, however, 

her scores are very low relative to people who are the same as Pauline in terms of age and 

education, we can conclude that she is experiencing significant cognitive difficulties.

Self-referent comparisons are those that equate responses on various instruments 

with the patient’s own prior performance, and they are used most often to examine the 

course of symptoms over time. In the example of the fever, not everyone has a stan-

dard body temperature of 98.6. Some people may have a usual body temperature of 

99.2 degrees. In a self-referent comparison, we would compare the temperature of 104 

to the person’s usual body temperature of 99.2 degrees.

If Pauline’s scores on measures of cognitive impairment turn out to be very low com-

pared with how she performed 6 months ago, we would be concerned about a poten-

tially deteriorating course of symptoms.

Self-referent comparisons are also used to evaluate treatment outcome. Over 

the course of treatment, we would hope to see self-referent comparisons that indicate 

improvement of symptoms and quality of life.

Reliability  The reliability of an instrument is its consistency, or how well the measure 

produces the same result each time it is given (Compas & Gotlib, 2002). Thermometers 

that measure your body temperature are generally quite reliable: They produce similar 

readings if you take your temperature now and again in 10 minutes. Psychological 

measures must also be reliable. If they do not produce consistent results, they are of no 

use. Reliability is assessed in many ways. Test-retest reliability addresses the consis-

tency of scores across time. To estimate test-retest reliability, we administer the same 

instrument twice to the same people over some consistent interval, such as 2 weeks 

or 1 month. We then calculate a correlation coefficient (see Chapter 2) to estimate the 

similarity between the scores. Correlations of .80 or higher indicate that a measure is 

highly reliable over time.

Another measure of reliability, interrater agreement, is important for measures 

that depend on clinician judgment. When clinicians interview someone, they must 

decide whether the person’s symptoms are severe enough to warrant a diagnosis and 

FIGURE 3 .2

Numbers indicate standard deviations (SDs). 
A score more than 2 standard deviations 
away from the mean (the center point, 0) is 
considered meaningfully different from 
normal.

-3 -2 -1 0 1 2 3

self-referent comparison  comparison of 
responses on a psychological instrument with 
a person’s own prior performance

reliability  the extent to which a psychological 
assessment instrument produces consistent 
results each time it is given

test-retest reliability  the extent to which a 
test produces similar scores over time when 
given to the same individual(s)

interrater agreement  the amount of agree-
ment between two clinicians who are using 
the same measure to rate the same symptoms 
in a single patient
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treatment, but not every clinician judges a behavior in exactly the same way. Before 

making a diagnosis or recommending treatment, we want to know that the patient’s 

symptoms reflected his or her actual clinical status, not the bias of a specific clinician 

(i.e., ratings should reflect more about the person being interviewed than about the 

person doing the interviewing). To estimate interrater agreement, we ask two different 

clinicians to administer the same interview to the same patients.

Validity   A measure must not only be reliable but also valid. Validity refers to the 

degree to which a test measures what it was intended to assess. Much of what we 

measure in psychology reflects hypothetical or intangible concepts including self-

esteem, mood, and intelligence. The instrument’s validity tells us how well we are 

assessing these complicated dimensions. Construct validity reflects how well a measure 

accurately assesses a particular concept, not other concepts that may be related. For 

example, a valid measure of shyness should reflect the components of that problem 

(including worrying about being liked by other people, feeling sweaty and blushing 

when interacting with others, and avoiding situations that require social interaction) 

but should not reflect other types of fears (such as the fear of snakes) or depressive 

symptoms, even if those symptoms often occur along with shyness.

Criterion validity is another form of validity. It assesses how well a measure cor-

relates with other measures that assess the same or similar constructs. One type of 

criterion validity, concurrent validity, assesses the relationship between two measures 

that are given at the same time, such as the Scholastic Aptitude Test (SAT) and the 

American College Testing Program (ACT). Predictive validity refers to the ability 

of a measure to predict performance at a future date, such as the ability of the SAT 

to predict performance in college and scores on graduate school admissions tests. A 

good measure of depressive symptoms, for example, should correlate well (have good 

concurrent validity) with a clinician’s diagnosis of depression made at the same time. 

A good measure of intelligence also should correlate well with a person’s subsequent 

academic performance (predictive validity).

Another issue related to validity is the accuracy of a psychologist’s predictions 

or conclusions at the end of the assessment process. After all the assessment data 

have been collected, a clinician is often asked to make a judgment: Does this person 

have major depression? Will a sex offender re-offend? What type of treatment might 

be best for this person at this time? Is this student a good match for this academic 

program? To reach their answers, clinicians can make predictions based on statistical 

data or clinical observations. Clinical prediction relies on a clinician’s judgment. Many 

people believe that psychologists are able to predict dangerous behavior in people with 

psychological disorders. An example of a clinical prediction would be a psychologist’s 

interview of a patient and, on the basis of that interview, prediction that the person 

would commit a violent act in the near future (see Chapter 15 for a discussion on the 

accuracy of clinical predictions of dangerousness).

Statistical prediction results when a clinician uses data from large groups of peo-

ple to make a judgment about a specific individual. Insurance companies, for example, 

decide how to price their policies using data from large studies that determine the prob-

ability of death or accidents based on certain identified risk factors, such as age, smoking 

history, and alcohol use (Compas & Gotlib, 2002). People with more risk factors pay 

more for their insurance. In general, results of predictions based on the same patient data 

can be very different when clinical and statistical strategies are used (Grove, 2005), but 

data from more than 136 studies support the conclusion that statistical predictions are 
validity  the degree to which a test measures 
what it is intended to assess
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more accurate than clinically based predictions (Grove et al., 2000). Statistical prediction 

is used in the practice of evidence-based medicine when data are available to predict who 

will benefit from which treatments. Clinical judgment, however, is useful when relevant 

statistical data do not exist and when new hypotheses need to be developed. Clinician 

judgment also plays a role in the use of the structured interview procedures discussed in 

the “Clinical Interviews” section of this chapter.

DEVELOPMENTAL AND CULTURAL CONSIDERATIONS

Many factors affect a clinician’s choice of assessment techniques and instruments, but 

probably one of the most important factors is the patient’s age and developmental sta-

tus. The nature of the tests chosen, the normative values against which patient scores 

are compared, the people involved in the testing process, and the testing environment 

can vary significantly depending on whether the person to be assessed is a child, an 

adolescent, an adult, or an elderly person. The assessment of cognitive abilities in 

children who are too young to read, for example, requires different tests than those 

used with educated adults (Anastasi & Urbina, 1997). The abilities of older adults 

with significant cognitive impairment must also be assessed with unique instruments 

that capture more specific symptoms of problems such as dementia (e.g., Dementia 

Rating Scale [DRS]; Mattis, 2001). Measures of psychological symptoms vary across 

age as well. Tests of psychological distress designed specifically for children, such as 

the Social Phobia and Anxiety Inventory for Children (SPAI-C; Beidel et al., 1995) 

and the Children’s Depression Inventory (CDI; Kovacs, 1992), typically have different 

questions, fewer response choices, and simpler wording than adult measures because of 

children’s limited (still developing) cognitive abilities. Unique measures of psychologi-

cal symptoms such as the Geriatric Depression Scale (GDS) also exist for older adults 

(Sheikh & Yesavage, 1986); they have content and response choices that better match 

the experience and cognitive skill of older people than tests not specific for them.

The assessment process itself may also vary depending on the patient’s age. For 

example, different people may be involved in the assessment process if the patient 

is a child, an adult, or an elderly person with dementia. When assessing children, 

input from parents and teachers is essential. For older adults with cognitive limita-

tions, obtaining input from another adult who spends time with the patient is helpful. 

Children who are unable to read and older people with limited vision may also need 

help completing self-report measures. Young children with limited attention capacity 

and older adults with cognitive and/or physical limitations may also need short testing 

sessions with additional breaks.

The assessment process should also consider cultural factors. Many measures 

used routinely in psychological evaluations were originally developed within the 

majority culture of the United States. Administering these measures to people with 

more diverse cultural backgrounds may produce biased results due to differences in 

educational backgrounds, language use, and cultural beliefs and values (Anastasi & 

Urbina, 1997). To address these issues, researchers have worked to develop “culture 

fair” assessments that take into account variables that may affect test performance. 

Many measures of psychological variables have been translated into other languages, 

and data from different minority groups have been collected (Novy et al., 2001). 

Simply translating measures into new languages, however, may not be sufficient to 

reflect other cultural influences. Thus, some measures of psychological performance 

have been developed that rely more on nonverbal skills. For example, the Leiter 

International Performance Scale—Revised (Roid & Miller, 1997) is a nonverbal test 
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of intelligence that requires no speaking or writing by either the examiner or the test 

taker. Some of the tasks on the test include categorizing objects or geometric designs, 

matching response cards to easel pictures, and remembering and repeating sequences 

of objects in the correct order. Measures like this help to increase the cross-cultural 

utility of psychological assessments.

ETHICS AND RESPONSIBILITY

Psychologists who administer psychological assessments must adhere to the American 

Psychological Association Code of Ethics (see Chapter 15). Section 9 of that code 

requires that psychologists only use tests on which they have received training. 

Psychologists must only use instruments that have good reliability and validity and are 

appropriate for the purpose of the examination. For example, it would be unethical 

for a psychologist to give a test if (a) he or she had not been trained to give the test, 

(b) the test had poor reliability and validity, or (c) the test was designed for adults but 

the psychologist used it to test a teenager. Furthermore, psychologists should not use 

outdated instruments, and they must obtain informed consent from the person whom 

they want to test (or in the case of a child, the parent). Informed consent indicates 

that the person to be tested understands the test’s purpose, its related fees, and who 

will see the results. In some cases, test results will be shared with employers or other 

health care professionals, so people need to be aware of confidentiality limits before 

the assessment begins. Testing data should remain confidential and be stored in a 

secure location, even assessments that occur via the Internet.

concept CHECK

� Clinical assessments are designed to gather information about a person’s symptoms and 

to help clinicians make decisions about the nature, status, and treatment of psychologi-

cal problems.

� Assessments can be used to screen people for psychological problems, to diagnose 

problems, to develop treatment plans, and to evaluate outcomes.

� Assessment instruments must be standardized with normative or self-referent data to 

allow useful interpretation of scores.

� To be useful, assessment measures must produce reliable (consistent) scores across time 

and across assessors.

� Assessment materials and procedures must consider the age and developmental level 

of the person being assessed as well as cultural factors that may affect performance or 

scores.

CRITICAL THINKING QUESTION What are some of the ways that psychological tests might 

produce biased or inaccurate results? What are some ways this could be avoided?

Assessment Instruments
Psychologists can select from a wide range of assessment instruments when planning 

an evaluation. The variety of available tests allows a psychologist to assess a patient’s 

difficulties thoroughly and from many different perspectives. Failing to conduct a 

thorough assessment can have disastrous consequences (see the earlier feature “Real 

People, Real Disorders: Cases of Misdiagnosis”). Choosing the best set of instruments 

depends on the goals of the assessment, the properties of the instruments, and the 
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nature of the patient’s difficulties. Some instruments ask patients to evaluate their own 

symptoms (self-report measures); others require a clinician to rate the symptoms (clinician-

rated measures). Some instruments assess subjective responses (what the patient 

perceives) and others objective responses (what can be observed). Some measures are 

structured (each patient receives the same set of questions), and others are unstructured

(the questions vary across patients). When a number of tests are given together, the 

group of tests is referred to as a test battery. We turn now to the major categories of 

assessment instruments including clinical interviews, psychological tests, behavioral 

assessment, and psychophysiological assessment.

CLINICAL INTERVIEWS

Clinical interviews consist of a conversation between an interviewer and a patient, the 

purpose of which is to gather information and make judgments related to the assess-

ment goals. Interviews can serve any of the major purposes of assessment including 

screening, diagnosis, treatment planning, or outcome evaluation. They also can be 

conducted in either an unstructured or structured fashion.

Unstructured Interviews  In an unstructured interview, the clinician decides what ques-

tions to ask and how to ask them. Typically, the initial interview is unstructured, which 

allows the clinician to get to know the patient and help the clinician determine what other 

types of assessments might be useful. Another purpose of the initial interview is for the cli-

nician and patient to begin getting to know each other and develop a working relationship.

At the start of an initial interview, the clinician usually provides some education 

about the assessment process and then asks a series of questions about the patient’s dif-

ficulties. These questions can be open ended, allowing the patient flexibility to decide 

what information to provide (e.g., “Tell me about what brings you here today?”), or 

close ended, allowing the clinician to ask for specific information about a topic (e.g., 

“Have you been having crying spells?”). Both the presenting problem (the identified 

reason for the evaluation) and the clinician’s theoretical per-

spective guide the content and style of the questions. A psy-

chodynamic clinician, for example, might spend more time 

in an initial interview asking about the patient’s early history 

whereas a behavioral clinician might ask more questions about 

the sequence of events surrounding current symptoms. At the 

end of an initial interview, the clinician typically summarizes 

what has been learned and offers some guidelines about what 

will happen next.

The primary benefit of an unstructured interview is its 

flexibility: It allows the clinician to move in whatever directions 

seem most appropriate, following up on the patient’s comments. 

The major limitation is its potential unreliability. It is quite pos-

sible, for example, that two different interviewers could come to 

very different conclusions about the same patient if their inter-

views did not include the same topics or ask the same questions. 

For instance, if the interviewer does not ask questions about alcohol use and a patient is 

reluctant to bring up this topic, the interviewer may erroneously conclude that some other 

difficulty (e.g., depression) is the major cause of the presenting problem when in fact the 

patient is drinking heavily, missing work, and feeling depressed because of the likelihood 

of losing her or his job. Structured interviews help to minimize such problems.

clinical interview  a conversation between 
an interviewer and a patient whose purpose 
is to gather information and make judgments 
related to assessment goals

unstructured interview  a clinical interview in 
which the clinician decides what questions to 
ask and how to ask them

You may have participated in a market 
research survey when someone stopped you 
in a public place and asked you a specific set 
of questions. Psychological structured inter-
views are conducted in the psychologist’s 
office but also consist of a series of questions 
designed to identify the person’s symptoms.

learning objective 3.3
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Structured Interviews   In a structured interview, the clinician asks each patient the 

same standard set of questions, usually with the goal of establishing a diagnosis. In 

the case of semistructured interviews, after the standard question, the clinician uses 

less structured supplemental questions to gather additional information as needed. 

Structured or semistructured interviews are used frequently in scientifically based clin-

ical practice and in clinical research (Summerfeldt & Antony, 2002), and they increase 

the reliability of the interview process. Although a patient’s scores still rely on clinician 

judgment, the consistency in content and the order of questions increases the likeli-

hood of agreement across interviewers.

Many structured and semistructured interviews are available to help clinicians make 

diagnoses. Choosing one depends on the goal of the assessment, the clinician’s knowl-

edge of and training with the particular interview, and the properties of the interview 

itself (length, content focus, reliability, etc.). Some structured interviews are designed to 

be used with adults; others are intended for use with children. In some cases, structured 

interviews provide a broad overview of many diagnostic categories while others are more 

focused on particular sets of diagnoses (e.g., anxiety, depression). Frequently, a more 

focused interview is used after an unstructured screening interview indicates that certain 

diagnoses may be appropriate. Focused interviews can be useful in research settings in 

which it is often important to make sure that all patients in a study have similar diagnoses. 

These interviews are also important in clinical practice so that a provider has sufficient 

details about a diagnosis to design an appropriate treatment plan. The drawback of struc-

tured interviews is that the interviewer has less flexibility with regard to questioning.

PSYCHOLOGICAL TESTS

Psychological tests measure hundreds of dimensions, ranging from personality, to 

intelligence, and to specific symptoms. The following sections provide an overview 

of different types of psychological tests that measure dimensions such as personality 

characteristics, general levels of psychological functioning, intelligence, and behavior.

Personality Tests    The choice of a personality test, which measures personality 

characteristics, depends on its purpose and on whether one is assessing a healthy 

population or a clinical sample, although many personality tests measure overlap-

ping concepts. Perhaps the best-known personality test is the Minnesota Multiphasic 

Personality Inventory (MMPI), developed in 1943 by Starke Hathaway and 

J. Charnley McKinley, a psychologist and psychiatrist, respectively, from the 

University of Minnesota (Graham, 2000). To develop the 567-item, pencil-and-paper

test, they used a then innovative technique that overcame some of the subjectivity of 

earlier scoring approaches. Using a method known as empirical keying, they developed 

statistical analyses to identify items and patterns of scores that differentiated various 

groups (e.g., patients with and without depression). Only items that differentiated the 

groups were retained. The MMPI also includes statistical scales to evaluate a number 

of test-taking behaviors. For example, a Lie scale identifies people who may not wish 

to describe themselves accurately. Other scales determine whether someone is “fak-

ing good” (describing oneself as more psychologically healthy than one is) or “faking 

bad” (presenting oneself as more psychologically distressed than is actually true); many 

clinical scales assess specific psychological characteristics.

A revised version of the MMPI, the MMPI-2, includes nine validity scales and 

ten clinical subscales: hypochondriasis, depression, hysteria, psychopathic deviance, 

masculinity-femininity, paranoia, psychasthenia (anxiety), schizophrenia, hypomania, 

and social introversion. Nine restructured clinical subscales were also designed to 

structured interview  a clinical interview in 
which the clinician asks a standard set of ques-
tions, usually with the goal of establishing a 
diagnosis

personality test  a psychological test that 
measures personality characteristics
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improve validity and relate more directly to newer theories of personality: demoraliza-

tion, somatic complaints, low positive emotions, cynicism, antisocial behavior, ideas 

of persecution, dysfunctional negative emotions, aberrant experiences, and hypomanic 

activation. The MMPI-2 is scored by a computer program that creates a profile that 

the testing psychologist can then interpret (see Figure 3.3). Serious concerns exist 

regarding the use of the MMPI-2 with ethnic minority samples, however, because the 

test was originally standardized on white samples (Butcher et al., 1989).

The Millon Clinical Multiaxial Inventory (MCMI) is a 175-item true-false inven-

tory that corresponds to eight basic personality styles (schizoid, avoidant, dependent, 

histrionic, narcissistic, antisocial, compulsive, passive-aggressive; see Chapter 11), three 

pathological personality syndromes (schizotypal, borderline, paranoid), and nine symp-

tom disorders scales (anxiety, somatoform, hypomanic, dysthymia, alcohol abuse, drug 

abuse, psychotic thinking, psychotic depression, psychotic delusions). The MCMI 

has adequate reliability and validity, and clinicians sometimes prefer it to the MMPI 

because it requires less time to complete. There also are concerns, however, that the 

MCMI does not match well the categories of disorders as they are described in the 

DSM system and that this test also is culturally biased.

General Tests of Psychological Functioning  These assessments gather general infor-

mation about the mental functioning of people who participate as healthy controls 

in a research study. The tests can also be used to compare general levels of functioning 

across groups or populations or to test people before and after a specific event or inter-

vention. They do not focus on one specific symptom area, such as depression or anxi-

ety, but give a broad overview of how well a person is functioning psychologically.

FIGURE 3 .3

The MMPI yields scores on several clinical 
subscales. It is scored by a computer that 
produces a personality profile.
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The Global Assessment of Functioning Scale (GAF; see Figure 3.4) is a rating 

assigned by a clinician to describe a patient’s overall functioning and well-being. The 

clinician chooses a number on a scale from 0 to 100 to indicate how well the patient is 

functioning. The rating includes consideration of both symptom severity and level of 

impairment in social relationships and job or school performance. Comparing GAF 

scores can serve as a broad indicator of clinical improvement.

Another commonly used brief questionnaire is the 12-item General Health 
Questionnaire (GHQ) (Goldberg & Hillier, 1979). The GHQ  gives a snapshot of men-

tal health status over the previous weeks and can provide a meaningful change score. 

Each item is rated on a 4-point scale indicating degree of deviation from the individual’s 

usual experience. These are some example questions: Have you recently: . . . Been able 

to concentrate on what you’re doing? Lost much sleep over worry? Been able to enjoy 

your normal day-to-day activities? Been feeling reasonably happy, all things considered?

Neuropsychological Testing   Neuropsychological tests detect impairment in cogni-

tive functioning using both simple and complex tasks to measure language, memory, 

FIGURE 3 .4
Global Assessment of  
Functioning

Reprinted with permission from the 
Diagnostic and Statistical Manual of Mental 
Disorders, Fourth Edition, Text Revision 
(Copyright 2000). American Psychiatric 
Association.

91–100  Superior functioning in a wide range of activities, life’s problems never seem to get out of hand, 
 is sought out by others because of his or her many positive qualities. No symptoms.

  81–90  Absent or minimal symptoms (e.g., mild anxiety before an exam), good functioning in all areas, 
 interested and involved in a wide range of activities, socially effective, generally satisfied with life, 
 no more than everyday problems or concerns (e.g., an occasional argument with family members).  

  71–80  If symptoms are present, they are transient and expectable reactions to psychosocial stressors 
 (e.g., difficulty concentrating after family argument); no more than slight impairment in social 
 occupational, or school functioning (e.g., temporarily falling behind in schoolwork).

  61–70  Some mild symptoms (e.g., depressed mood and mild insomnia) OR some difficulty in social 
 occupational, or school functioning (e.g., occasional truancy or theft within the household), 
 but generally functioning pretty well, has some meaningful interpersonal relationships.

  51–60  Moderate symptoms (e.g., flat affect and circumstantial speech, occasional panic attacks) OR 
 moderate difficulty in social, occupational, or school functioning (e.g., few friends, conflicts 
 with peers or co-workers).  

  41–50  Severe symptoms (e.g., suicidal ideation, severe obsessional rituals, frequent shoplifting) OR 
 any serious impairment in social, occupational or school functioning (e.g., no friends, unable 
 to keep a job).  

  31–40  Some impairment in reality testing or communication (e.g., speech is at times illogical, obscure, 
 or irrelevant) OR major impairment in several areas, such as work or school, family relations, 
 judgment, thinking, or mood (e.g., depressed man avoids friends, neglects family, and is unable 
 to work; child frequently beats up younger children, is defiant at home, and is failing at school).

  21–30  Behavior is considerably influenced by delusions or hallucinations OR serious impairment in 
 communication or judgment (e.g., sometimes incoherent, acts grossly inappropriately, suicidal 
 preoccupation) OR inability to function in almost all areas (e.g., stays in bed all day, no job, 
 home, or friends).  

  11–20  Some danger of hurting self or others (e.g., suicidal attempts without clear expectation of death; 
 frequently violent; manic excitement) OR occasionally fails to maintain minimal personal hygiene 
 (e.g., smears feces) OR gross impairment in communication (e.g., largely incoherent or mute). 

    1–10   Persistent danger of severely hurting self or others (e.g., recurrent violence) OR persistent inability 
 to maintain minimal personal hygiene OR serious suicidal act with clear expectation of death. 

          0   Inadequate information. 
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attention and concentration, motor skills, perception, abstraction, and learning abili-

ties. Performance on these tasks provides insight into the functioning of the brain.

The Halstead-Reitan Neuropsychological Battery (Reitan & Davidson, 1974) is 

widely used to evaluate the presence of brain damage. The battery differentiates healthy 

individuals from those with cortical damage and includes 10 measures of memory, 

abstract thought, language, sensory-motor integration, perceptions, and motor dexterity.

Another commonly used neuropsychological assessment is the Wisconsin Card 

Sorting Test (WCST), which measures set shifting, or the ability to think flexibly as the 

goal of the task changes (see Figure 3.5). The test taker looks at four stimulus cards, 

each respectively displaying a red triangle, two green stars, three yellow crosses, and 

four blue circles. Then, the test taker is given additional cards and asked to match each 

to the original four stimulus cards. The examiner does not explain how to match the 

cards, but states whether the match is correct based on a specific rule known only to 

the examiner. The rule is then changed based on the success of the test taker, and the 

test continues for 128 trials or until all rule changes, or “achieved categories,” have been 

completed (Psychological Assessment Resources. Computerised Wisconsin Card Sort 

Task Version 4 (WCST). Psychological Assessment Resources; 2003). Completion of 

the card test requires attention, working memory, and visual processing. The WCST 

is considered a frontal lobe test because individuals with frontal lobe lesions do poorly 

on it. Because it discriminates between frontal and nonfrontal lesions, it is useful for 

testing patients with schizophrenia, brain injuries, and neurodegenerative diseases 

such as dementia or Parkinson’s disease, who often have brain damage in these areas 

(Psychological Assessment Resources. Computerised Wisconsin Card Sort Task 

Version 4 (WCST). Psychological Assessment Resources; 2003).

FIGURE 3 .5

This test measures set shifting, the ability to 
display flexibility in thinking. It is used to test 
patients with brain disorders.
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Other commonly used neuropsychological assessments include the Bender Visual 

Motor Gestalt Test (see Figure 3.6), a simple screening tool often used to detect prob-

lems in visual-motor development in children and general brain damage and neurologi-

cal impairment (Piotrowski, 1995), and the Luria-Nebraska Neuropsychological Battery 

(Golden et al., 1980). The Luria-Nebraska is similar to the Halstead-Reitan test but 

is a more precise measure of organic brain damage. In contrast to many batteries, the 

Luria-Nebraska uses an unstructured qualitative method, generating 14 scores includ-

ing motor, rhythm, tactile, expressive speech, writing, reading, arithmetic, memory, 

intellectual processes, and left and right hemispheric function. Clinicians are trained to 

administer neuropsychological batteries to ensure a standardized approach to adminis-

tering the tests. In this way, we know that scores are comparable across testers.

Intelligence Tests  Although their results are often misinterpreted, intelligence tests 

are some of the most frequently used tests among psychologists. Created to predict 

success in school, these tests were designed to produce an intelligence quotient, or IQ  , 

score. Children were tested on a series of questions that reflected cognitive abilities 

at different ages. Performance on the test yielded a score known as the child’s mental 

age. This number was then divided by his or her chronological age, and the resulting 

number was the child’s IQ. Today, scoring focuses on an individual’s performance 

relative to his or her age-matched peers. IQ scores are standardized so that the mean 

is 100 and the standard deviation is 15. This means that a person with an IQ of 130 is 

two standard deviations above the mean and has performed quite well on the test rela-

tive to the rest of the population. IQ scores generally predict academic performance in 

traditional learning environments, but there is always individual variation. IQ scores 

do not represent the broader concept of intelligence, which is considered by some 

FIGURE 3 .6

This neuropsychological test is often used to 
detect brain damage or neurological impair-
ment. The patient’s attempts to copy the fig-
ures (A) show whether damage or impairment 
is present (B). Nevid/Rathus/Greene. Abnormal 
Psychology in a Changing World, 5th ed., p. 91. 
Copyright © 2008 Pearson/Prentice Hall. Reprinted 
by permission.
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intelligence test  a test that measures intel-
ligence quotient (IQ)

intelligence quotient  a score of cognitive 
functioning that compares a person’s perfor-
mance to his or her age-matched peers
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theorists to include creativity, artistic and athletic abilities, 

and other behaviors.

The origin of the IQ test began in France at the turn of 

the twentieth century with psychologist Alfred Binet and his 

colleague Theodore Simon, who were commissioned by the 

French government to create a test to predict academic success. 

In 1916, Lewis Terman at Stanford University translated a 

revised edition of Binet’s instrument for use in English, which 

was subsequently named the Stanford-Binet Intelligence Scale.

Since its conception, the Stanford-Binet has gone through 

many revisions and is currently in its fifth edition. Subtests 

within the Stanford-Binet assess both verbal and nonverbal 

skills. The most recent version was standardized on 4,800 peo-

ple, and the test items were evaluated for any kind of bias based 

on the demographic characteristics of the test takers (whether 

responses to any items would be biased for anyone based on sex, 

ethnicity, age, etc.). The test’s validity was evaluated against other well-validated intel-

ligence tests including the previous editions of the Stanford-Binet Intelligence Scale and the 

Weschler Adult Intelligence Scale, another widely used intelligence test. Extensive research 

suggests that the Stanford-Binet is appropriate for measuring intelligence among people 

with low intellectual functioning as well as among those at the highly gifted end of the 

continuum.

First published by David Wechsler in 1955 and currently in its fourth edition, 

the Wechsler Adult Intelligence Scale (WAIS-IV) (Wechsler, 2008) is one of the most 

commonly used general tests of intelligence to evaluate patients, students, employees, 

criminals, and other population subgroups. Initially adapted from the intelligence tests 

used by the Army, the test was based on Wechsler’s definition of intelligence as “the 

aggregate or global capacity of the individual to act purposefully, to think rationally, 

and to deal effectively with his [sic] environment” (Weschler, 1939, p. 229).

The WAIS-IV produces four index scores: Verbal Comprehension Index 

(VCI), Working Memory Index (WMI), Perceptual Reasoning Index (PRI), and 

Processing Speed Index (PSI). The combination of these four index scores creates a 

composite Full Scale IQ (FSIQ) score. Each of the four index scores reflects a person’s 

performance on a group of subtests that measure similar intellectual skills. VCI sub-

tests measure verbal reasoning (e.g., the ability to describe how two objects are alike), 

general fund of knowledge, the ability to define words, and understanding of social 

expressions (e.g., “killing two birds with one stone”). WMI subtests assess attention, 

concentration, and memory by asking people to recall sequences of digits forward and 

backward, perform mental math problems, and remember sequences of letters and 

numbers. PRI and PSI subtests all require the test taker to perform certain tasks as 

quickly as possible. PRI subtests measure skills such as attention to detail (e.g., what 

is missing from a certain picture), nonverbal reasoning (putting puzzles together), and 

spatial perception (arranging blocks to match a printed design). PSI subtests assess 

visual-motor coordination and visual perception by asking test takers to determine 

whether a target symbol is in an array of symbols and to copy numbers that correspond 

with symbols into a grid. For these tasks, speed and accuracy are considered.

Taking a little more than 60 minutes to administer, the WAIS-IV (Wechsler, 

2008) assesses cognitive functioning in people aged 16 to 90 matched to the 2005 U.S. 

Census data with respect to sex, socioeconomic status, ethnicity, educational attain-

ment, and geographical location. For children under age 16, the Wechsler Intelligence 

Assessment must consider a person’s devel-
opmental age. Tests for children have simple 
wording and few response choices.
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Scale for Children (WISC-IV, 6–16 years) and the Wechsler Preschool and Primary 

Scale of Intelligence (WPPS-III, 21
2 –7 years) are used.

The measurement of intelligence has always been controversial. This is one area 

in which the roles of nature and nurture have been hotly debated. In addition to ques-

tions about how these factors influence intelligence, our conceptualization of intel-

ligence has changed over time. In contrast to Wechsler’s early approach to measuring 

cognitive function, current tests of intelligence recognize and assess various subtleties 

and components of intelligence. Even more intriguing are advances in neuroscience 

that give us glimpses into the brain and the nature of brain activity associated with 

various tasks that reflect different aspects of intelligence.

Another controversy involves the bias of intelligence measures along the dimensions 

of sex, socioeconomic status, and racial, ethnic, and cultural background (Shuttleworth-

Edwards et al., 2004). Many argue that because intelligence tests are standardized pri-

marily on white male populations, they are inappropriate for women, ethnic minorities, 

non-English speakers, and people who are physically challenged (Suzuki et al., 2001). 

Research is ongoing to develop tests that are free of such potential biases.

Intelligence tests have additional pitfalls. Most importantly, they do not and 

cannot reflect all types of intelligence. Intelligence is a multifaceted and complex 

concept, and many believe that its measurement should not be limited to testing 

attention, perception, memory, reasoning, and verbal comprehension (Gottfredson, 

1997). The IQ tests currently in use do not capture other facets of intelligence such as 

Michael Jordan’s skills on the basketball court or Claude Monet’s extraordinary talent 

as a painter. However, provided that an IQ score is not used as a measure of the broad 

concept of intelligence, it has useful applications, most notably the prediction of aca-

demic success and the assessment of performance deficits and inequalities, cognitive 

impairment, and mental retardation.

Projective Tests   Projective testing emerged from psychoanalytic theory. Two widely 

used projective tests are the Rorschach Inkblot Test and the Thematic Apperception Test.

The Rorschach, first published in 1921, was developed by a Swiss psy-

chiatrist, Hermann Rorschach. The patient taking this test is presented 

increasingly complex and ambiguous inkblots (see Figure 3.7). The first 

blots are rather simple black and white images, and the later blots are 

more complex and colorful. The test’s rationale is that when given such 

ambiguous stimuli, the patient “projects” a unique interpretation onto 

them that reflects his or her underlying unconscious processes and con-

flicts. Holding the Rorschach to our standards of reliability and validity 

would be a considerable task. Although Rorschach died before he could 

develop a reliable scoring system, clinical psychologist John Exner con-

structed a rigorous system for standardized administration and scoring of 

the test known as the Comprehensive System (CS). The CS is a multivol-

ume work that breaks the inkblot test into a complex matrix of variables. 

These variables are interpreted and scored to form a Structural Summary, 

which the clinician can use to understand the person’s personality traits 

and psychological functioning (Exner, 2005). Despite these valiant 

attempts to impose structure on the Rorschach, many criticisms remain, 

and its usefulness is highly questionable (see the feature “Examining the Evidence: The 

Rorschach Inkblot Test”).

Researchers at the Harvard Psychological Clinic developed another popular pro-

jective test, the Thematic Apperception Test (TAT), in 1935. The test taker is asked 

projective test  a test derived from psycho-
analytic theory in which people are asked to 
respond to ambiguous stimuli

FIGURE 3 .7

What does this look like to you?
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examining 

� The Facts Despite some declining popularity in recent 
years, the Rorschach remains a frequently used psycho-
logical test that graduate students in clinical psychology are 
often trained to administer (Lilienfeld et al., 2000). Exner’s 
Comprehensive System (CS) is the most commonly taught 
administrative and scoring procedure. It results in more than 
180 scores usually referred to as CS scores. However, the utility 
of the measure is a hotly contested issue in the psychological 
community with many scientific articles praising or criticizing 
the test. Its proponents contend that it elicits a type of informa-
tion from patients that other psychological measures do not 
obtain and that is important for clinical decision making. Its 
critics point to three major limitations: the test’s reliability, the 
adequacy of normative data, and the validity of scores. Is the 
Rorschach Inkblot Test useful? Let’s examine the evidence.

� The Evidence

1. As evidence of reliability, proponents note that 75% of CS 
scores have adequate interrater agreement (Wood et al., 
2006), and the reliability of summary CS scores (based on 
sums of individual scores) is higher than the reliability of 
individual items (Hibbard, 2003).

2. As evidence for the adequacy of normative data, propo-
nents note that data have been collected on approximately 
600 people (including nonpatient adults, children, and 
various patient groups) and are adequate for interpretation 
in psychological assessment. The overdiagnosis of mental 
health problems in other groups when they are compared 
with the normative sample (a significant problem for the 
Rorschach) may be explained by the healthier nature of the 
normative samples, changes in scoring procedures since 
the original normative data were collected, increased psy-
chopathology in society over time, and/or inadequate scor-
ing in subsequent studies (Hibbard, 2003).

3. With respect to validity, proponents note that validity 
coefficients from research studies may underestimate the 
test’s utility because the Rorschach is most useful when 
responses are integrated into an individualized assessment 
(Meyer et al., 2001). In other words, validity increases when 
clinicians use their clinical judgment to integrate Rorschach 
results with other assessment scores. This process may be 
too complex to be validated (Meyer et al.).

� Let’s Examine the Evidence

1. What does it mean if 25% of CS scores do not meet tradi-
tional standards of interrater reliability (Wood et al., 2006)? 
In a test of this type, is the fact that only 75% of the scores 
are reliable “good enough”? Furthermore, test-retest reli-
ability for most scores has not been adequately examined 
(Lilienfeld et al., 2000).

2. Normative data published by Exner and his colleagues are 
outdated. They were collected during the 1970s and 1980s 
and not consistently scored according to the most recently 
established procedures. This leads to overdiagnosis of indi-
viduals as having significant mental health problems when, 
in fact, they do not (Garb et al., 2005).

3. Adequate validity data exist for only 20 of more than 
180 CS scores including those that detect psychotic 
disorders, dependency, and treatment outcome. Another 
160 CS scores have not yet been demonstrated to be 
valid, yet they continue to be used to make important 
judgments about people’s psychological status (Wood 
et al., 2006).

� Conclusions Critics and advocates of the Rorschach agree 
that empirical data support the utility of some CS scores 
used for certain purposes. They also agree that many CS 
scores have not yet been studied adequately enough to 
evaluate their usefulness. Differences of opinion beyond 
these areas of agreement largely reflect the degree to 
which psychologists rely on empirical data versus clinician 
judgment in the assessment process (Garb et al., 2005). 
Scientifically based psychologists oppose the use of assess-
ment tools that are not empirically validated, and therefore 
they do not support using unvalidated CS scores in the con-
text of psychological decision making. People in this camp 
also point to the lack of evidence that clinical judgment 
improves predictions (see the discussion of clinical versus 
statistical prediction in this chapter). Yet, proponents of the 
Rorschach, many of whom define themselves as scientist–
practitioners, continue to argue for the clinical utility of 
patient responses even when relevant empirical data are not 
available. Still others hang inkblots on their walls as artistic 
mementos of psychology’s past.
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to make up a story about each of the black and white images on a series of 31 cards. 

The examiner interprets each story without a formalized scoring system and is free 

to evaluate the response from within his or her own theoretical orientation. As with 

the Rorschach, many clinicians believe that the test taker’s descriptions of the images 

provide insight into the person’s psychological processes and unconscious. Given the 

qualitative nature of the test data and the absence of rigorous scoring and interpreta-

tion methods, the TAT remains a subjective test.

Despite their weaknesses, projective tests remain popular in some circles. Even when 

the tests are not used as part of an actual diagnostic battery, many clinicians use them at 

the start of therapy to “get the patient talking.” For patients who have difficulty discussing 

their emotions, such tests may help them get in touch with what they are feeling.

Tests for Specific Symptoms   In addition to tests of general psychological function-

ing, we also need assessment tools that provide reliable and valid measures of specific 

types of symptoms, such as depression and anxiety. When testing treatments, we want 

to know how well certain treatments reduce symptoms of a particular disorder (e.g., 

which of two treatments better reduces the specific symptoms of depression). A thera-

pist treating someone for a particular problem, such as test anxiety, may administer a 

questionnaire that measures severity of test anxiety over the course of treatment to see 

how well the intervention is working. Many scales have been developed for just this 

purpose. Some are clinician-administered assessments and others are self-report.

The Brief Psychiatric Rating Scale (BPRS) (Overall & Gorham, 1988) is a clinician-

administered scale that assesses many different psychological symptoms including 

bodily concerns, anxiety, emotional withdrawal, guilt feelings, tension, mannerisms and 

posturing, depressed mood, hostility, suspiciousness, hallucinations, motor retardation, 

uncooperativeness, unusual thought content, reduced emotional response, excitement, 

and disorientation. Other tests are more limited in scope, assessing the symptoms of 

one particular disorder. These disorder-specific scales exist for virtually every psychi-

atric disorder. Depressive symptoms, for example, are commonly assessed by the Beck 

Depression Inventory–II (BDI–II) (Beck et al., 1996), a 21-item self-report question-

naire. The Beck Anxiety Inventory (BAI) (Beck & Steer, 1993) is a 21-item self-report 

measure of anxiety that focuses on the severity of anxiety symptoms. The use of such 

specific scales by different researchers has the added advantage of allowing compari-

sons of treatment effects across different studies and patient groups. Clinicians who use 

these measures are also better able to evaluate their patients’ progress during treatment.

BEHAVIORAL ASSESSMENT

Carla had no idea when she first visited a behavior therapist to talk about her panic 

attacks that she would have “homework.” Actually, the therapist assigned some at the 

end of the very first session! When their session was close to ending, he handed her some 

forms that he called practice records. He asked Carla to use these forms to record every 

panic attack she had during the next week and every time she avoided doing something 

that she thought might lead to a panic attack (e.g., going to grocery stores or movie the-

aters, driving on the freeway). The therapist also told Carla that he would be going with 

her to some of the frightening places that seemed to produce the panic so that he could 

learn more about her symptoms. That was a little scary, but she was glad that someone 

was finally going to help her figure out what was going on.

Many of the assessment instruments discussed so far measure internal, endur-

ing states, such as intelligence and personality that may underlie psychological problems. 
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Behavioral assessment is different. This approach relies on applying the principles of learn-

ing to understand behavior, and its ultimate goal is a functional analysis (Haynes et al., 

2006). When conducting a functional analysis (also known as behavioral analysis or func-

tional assessment), the clinician attempts to identify causal (or functional) links between 

problem behaviors and contextual variables (e.g., environmental and internal variables that 

affect the problem behavior). Recalling the principles of classical and operant conditioning 

(see Chapter 1), we know that events that precede or follow certain symptoms or behaviors 

can have powerful effects in causing or maintaining those symptoms. Thus, to identify 

causal links, we need to look at both antecedents and consequences of the behavior.

To identify antecedents and consequences of behavior, a behavioral assessment 

often starts with a behavioral interview. The interviewer asks very specific questions to 

discover the full sequence of events and behaviors surrounding the patient’s primary 

problems. In Carla’s case, the therapist might ask her to describe in detail her most 

recent panic attack—where she was, whom she was with, and what she was doing 

or thinking when she noticed the first symptoms. After those first symptoms, what 

did she think, feel, and do? What happened to the panic as a result of what she was 

thinking, feeling, and doing? What did other people do and when? All of these details 

might reveal that Carla was in the grocery store alone worrying about having a panic 

attack and monitoring her body for signs of one when she first noticed her heart rate 

increasing. She then might have pushed the cart to the side of the aisle and raced to 

the front door. After leaving the store so suddenly, she felt embarrassed but also com-

pletely relieved that the symptoms of panic were subsiding. When she got home and 

told her husband, he felt sorry for her and gave her a big hug.

Learning about the specific sequence of events can help a clinician identify impor-

tant functional relationships. In Carla’s case, thoughts and expectations about panic may 

lead her to monitor her body for signs, perhaps noticing symptoms that are normal but 

that nonetheless frighten her because they have become a cue for panic. Noticing poten-

tial panic symptoms leads her to escape from the situation (leave the store), which reduces 

the panic symptoms and reinforces her need to escape in order to control the symptoms. 

Her husband’s comforting hug further reinforces her fear of panic. A good behavioral 

interview can uncover many different potential relationships. Other assessment tools that 

behavior therapists use include self-monitoring and behavioral observation.

Self-Monitoring  Carla’s homework assignment to record her episodes of panic is an 

example of self-monitoring, a process in which a patient observes and records his or 

her own behavior as it happens (Compas & Gotlib, 2002). Psychological question-

naires are retrospective; that is, they ask about symptoms the patient may have had over 

the past week or past month. In contrast, self-monitoring requires patients to record 

their symptoms when they occur, allowing real-time information about the frequency, 

duration, and nature of the symptoms. Self-monitoring can contribute to a functional 

analysis if patients record contextual variables (aspects of the environment in which 

the behavior takes place) and sequences of events and behaviors (see Figure 3.8). Self-

monitoring now incorporates technology such that people are asked to record mood 

and behaviors using mobile phones and Web-based applications (Agarwal & Lau, 

2010; Sinadinovic et al., 2010; Mouton-Odum et al., 2006).

Self-monitoring can also create a record of how often problem behaviors are 

occurring before treatment begins and how symptoms change over time. For example, 

before treatment begins, a woman who is monitoring her weight might record every 

food or drink item that she consumed that day and be surprised to find that she has six 

functional analysis  a strategy of behavioral 
assessment in which a clinician attempts to 
identify causal links between problem behav-
iors and environmental variables; also called 
behavioral analysis or functional assessment

self-monitoring  a procedure within behav-
ioral assessment in which the patient observes 
and records his or her own behavior as it 
happens
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“snacks” per day. As treatment progresses, the number of snacks she eats may decline 

to four, then to two, and finally to one snack per day. Self-monitoring is an important 

component of treatment because the act of recording symptoms by itself may increase 

patients’ awareness of a problem behavior and reduce its frequency.

Behavioral Observation  Behavioral observation also involves measuring behavior as it 

occurs, but in this approach someone other than the patient monitors the frequency, dura-

tion, and nature of behavior. The first step is to define the behavior in a way that allows it 

to be clearly observed and reliably monitored. For a child with attention problems, particu-

lar problem behaviors must be specified, such as leaving one’s seat, speaking out of turn, 

and fidgeting (Compas & Gotlib, 2002). Simply asking raters to measure a global concept 

such as “inattentiveness” would lead to poor reliability across time and across raters.

Next, it is important to decide how to observe the behaviors of interest. Event 

recording involves monitoring each episode of the identified behavior, such as count-

ing the number of times a child gets out of his or her seat, speaks out of turn, or 

fidgets during the school day (Compas & Gotlib, 2002; Tyron, 1998). Using interval 

recording, the behavioral assessor measures the number of times the identified behav-

ior occurs during a particular interval of time (e.g., counting the number of times a 

child gets out of the seat during each 15-minute interval of a class period). Sometimes 

behavior can be observed in a natural environment. An assessor could go to a child’s 

classroom to observe behavior, or a therapist could accompany a patient to the scene of 

a problem behavior. In other cases, behavior must be observed in an analogue fashion. 

In these instances, the assessor creates a situation similar to those in which the prob-

lem occurs to allow direct observation. For example, a patient with speech anxiety may 

be asked to stand up behind a desk or podium and give a speech. The therapist can 

count the number of times the patient stutters, the duration of silences in the speech, 

the amount of eye contact the patient makes, and the like.

Actigraphy is a noninvasive way to measure activity level. The actigraph unit looks 

like a wristwatch and is typically on the wrist of the nondominant arm (a right-handed 

person wears the actigraph on the left wrist). The unit records vibrations associated 

with movement, allowing the researcher to detect different patterns of activity (sitting, 

running, sleeping). Actigraphy has been used often to assess sleep patterns and circa-

dian rhythms, daytime sleepiness, insomnia, and effects of sleep interventions (Troxel 

et al., 2010; Westermeyer et al., 2010), as well as movement in children with attention 

deficit hyperactivity disorder (Uebel et al., 2010).

What situation created stress today? 

How did you feel?

What thoughts/worries did you have?

What actions did you take to reduce anxiety?

What physical signs did you have?

[   ] anxious [   ] fearful
[   ] angry

[   ] muscle tension
[   ] rapid pulse

[   ] shaking
[   ] sweating[   ] worried, nervous

[   ] embarrassed [   ] sad
[   ] other: [   ] butterflies in stomach

[   ] shortness of breath [   ] other:

FIGURE 3 .8

Patients use such forms to monitor and record their own behavior.

behavioral observation  the measurement of 
behavior as it occurs by someone other than 
the person whose behavior is being observed
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Behavioral avoidance tests are often used to assess phobias and avoidance behav-

ior by asking a patient to approach a feared situation as closely as possible (Compas & 

Gotlib, 2002). A patient with a height phobia might be asked to climb an outdoor set 

of stairs as high as possible. The observer measures how close the person can approach 

the feared situation. As with self-monitoring, behavioral observation strategies can be 

used to evaluate the severity of symptoms at baseline (before treatment begins) and to 

assess the degree of change after treatment.

PSYCHOPHYSIOLOGICAL ASSESSMENT

Psychophysiological assessment measures brain structure, brain function, and nervous 

system activity. This type of assessment measures physiological changes in the nervous 

system that reflect emotional or psychological events. Different types of measurements 

assess a range of biochemical alterations in the brain or physiological changes in other 

parts of the body.

One of the oldest, most common, and least invasive types of psychophysiological 

measurements is electroencephalography (EEG). Researchers first measured and recorded 

brain waves in dogs in 1912, and by the 1950s, this method was used regularly through-

out the United States (Niedermeyer, 1999). Electrodes are placed on the scalp, or in 

unusual circumstances, in the cerebral cortex, to measure differences in electric voltage 

between various parts of the brain (Eisen, 1999). Electrode locations and names are 

standardized to ensure consistency across laboratories and clinical facilities.

The EEG is a useful research tool because it is noninvasive and requires little effort 

from the participant. In some instances, the brain activity is recorded when the participant 

is engaged in cognitive processing related to the presentation of a simple, evoked stimulus, 

called an event-related potential (ERP). Changes in brain activity are recorded together 

with a time-stamped presentation of the stimulus, which can take many forms including 

auditory (sounds), visual (flashes of light or images), olfactory (smells), and more cognitive 

stimuli that can engage memory, pattern recognition, or emotional responses, for example.

EEG patterns include both rhythmic activity and nonrhythmic patterns, and 

different wave frequencies signal relaxation, sleep, or comatose states. Nonrhythmic 

patterns may represent seizure activity. EEGs are useful tools for monitoring and diag-

nosing certain clinical conditions, such as a coma state and brain death, and for moni-

toring brain function while under anesthesia (Fein & Calloway, 1993).

Most people have heard about rapid eye movement (REM) sleep, 

but the second broad sleep stage is non-REM sleep when the eyes are at 

rest. Stages of sleep and wakefulness are divided into the following cat-

egories: Stage W (wakefulness), Stage N1 (NREM 1 sleep), Stage N2 

(NREM 2 sleep), Stage N3 (NREM 3 sleep), and Stage R (REM sleep) 

(Silber et al., 2007). During Stage W, beta waves dominate our brain 

activity. As we relax or begin to fall asleep, alpha waves dominate. The 

sleeper next moves through stage N1, which is marked by even slower 

theta waves and is experienced as drowsy sleep, then N2 when muscu-

lar activity decreases and the sleeper becomes consciously unaware of the 

external environment, and then N3 when slower delta waves predominate. 

This is the deepest sleep stage. When awakened from the N3 stage, we 

are likely to feel disoriented and groggy. Also during this stage, sleepwalk-

ing (somnambulism) and sleeptalking (somniloquy) occur, as well as night 

terrors and nocturnal enuresis (see Chapter 12).

The EEG has several advantages as a tool for exploring brain activity. It allows 

the assessment of very fast responses—measured at the level of a millisecond rather than 

behavioral avoidance test  the behavioral 
assessment strategy used to assess avoidance 
behavior by asking a patient to approach a 
feared situation as closely as possible

psychophysiological assessment  the evalu-
ation strategies that measure brain structure, 
brain function, and nervous system activity

The EEG is one of the oldest psychophysi-
ological assessments, often used in research 
because it is noninvasive. It records changes 
in brain activity.
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the second and minute level of other techniques. Moreover, EEG is the only measure 

that directly assesses electrical activity in the brain. However, an EEG cannot determine 

functioning in a specific brain region (Ebersole, 2002). Accordingly, recent research has 

combined EEG with functional brain imaging techniques (Koessler et al., 2007).

Another type of psychophysiological assessment measure is electrodermal activity

(EDA), formerly called galvanic skin response (GSR). This measurement capitalizes on the 

fact that the sweat glands on the palms of the hands are controlled by the peripheral nervous 

system and thus react to emotional states. If you’ve ever experienced sweaty palms, you know 

this feeling. EDA measures the changes in electrical conductance produced by increased or 

decreased sweat gland activity. EDA is a window into the presence of stress or anxiety.

A common type of psychophysical assessment incorporating EEG or EDA 

strategies is biofeedback (see Chapter 14). The term biofeedback was first coined in the 

late 1960s. Biofeedback refers to the use of electronic devices to help people learn to 

control body functions that are typically outside of conscious awareness, such as heart 

rate or respiratory rate. Biofeedback can be used to promote relaxation and to relieve 

pain. The goal of this assessment is to train patients to recognize and modify physi-

ological signals by bringing them under conscious control. You probably use a form of 

biofeedback in your daily life. If you feel yourself getting anxious and your heart rate is 

increasing, you might start taking some deep breaths to calm yourself. You recognized 

that your heart is beating fast, and you did something to try to reduce your arousal.

Clinical biofeedback uses the same process but more sophisticated equipment 

to detect and record physiological reactions and responses with great sensitivity. For 

example, a patient’s biosignals, such as heart rate, blood pressure, or muscle tension, 

can be recorded and converted into a detectable signal, such as a lightbulb that flashes 

every time heart rate exceeds 90 beats per minute. The patient responds to this visual 

signal by trying to relax tense muscles or slow heart rate. Then the light flashes less 

often, signaling the patient’s success. Clinical biofeedback is used to treat various 

psychological conditions including anxiety, panic, and attention-deficit/hyperactivity

disorder. In addition to pain, other medical conditions for which biofeedback can be 

helpful include migraine headaches (Nestoriuc & Martin, 2007), Raynaud’s disease 

(a circulatory disorder; Karavidas et al., 2006), temporomandibular joint (TMJ) 

dysfunction (Crider et al., 2005), fibromyalgia (Kayiran et al., 2010) epilepsy, incon-

tinence, digestive system disorders, high and low blood pressure, cardiac arrhyth-

mias, and paralysis (Association for Applied Psychophysiology and Biofeedback). 

Biofeedback is a vivid illustration of how feelings and emotions affect bodily functions 

and how changing emotional states can directly affect physical functioning.

In an exciting new area of research, scientists are studying how biological com-

pounds (such as the medication oxytocin) may enhance perceptual abilities, such as 

being better able to understand the emotions of others (see the feature “Research Hot 

Topic: Oxytocin and ‘Mind Reading’”). 

concept CHECK

� Clinical interviews usually occur early in the assessment process so that the clinician can 

begin to gather information and set assessment goals. These interviews can be adminis-

tered in either unstructured or structured format.

� Psychological tests are used to measure personality, general and cognitive functioning, 

intelligence, and specific clinical symptoms.

� Behavioral assessment including self-monitoring and behavioral observation is used to mea-

sure behavior and contextual (environmental) variables that cause and maintain the behavior.
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Assessment can take many forms. One fascinating advance 
is our ability to understand the association between under-

lying biology and observed social behaviors. Is it possible that 
the release of a hormone in the brain can affect our ability to 
form close relationships, to trust other people, and even to read 
minds? Researchers studying oxytocin, a naturally occurring 
substance in our bodies, have found that such a link may exist. 
For years, oxytocin was known only as a hormone involved in 
labor contractions and lactation. Now it appears that oxytocin 
can act as a neurotransmitter in the brain where it is associ-
ated with many complex social behaviors. Animal studies have 
shown that oxytocin increases both maternal behavior and pair 
bonding (Carter, 1998; Young & Wang, 2004). A preliminary 
and intriguing study in humans found that after people took 
oxytocin, they were more likely to trust another person with 
their money (Kosfeld et al., 2005). This initial glimpse into the 
possible role of oxytocin led researchers to wonder whether an 
increased ability to “read” people was part of the mechanism 
responsible for the reduction in social stress and apprehension 
and increased attachment behavior associated with oxytocin.

The ability to detect another’s thoughts and emotions 
purely through external observation, such as noticing facial 

expression, is integral to human social interaction. Referred to 
as mind reading, this practice of analyzing another’s emotional 
state based on external cues alone is critical not only in conver-
sation but also in the establishment and maintenance of trust.

Researchers (Domes et al., 2007) examined the effect of 
oxytocin on people’s ability to “read minds.” When asked to 
describe someone’s thoughts or feelings based on a picture of 
their eyes alone, participants who had been given oxytocin per-
formed better than those not given any hormone. This ability to 
sense another’s emotional state may facilitate social attachment 
and trusting behavior. Although the results must be viewed as 
preliminary, they provide an intriguing window into how our 
biology may influence our social functioning.

This information may also be useful in the future to 
researchers studying and treating patients with severe social 
impairments, especially autism (see Chapter 12). People with 
autism spectrum disorders have been shown to have a signifi-
cant impairment in “mind reading” as well as low plasma oxyto-
cin levels.

From Hill, E. I., & Frith, U. (2003). Understanding autism: Insights from mind 
and brain. Philosophical Transactions of the Royal Society B: Biological
Sciences, 358, 281–289.

research HOT topic

� Psychophysiological assessment measures changes in the nervous system as they relate 

to psychological or emotional events. The most common form of psychophysiological 

assessment is the EEG, a measure of electrical signals in the brain.

CRITICAL THINKING QUESTION What tests might you choose to conduct a psychological 

assessment for a patient who is having severe headaches, anxiety, trouble concentrating, 

and marriage difficulties?

Diagnosis and Classification
The use of a common language to describe observed clinical phenomena is critical to 

both clinical practice and research. The following discharge summary illustrates the 

use of such a common language as one clinician communicates to another clinician in 

a distant city as the patient is about to be transferred to that location.

Between 2007 and 2010, I treated Susan intermittently for recurrent major depression 

together with her primary care physician, who managed medication. In that interval, 

Susan experienced three episodes of major depression lasting between 4 weeks and 

4 months. Each time, she experienced marked low mood, anhedonia, agitation, early 

morning awakening, and problems with concentration. She reported frequent pas-

sive suicidal ideation but no active suicidal intent or plan. She was prescribed 40 mg 

fluoxetine/day and remained on the medication throughout this interval. After her initial 

learning objective 3.4



C H A P T E R  3102

course of cognitive-behavioral therapy, we contracted that she would contact me for 

booster sessions each time she identified a lowering of her mood.

These common terms for symptoms and categories allow the new clinician to 

develop a relatively accurate picture of the patient. Using diagnostic labels to describe 

sets of symptoms helps clinicians and researchers communicate about their patients. 

Deciding which diagnosis best fits a patient’s pattern of symptoms also helps the clini-

cian develop an appropriate treatment plan. The way clinicians refer to mental disorders 

has changed over the years as our understanding of these disorders continues to evolve.

HISTORY OF CLASSIFICATION OF ABNORMAL BEHAVIORS

In 1952 the American Psychiatric Association (APA) adopted a classification sys-

tem—the Diagnostic and Statistical Manual of Mental Disorders (DSM-I) (APA, 

1952)—from an earlier system developed in 1918 to provide the Bureau of the Census 

with uniform statistics about psychiatric hospitals. The 1952 DSM manual contained 

106 categories of mental disorders (Grob, 1994). From that point forward, the DSM 

has expanded. Published in 1968, the DSM-II (APA, 1968) listed 182 disorders in 

134 pages and reflected the dominant psychodynamic perspective of the time. 

Symptoms were described as reflections of broad underlying conflicts or maladaptive 

reactions to life problems rather than in observable behavioral terms (Wilson, 1993). In 

1974, the task force working to revise the DSM emphasized the importance of estab-

lishing more specific diagnostic criteria. The intention was to facilitate mental health 

research and to establish classifications that would reflect current scientific knowledge.

In the DSM-III (APA, 1980), categorization was based on description rather than 

assumptions about the causes of the disorder, and a more biomedical approach replaced the 

psychodynamic perspective (Wilson, 1993). The DSM-III, published in 1980, was more 

than three times the size of the earlier DSM and described twice as many diagnostic cat-

egories (265). The controversial expansion included many new diagnostic categories. For 

example, the former category of anxiety neurosis was divided into several different and dis-

tinct categories including generalized anxiety disorder, panic disorder, and social phobia. All 

subsequent revisions have maintained the structure of the DSM-III and have attempted to 

refine or improve this version rather than to overhaul the diagnostic system entirely. The 

next version, the DSM-III-R (APA, 1987) included not only revisions but also renaming, 

reorganization, and replacement of several disorders, which yielded 292 diagnoses (Mayes 

& Horwitz, 2005). In 1994, DSM-IV listed 297 disorders. This revision emerged from 

the work of a steering committee, consisting of work groups of experts who (a) conducted 

an extensive literature review of the diagnoses, (b) obtained data from researchers to deter-

mine which criteria to change, and (c) conducted multicenter clinical trials (Schaffer, 1996). 

DSM-IV-TR (APA, 2000), a “text” revision, was published in 2000 with most diagnostic 

criteria unaltered. This revision primarily provided updated information on each diagnosis 

and was more consistent with International Classification of Diseases-10 published by the 

World Health Organization (discussed later in this chapter). As we continue to learn more 

about psychopathology, the DSM continues to evolve. The next version, the DSM-V, is 

currently in production. Work groups have been formed, field trials to test diagnostic ques-

tions are underway, public comments have been elicited in response to drafts of new criteria, 

and the final document is scheduled to be released in May 2013.

Although many valid criticisms have arisen as a reaction to the DSM system, at its 

most useful, it provides a framework and common language for clinicians and researchers. 

The DSM system helps clinicians examine presenting problems and associated features 

and to identify appropriate assessments and treatments. Moreover, accurate classification 

Diagnostic and Statistical Manual of Mental 
Disorders (DSM)  a classification of mental 
disorders originally developed in 1952; has 
been revised over subsequent years and is a 
standard of care in psychiatry and psychology

The latest edition of the DSM lists 297 
psychological disorders.



assessment and diagnosis 103

of mental disorders is a critical element of rigorous research. Ideally, as research in neuro-

science and genetics progresses, we will see an increased reflection of underlying biology 

in the classification of mental disorders.

Most of the information presented in subsequent chapters of this book will cover 

the major clinical syndromes—what are known in everyday language as mental disor-

ders. The material will be organized mostly around disorders as they are defined in the 

DSM-IV-TR. Beyond listing diagnoses, however, the authors of the DSM wanted 

to devise a system that would offer more information about patients than a simple 

clinical diagnosis (e.g., depression). To do this, they created a multiaxial system that 

includes five dimensions or diagnostic axes on which patients’ behavior and function-

ing can be classified. Axis I is the primary dimension on which clinical syndromes are 

diagnosed. These include many of the syndromes you will learn about in this book 

(depression, anxiety, eating disorders, substance abuse, etc.). Axis II is the dimension that 

addresses long-standing difficulties such as personality disorders, which are described 

in Chapter 11, and developmental disorders, which are described in Chapter 12. 

Diagnoses assigned on both Axes I and II include categories with explicit criteria and 

decision-making rules about what symptoms are required in order to assign the diag-

nosis. Axis III is the dimension on which medical problems are described. These are 

important because many medical problems produce symptoms that overlap with or 

influence psychological symptoms. On Axis IV, the clinician can record any psycho-

social or environmental problems that may impact the patient’s behavior or function-

ing (e.g., a recent life stage change such as divorce, death of a family member, or job 

change). Axis V requires a global assessment of functioning and is based on the GAF 

scale described earlier in this chapter (see Figure 3.9).

Figure 3.9 illustrates a full DSM-IV-TR diagnostic characterization of Pauline, 

the woman described in the case at the start of this chapter. She had already been seeing 

a psychologist for anxiety and depression, which are diagnosed on Axis I. A thorough 

neuropsychological evaluation revealed that she had significant cognitive impairment, 

which was defined as Dementia of the Alzheimer’s Type (see Chapter 13).

An alternative to the DSM classification system is the International Classification 

of Diseases and Related Health Problems (ICD). Published by the World Health 

Organization (WHO; 1992), the ICD uses a code-based classification 

system for physical diseases and a broad array of psychological symp-

toms and syndromes. The ICD system for diagnosing mental disorders 

was developed in Europe at approximately the same time that the origi-

nal DSM was being developed in the United States, shortly after World 

War II. The first set of mental disorders was included in the ICD in 

1948. The APA and WHO have worked to coordinate the DSM and 

the relevant sections of ICD, although some differences remain. Like 

the DSM system, the ICD is regularly revised; it is currently in its tenth 

edition (ICD-10 in 1992).

The ICD has become the international standard diagnostic classifi-

cation system for epidemiology and many health management purposes. 

Beyond its use in classifying diseases and other health problems, the ICD 

is used for morbidity and mortality statistics for the WHO and for third-

party payers and insurance companies (WHO, 2007).

COMORBIDITY

Comorbidity refers to the presence of more than one disorder (see 

Chapter 2). Often a patient’s symptoms cannot be fully characterized 

multiaxial system  a system of diagnosis and 
classification used by the DSM that requires 
classifying a patient’s behavior on five differ-
ent dimensions

International Classification of Diseases 
(ICD)  a classification system for mental 
disorders developed in Europe that is an 
international standard diagnostic system for 
epidemiology and many health management 
purposes

Axis I: Generalized anxiety disorder

Major depression

Dementia of the Alzheimer’sType

Axis II: No diagnosis

Axis III: High blood pressure; Injury from fall

Axis IV: Recent fall

Axis V: Current GAF: 55

FIGURE 3 .9

Final Diagnostic: Psychologists Consider Psychological 
and Physical Disorder As Well As Recent Life Events and 
Current Functioning When Using the Multiaxial Diagnostic 
System.

comorbidity  the presence of more than one 
disorder
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or diagnosed using a single category. For example, a patient with depression may also 

experience anxiety (panic) attacks and an eating disorder. When more than one dis-

order is diagnosed, the disorders are said to be comorbid. Almost half of people who 

have one mental disorder have symptoms that meet the criteria for at least one other 

disorder (Kessler et al., 2005).

The term comorbidity may be misleading because it is unclear whether the co-

occurring diagnoses truly reflect the presence of distinct clinical disorders or whether 

they may actually be different manifestations of a single clinical disorder (Maj, 2005). 

However, the frequent co-occurrence of multiple psychiatric diagnoses cannot be ignored. 

Rates of comorbidity are high, and multiple theories exist to explain how the current 

diagnostic system may contribute to the common observation of comorbidity. For exam-

ple, it may result from “the rule laid down in the construction of DSM–III that the same 

symptom could not appear in more than one disorder” (Maj; Robins, 1994). Given this 

rule, anxiety cannot appear in the criteria for depression, although the DSM acknowl-

edges that patients with major depression are frequently anxious. Thus, the assessor is 

forced to turn to another diagnostic family in order to describe and record this prominent 

symptom. Another reason for increased comorbidity is the addition of new diagnostic 

categories with each new edition of the DSM. The DSM has nearly tripled in size since 

its first publication, encompassing more and more categories. If divisions between disor-

ders are made with finer and finer distinctions (which may not actually reflect nature), it 

is logical that the likelihood of concurrent diagnoses will increase (Maj).

HOW DO DEVELOPMENTAL AND CULTURAL FACTORS 
AFFECT DIAGNOSIS?

Understanding developmental and cultural variables is important when diagnosing dis-

orders. Separate DSM criteria describe patterns of abnormal behavior that are found 

primarily in children, and diagnostic criteria established for adults may not capture the 

experience of older people. Currently, we use the same DSM criteria to diagnose many 

disorders in younger and older adults, but we may need to create specialized criteria for 

people who are elderly and tend to experience and describe psychological symptoms in 

unique ways (as do children). For example, specialized criteria have been proposed to 

diagnose anxiety disorders in older adults with dementia for whom the current DSM 

criteria may not be appropriate (Starkstein et al., 2007).

Clinicians have also found that the prevalence of psychological disorders varies 

by sex. Women, for example, are more often diagnosed with depression and anxiety 

whereas men are more often diagnosed with substance abuse. Men and women may 

actually develop different disorders at different rates, perhaps with different genetic 

risk factors for certain syndromes. It is also possible that in some cases, a similar 

underlying difficulty, such as stress, may be expressed differently for men and women.

Symptoms and disorders may also be influenced by race and ethnicity. Culture-

bound syndromes are defined as sets of symptoms that occur together uniquely in certain 

ethnic or racial groups. Ataque de nervios, for example, is an anxiety syndrome that occurs 

uniquely among Latinos. In general, classification systems should consider the develop-

mental, demographic, and cultural variables that affect the experience and description of 

abnormal behavior. Some symptoms are universally applicable, but others are not.

WHEN IS A DIAGNOSTIC SYSTEM HARMFUL?

Despite the benefits of a diagnostic system for diagnosing and treating mental disorders, 

it has significant limitations. First, because many diagnostic categories require that a 

person have a specified number of symptoms from a longer list (e.g., four of six symptoms 
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listed might be required for a diagnosis), not all people with the same diagnosis experi-

ence the same symptoms. In addition, most diagnostic classifications do not require that 

the symptoms be connected to a particular etiology (cause); therefore, different patients 

with the same disorder may have developed the symptoms in different ways. Finally, two 

people who have the same diagnosis do not necessarily respond to the same treatments.

Diagnostic categories also can encourage stereotyped conceptions of specific dis-

orders. For example, imagine that a young woman has a grandfather who was diagnosed 

with bipolar disorder (see Chapter 6). He had a flagrant case marked by excessive spend-

ing, sexual indiscretions, and grandiosity (an inflated sense of one’s own importance), 

leading to several hospitalizations and therapy. Although his granddaughter is beginning 

to experience less extreme signs and symptoms, she might hesitate to believe that she has 

the same disorder. In her mind, her symptoms don’t fit the stereotype associated with 

the label of bipolar disorder or the behavior that she saw in her grandfather. Stereotyping 

by diagnosis can also lead a clinician to premature or inaccurate assumptions about a 

patient that prevent a thorough evaluation and comprehensive treatment plan. For 

example, a patient diagnosed with depression may be prescribed an antidepressant with-

out sufficient evaluation of the need for treatments to manage life problems without the 

use of medication. Similarly, labeling a patient with a diagnosis can lead to self-fulfilling 

prophecies (e.g., I have depression; therefore, I will never experience enjoyment like other 

people do) and create stigmas that impact the person’s ability to function well at work or 

in social relationships (e.g., who wants to date a woman with depression?).

Another criticism of the DSM system is that its categories can reflect the beliefs 

or limited knowledge of an era. A good example was the inclusion of homosexuality as a 

mental illness before 1974. Because it was classified as a mental disorder, homosexuality 

was intrinsically defined as something that caused distress and impairment and that should 

be treated. The classification contributed substantially to the stigmatization of homosexu-

ality, to homosexual persons’ beliefs that there was something wrong with them psychi-

atrically, and to too many ill-conceived attempts to change their sexual orientation. Once 

research began to address homosexuality openly, empirical evidence did not support the 

claim that homosexuality was a form of mental illness or was inherently associated with 

psychopathology. After a majority vote, the APA replaced the diagnosis of Homosexuality

with Ego-Dystonic Homosexuality in the DSM-III (APA, 1980), referring to sexual orien-

tation inconsistent with one’s fundamental beliefs and personality. However, mental health 

Diagnostic criteria established for adults may 
not capture the experience of older people 
very well. They may have different symptoms 
or describe them differently than the way a 
younger person does.
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professionals criticized this new diagnostic category as a political compromise designed to 

appease psychiatrists who still considered homosexuality pathological (APA, 2006). In 

1986, the diagnosis was removed entirely from the DSM. In the current edition, DSM-

IV-TR (APA, 2000), the only mention of homosexuality is found in the category Sexual 

Disorders Not Otherwise Specified. This category includes homosexuality that is marked 

by persistent and marked distress about one’s sexual orientation, a category that may still 

reflect continued stigma. In 1992, the APA released the following statement:

Whereas homosexuality per se implies no impairment in judgment, stability, reliabil-

ity, or general social or vocational capabilities, the American Psychiatric Association 

calls on all international health organizations and individual psychiatrists in other 

countries, to urge the repeal in their own country of legislation that penalizes homo-

sexual acts by consenting adults in private. And further the APA calls on these orga-

nizations and individuals to do all that is possible to decrease the stigma related to 

homosexuality wherever and whenever it may occur.

A final criticism of the DSM is that it simply includes too many disorders and 

that normal variations in human behavior have been overmedicalized by giving them 

diagnostic labels (see the feature “Research Hot Topic: Too Many Disorders?”). Overall, 

although diagnostic systems that rely on classifying symptoms into disorders provide sub-

stantial benefits for patients, clinicians, and researchers, the limitations of these systems 

need to be considered. Alternative systems for discussing psychological problems that rely 

on dimensional models rather than categorical classification have been developed.

DIMENSIONAL SYSTEMS AS AN ALTERNATIVE TO DSM
CLASSIFICATION

The DSM and ICD are both based on categorical systems that classify sets of symptoms 

into disorders. One alternative to such categorical diagnostic systems is a dimensional 

classification of abnormal behavior, which suggests that people with disorders are not 

qualitatively distinct from people without disorders. Rather, a dimensional model for 

understanding abnormal behavior suggests that symptoms of what are now called disor-

ders are simply extreme variations of normal experience. Proponents of this model sug-

gest that psychiatric illness is best conceptualized along dimensions of functioning rather 

than as discrete clinical conditions (Widiger & Samuel, 2005). Two features of men-

tal illness that support the value of dimensional approaches are the high frequency of 

comorbidity (two or more disorders occurring together, such as an anxiety disorder and 

depression) and within-category variability (e.g., multiple people with the same diag-

nosis can have very different sets of symptoms and experiences). The DSM-IV approach 

allows for the diagnosis of comorbid conditions, an important feature because 45% of 

those with any mental disorder meet the criteria for two or more disorders (Kessler et al., 

2005). Proponents of a dimensional model suggest that this alternative approach would 

allow for a richer description of patient difficulties across multiple areas of dysfunction. 

In a dimensional model, for example, a patient’s functioning would be rated on a range 

of dimensions or traits (e.g., introversion, neuroticism, openness, conscientiousness) 

rather than simply on the presence or absence of a set of symptoms. This type of system 

also would lead to better categorization and understanding of a patient whose symptoms 

did not fall squarely into any existing category. In many cases, patients report many 

symptoms of a particular disorder but not enough of them to actually meet diagnostic 

criteria. In a categorical system, these people are often considered to have subthreshold

syndromes. A dimensional approach would allow us to describe all symptoms regardless 

of whether or not they actually met specified cutoffs or criteria.

learning objective 3.6
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The dimensional approach would also allow clinicians to deal somewhat dif-

ferently with the issue of multiple symptoms within diagnostic categories, known as 

heterogeneity. Despite the DSM’s goal of creating relatively homogeneous diagnostic 

categories that would allow a “common language” of classification, individuals diag-

nosed with the same disorder actually may share few common features. For example, 

two people diagnosed with depression may have very different clinical presentations. 

While one may have depressed mood, crying, difficulty sleeping, fatigue, and difficulty 

concentrating, another may have loss of interest in things that used to bring pleasure, 

decreased appetite and weight loss, slowed motor behaviors, feelings of worthlessness, 

and recurrent thoughts of death. Both sets of symptoms would meet DSM criteria 

for major depression, but the primary complaints and targets for treatment would be 

quite different. Overall, this type of heterogeneity within diagnostic categories can 

adversely affect both clinical practice and research (Krueger et al., 2005). Dimensional 

proponents believe that their approach lends itself to an increased amount of relevant 

clinical information, which can have both clinical and research advantages (Watson, 

2005). Arguments against the dimensional model often focus on clinical utility. The 

categorical system offers a simple approach with a clear diagnostic label that provides 

an efficient way to share information. Dimensional models are innately more complex. 

Astudy by Ray Moynihan (Moynihan, 2006) published in 
the British Medical Journal on April 1, 2006, stated that 

“extreme laziness may have a medical basis.” The authors 
called the new condition motivational deficiency disorder
(MoDeD) and described its effects on daily life as being poten-
tially fatal. In its most severe form, it could reduce the motivation 
to breathe. The article also discussed possible pharmaceutical 
treatments as well as criticism that “ordinary laziness” might be 
improperly diagnosed as MoDeD. Shortly thereafter, online blogs 
appeared to discuss MoDeD. People speculated about whether 
their symptoms “qualified them” for the disorder and where to 
go for treatment. News outlets quickly picked up the study as 
well, highlighting its results in their daily health columns.

Although this cleverly placed article was just an April Fool’s 
joke, MoDeD’s initial acceptance from the public highlights a 
larger issue that pervades society’s concept of the human condi-
tion. Are there too many disorders? Do we sometimes turn nor-
mal variations in human functioning into medical or psychiatric 
conditions?

From 1952 to the present, the number of diagnostic cat-
egories in the DSM has expanded from 106 to 297. Could we 
really have discovered so many new psychological disorders in 
the last 60 years? In many cases, empirical data have been used 
to modify, add, or delete categories. In other cases, categories 

have been modified based largely on the consensus of clini-
cians who were part of the DSM Task Forces. Social, political, 
and economic variables may also play a role (e.g., there may 
be potential monetary gain from new drugs developed to treat 
new conditions). Nevertheless, research is needed to determine 
the validity of various “potential” diagnostic categories (e.g., 
premenstrual dysphoric disorder, depressive personality disor-
der). What is necessary for psychological distress to become a 
psychological disorder?

All health care professionals agree that it is essential to 
study the reliability and validity of a diagnostic category before 
establishing it as an official disorder. Much more controversial 
is the argument by some critics of DSM-IV (Chodoff, 2002) that 
we need clear biological markers that would differentiate psy-
chological disorders from normal variations in human responses. 
Although some research is under way, the multitude of disorders 
listed in DSM-IV must still rely on “subjective checklists of a 
patient’s history.” An important research goal is to conduct care-
fully controlled studies to identify clusters or categories of symp-
toms that meaningfully describe true psychological disorders 
such as major depression but that do not pathologize normal 
human emotions such as grief following the death of a loved one. 
Until objective markers (biological or otherwise) are determined, 
we must carefully guard against MoDeD in all its variations.

research HOT topic
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For example, it is much simpler to explain to a patient that she has depression than 

to discuss with her where her symptoms lie along many dimensions of traits experi-

enced by all people. A simple, easily communicated categorical system also facilitates 

the nature of clinical decision making (e.g., whether to hospitalize, which medication 

to use, whether to provide insurance coverage). The complexity of sharing informa-

tion that is organized along multiple dimensions would make communication with 

patients extremely difficult; communication across researchers and clinicians trying to 

share information about common clinical syndromes would also become more diffi-

cult. Furthermore, because no single, accepted dimensional theory of psychopathology 

exists, achieving consensus on the type and number of dimensions required to capture 

the entire spectrum of mental illness could be quite difficult (Blashfield & Livesley, 

1999). Proponents of categorical approaches do concede that boundaries between 

most categories in the DSM-IV remain imprecise, and they also acknowledge that 

psychiatric classification needs further precision (Blashfield & Livesley).

concept CHECK

� The diagnosis and classification of psychological disorders are important for creating 

a common language for clinicians and researchers to facilitate communication about 

patients and psychological symptoms and syndromes. Diagnoses also help clinicians to 

develop appropriate treatment plans.

� The DSM system of classification is most often used in this country. An alternative clas-

sification system, the International Classification of Diseases (ICD), is used in Europe.

� Developmental, demographic, and cultural variables affect the nature and experience of 

abnormal behavior. These variables must be considered when evaluating the utility of 

diagnostic classification systems.

� A dimensional model for conceptualizing abnormal behavior has been suggested and 

debated as an alternative to traditional categorical classification systems such as DSM.

CRITICAL THINKING QUESTION What are some of the pros and cons for categorical versus 

dimensional models of classifying abnormal behavior?

Libby—Assessment in a Clinical Research Study

 science life

In this case study, we present the experience of Libby, a young 
woman with bulimia nervosa, an eating disorder that involves 
binge eating and purging (usually vomiting) (see Chapter 7). Libby 
is participating in a clinical trial that compares treatment based on 
medication (Prozac) to cognitive-behavioral therapy. The case is 
presented from the perspective of the participant with commen-
tary from the investigator about the purpose of each assessment.

I saw an advertisement on a local bus for free treatment for 
bulimia nervosa. I had been suffering for years but had never 
had the funds to pay for treatment. All I was ever able to get 
was six sessions of counseling when I was an undergraduate. So 
I called the number for the study coordinator. She was a very 

nice woman, and she described the study to me. The first thing 
she did was ask me some questions on the phone—what was 
my age, current weight, lowest and highest past weight, and 
how often did I binge and purge.

Researcher: This was the telephone screening. These ques-
tions were to determine preliminary eligibility for the study. We 
were looking for people with current bulimia nervosa who had 
been binge eating and purging at least twice per week for the 
past 3 months.

The study coordinator set me up with an appointment for the 
following week and said she would send me a packet of informa-
tion, a consent form, and some questionnaires in the mail. 
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Three days later I received all of the information. The informa-
tion sheet pretty much repeated what she had told me about 
the study—that there would be a randomization procedure (a 
flip of the coin) and I would receive either medication or group 
psychotherapy for bulimia. I didn’t really care what group I was 
in. I just wanted to get some proper treatment for this illness. 
I read through the consent form and signed on to participate 
in the study. Then I opened up the packet of questionnaires. I 
must have answered hundreds of questions. It took me over 
2 hours. They asked about things ranging from eating behavior, 
to how I felt about my body shape and size, to how depressed 
and anxious I was, and to how much I drank alcohol, smoked 
cigarettes, and used drugs. There was also a bunch of ques-
tions about what kind of a person I was and another question-
naire that asked about the events that had happened in my life 
in the last year.

Researcher: The questionnaire battery included the Eating 
Disorders Examination Questionnaire to measure current eat-
ing symptoms, the Beck Depression and Anxiety Inventories to 
measure negative mood states that often accompany bulimia, 
the Fagerstrom Nicotine Tolerance Questionnaire to assess 
smoking and nicotine dependence, and measures of alcohol 
and drug use. The Life Events Schedule asks about significant 
environmental events that may have happened to the person 
in the last year. As part of a multiaxial diagnostic system, it is 
important to understand whether any significant stressors (such 
as financial difficulties) or important events (such as the death 
of a loved one) could be influencing the person’s thoughts or 
feelings. These were our baseline measures, many of which 
would be repeated at various times throughout the study.

When I arrived for my appointment, the researcher 
checked my consent form and checked through to make sure I 
had answered all of the questions. I then had a rather extensive 
interview in which the psychiatrist went into real depth about the 
history of the problems I have had with eating, depression, 
and anxiety. He also asked a lot about alcohol and drugs, but 
eventually he seemed to catch on that I was never into those 
things.

Researcher: We administered the baseline Structured Clinical 
Interview for DSM-IV to Libby to establish her baseline diagnosis 
and the Eating Disorders Examination Interview to get in-depth 
information about the nature of her eating disorder. According 
to our scoring, she met the diagnostic criteria for bulimia ner-
vosa, major depression, and panic disorder. She was appropriate 
for inclusion into the study and was invited to participate.

The researchers welcomed me into the study. They 
then taught me how to self-monitor how often I binged and 
purged, which I had to do for a full week before starting 
therapy. I got randomized into the group cognitive-behavior 
therapy condition.

Researcher: For the next 12 weeks, Libby took part in cognitive-
behavioral group treatment for bulimia nervosa. She continued 
to self-monitor her symptoms throughout the treatment. We 
could see from the text messages of her self-monitoring that her 
binge eating and purging behavior were improving by Week 4.

I kept going to group and found the homework they gave 
me to be really helpful in starting to get a handle on my binge 
eating. It was also reassuring to share my experience with the 
other patients in the group. I had no idea that so many people 
faced the same hurdles that I did in keeping my bulimia under 
control. After 12 weeks of therapy, I was finally starting to feel 
like there was a light at the end of the tunnel.

Researcher: At the end of the 12 weeks, we asked Libby 
to fill out the same questionnaires she had at baseline to see 
how things had changed. We also re-administered the Eating 
Disorders Examination Interview to get specific information 
about progress with her eating disorder. The psychiatrist 
who did the interview was unaware of her treatment group 
assignment. The interview revealed that she had been 
abstinent from binge eating for the past 4 weeks and had 
purged only once. This corresponded nicely with her self-
monitoring data.

After the last interview, I set up my follow-up appointments. 
I was expected to return 3 months and 6 months after treatment. 
We had learned that relapse is common in bulimia and the best 
way to tell whether a treatment works is to make sure that the 
changes we make actually stick. I was happy to return for the 
evaluations—especially because they assured me they would pay 
for parking and give me $50 for each session I attended!

Researcher: It is very important for us to make sure that the 
positive changes that we see persist. The only way to do this 
is by having scheduled follow-up assessments. Because many 
people do not return for their follow-ups, we have found that 
an excellent incentive to bring them back is to reimburse them 
for parking and provide a reasonable monetary incentive for 
their time. This is also an excellent opportunity for us to refer 
them for additional treatment if they are not doing well.

When I returned for my follow-up visits, the psychiatrist 
(who still didn’t know which treatment I was in) asked me 
many of the same questions that he had at the start of the 
study. Thinking back to my first assessment, I could even 
tell how different my answers were. At this point, I had 
been basically binge and purge free for the past 6 months 
with one exception. I went through a bad patch when I broke 
up with my boyfriend and I purged a couple of times, but I 
used the skills I had learned in therapy to get that behavior 
right back under control. Overall, I think being involved in a 
clinical trial was an interesting experience. I got great treat-
ment, and the close follow-up helped me keep my symptoms 
under control.
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1 Clinical assessments can be used to gather information 
about a person’s symptoms and to make decisions about 
the nature, status, and treatment of psychological problems. 
Assessments can be used for screening, diagnosis, treat-
ment development, or outcome evaluation.

2 To determine the meaning of a score from a clinical assess-
ment, it is important to compare the score with scores from 
other groups of people (called a normative comparison) or 
to a prior score by the same patient (self-referent compari-
son). The reliability of assessment measures refers to their 
ability to produce consistent scores across time and asses-
sors. The validity of a test refers to the ability of scores to 
measure concepts accurately.

3 Clinical interviews usually occur early in the assessment 
process so that the clinician can begin to gather information 
and set assessment goals. These interviews can be struc-
tured or unstructured. Psychological tests measure person-
ality, general and cognitive functioning, intelligence, and 
specific clinical symptoms. Behavioral assessment, including 
self-monitoring and behavioral observation, measures behav-
ior and environmental variables that cause and maintain the 
behavior. Psychophysiological assessment measures changes 
in the nervous system as they relate to psychological 

or emotional events. The most common form of psycho-
physiological assessment is electroencephalography (EEG), 
which measures electrical signals in the brain.

4 Diagnosing and classifying psychological disorders are 
important for creating a common language for clinicians 
and researchers to facilitate communication about patients 
and psychological symptoms and syndromes. Diagnoses 
also help clinicians develop appropriate treatment plans. 
The DSM system of classification is most often used in the 
United States, but alternative models exist.

5 Assessment materials and procedures need to consider the 
age and developmental level of the test taker as well as cul-
tural variables.

6 A dimensional model for classifying abnormal behavior 
has been suggested as an alternative to more traditional 
categorical classification systems. This model suggests that 
abnormal behavior is better conceptualized along dimen-
sions of functioning rather than in categories. Proponents 
of this system suggest that a dimensional model allows 
better attention to individual differences in symptoms that 
can occur for different patients with the same disorder. 
However, others argue that categorical systems are simpler 
and more efficient ways to share information.

R E V I E W I N G

learning objectives

TEST yourself
1. Selection of assessment tools is largely determined by the 

patient’s symptoms, age, and medical status. One other fac-
tor may be the
a. early childhood experiences of the patient
b. referral process
c. environmental cues perceived by the therapist
d. therapist’s theoretical perspective

2. Physicians and other practitioners may choose to give new 
patients a screening assessment, which is
a.  a brief measure in which a cutoff score indicates the pos-

sibility of significant problems
b. a test to determine whether the patient has a medical 

rather than a psychological condition
c.  a test to see whether the patient will benefit from psycho-

therapy
d. a questionnaire that determines whether a patient needs 

to see a physician

3. With psychological disorders, the diagnosis given is primarily 
based on
a. the therapist’s theoretical perspective
b. communication across clinicians

c. a cluster of symptoms
d. findings of laboratory tests

4. Diagnosis is important to physicians and psychologists 
because it facilitates
a. treatment planning
b. communication across clinicians and researchers
c. understanding of a person’s psychological status
d. all of the above

5. A measure of clinical significance tells us that
a. the patient is or is not satisfied with the treatment
b. a patient’s treatment is “finished”
c. two clinical assessments are in agreement
d. an observed change in a patient is a meaningful improvement

6. Comparing a person’s score on a psychological test to the 
average scores obtained on that test from a large represen-
tative sample of people is a
a. self-referent comparison
b. psychometric comparison
c. normative comparison
d. clinical comparison

For more review plus practice tests, flashcards, 
and Speaking Out: DSM in Context videos, 
log onto www.MyPsychLab.com
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7. After an interview, a psychiatrist rates Jim’s depression as 
severe. The next day a clinical psychologist also conducts an 
interview and rates Jim’s depression as severe. The two clini-
cians are demonstrating
a. interrater validity
b. test-retest reliability
c. interrater agreement
d. test-retest validity

8. Dr. Smith develops the Smith Depression Inventory and 
gives it to hundreds of patients with depression. He also 
gives those patients the widely used Beck Depression 
Inventory. He finds that the average scores on the two ques-
tionnaires are highly correlated. Dr. Smith has demonstrated 
that the Smith Depression Inventory has
a. concurrent validity
b. predictive validity
c. statistical prediction
d. clinical prediction

9. A test publisher describes a psychological test as having 
extremely high predictive validity. This means the test
a. has the ability to forecast particular outcomes
b. has a high correlation with similar measures
c. discriminates well between related concepts
d. all of the above

10. Administering psychological tests to someone from another 
country may produce biased results if which of the following 
is not considered?
a. the language in which the test was written
b. the education of the person taking the test
c. cultural beliefs and values of the person taking the test
d. all of the above

11. Compared with unstructured interviews, structured inter-
views have several advantages including
a. avoidance of irrelevant questions
b. briefer time frame
c. identification of the best course of therapy
d. increased reliability

12. Susan was sent to a neuropsychologist after a car accident 
left her having trouble concentrating and remembering 
things. The neuropsychologist gave her a battery of 10 
measures assessing memory, abstract thought, language, 
sensory-motor integration, perceptions, and motor dexterity. 
This test battery is called the
a. GAF
b. WAIS
c. Halstead-Reitan
d. WCST

13. Although intelligence tests are controversial, they are useful 
in assessing
a. genetics and its relative importance
b. influences from a person’s cultural background
c. prediction of academic success
d. nonverbal memory

14. Sally suffers from an eating disorder. The psychologist asked 
her to keep a diary and record what she eats, when she eats 
something, where she is when she eats, and what she is feel-
ing right before, during, and after she eats. This is called
a. behavioral application
b. testing for specific symptoms
c. self-monitoring
d. self-report measuring

15. A patient has an extreme spider phobia. He is taken to a 
room with a cage of spiders against the opposite wall. He is 
asked to walk as close to the cage as he can. He takes two 
steps toward the cage and says he cannot go any closer. The 
psychologist measures the distance on the floor from the 
patient’s feet to the cage. This is a
a. continuous recording
b. self-report measure
c. natural environmental assessment
d. behavioral avoidance test

16. The great advantage of the electroencephalogram (EEG) is 
that it
a. can determine which neurotransmitters are active
b. is the only measure that directly assesses electrical activity 

in the brain
c. can identify functioning in a specific brain region
d. is able to show specific neurons in the act of firing

17. The primary classification system used in the United States 
and published by the American Psychiatric Association is the
a. ICD c. Merck Manual
b. DSM d. Psychiatric Census

18. Psychosocial or environmental problems that may impact the 
patient’s behavior or functioning is recorded on which of the 
following dimensions?
a. Axis I c. Axis III
b. Axis II d. Axis IV

19. The purpose of the multiaxial system is to
a.  let more than one clinician record information about a 

patient
b. give a diagnosis that will be recognized internationally
c. add an ICD diagnosis to a DSM diagnosis
d. offer more information about patients than a clinical diag-

nosis alone

20. Dimensional classification is an alternative to categorical 
systems such as the DSM. One advantage of a dimensional 
system is
a.  better description of patients whose problems do not fit 

into a single category
b. better use of a “common language” to classify patients
c. simpler, clearer diagnostic labels for all conditions
d. exclusion of all patients’ comorbidity issues

Answers:  1 d, 2 a, 3 c, 4 d, 5 d, 6 c, 7 c, 8 a, 9 a, 10 d, 11 d, 12 c, 13 c,
14 c, 15 d, 16 b, 17 b, 18 d, 19 d, 20 a.
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Delores is 22 years old, lives with her par-

ents, and has a bachelor’s degree in medi-

cal technology. She is extremely fearful 

when in enclosed spaces and when she has 

to be in front of an audience. Her fear of 

enclosed spaces began at age 10 when her 

older brother locked her in a closet and 

would not let her out. Her fears worsened 

four years ago when she entered college and 

began living in a tiny dorm room. Delores 

feels trapped and confined in many dif-

ferent places such as driving through a car 

wash, having a dental examination, riding 

on a roller coaster or in certain elevators, or 

having her blood drawn. She is also fear-

ful in situations in which her head and neck 

are partly or completely covered, such as 

wearing a motorcycle helmet, a plastic face 

shield used by dental hygienists, or even a 

life jacket. When in these circumstances, 

her heart races, she feels short of breath 

and dizzy, and she worries that she might 

die. Delores also has fears in public situa-

tions, such as public speaking, being asked 

to speak at a meeting, and interviewing for 

a job. She worries that other people can see 

her anxiety, that she might make a mistake, 

or that others will think that she is a failure.

Her fears affect her life in many ways. 

She cannot work as a medical technologist 

because she has to wear a face shield in the 

laboratory, and when she puts it on, she 

panics and cannot breathe. She accepted 

jobs at several different hospitals, but each 

one required her to wear a face shield when 

working with highly contagious blood spec-

imens. So now her job history is a series of 

short-term positions, making it appear as if 

she has a problem keeping a job. She can-

not work in her chosen field, and the only 

job she can find is cleaning houses.

Delores took out loans to pay for col-

lege, and now her income is so low that she 

cannot make her loan payments. Worrying 

about her financial situation is keeping 

her up at night: She lies awake for 2 hours 

before falling asleep. Her boyfriend is often 

angry at her because she will not ride roller 

coasters or on the back of his motorcycle. 

Once she took a vacation with her parents, 

but they had to return home immediately 

after arriving at the hotel. The hotel was 

spectacular but all of the elevators were 

made of glass. Delores could not ride up to 

her room. They lost their hotel deposit and 

did not have enough money to find another 

hotel with a room on the ground floor.

Her social fears are also interfering with 

her life. She dropped out of several differ-

ent colleges until she found one that did 

not require a speech class for graduation. 

Delores has a beautiful voice and she would 

love to sing in church, but she is too anx-

ious to join the choir. Although Delores’s 

boyfriend does not understand her fears, her 

mother and grandmother do. They both 

C H A P T E R  4
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What Is Anxiety?
Anxiety is a future-oriented response (“What if I mess up this speech? What if she 

does not like me?”) and often occurs when people encounter a new situation or antici-

pate a life-changing event (starting college, getting married). In most instances, the 

anxiety that occurs in these situations is time limited and goes away when the event 

is over. In some cases, however, anxiety spirals out of proportion to the actual situa-

tion; when this happens we say that a person suffers from an anxiety disorder. Before 

examining each specific anxiety disorder, it is first necessary to understand the nature 

of anxiety and a closely related emotion, fear.

THE FIGHT-OR-FLIGHT RESPONSE

Suppose that you are walking in the park enjoying the solitude. You come upon two 

vicious-looking dogs that are fighting. You start to back away, but the dogs stop and 

come toward you. You know that you need to get out of there fast. Luckily, evolution 

has prepared you for this moment. Your hypothalamus (the part of your brain that is 

responsible for recognizing threatening situations and coordinating your response) 

sends a message to your adrenal glands to release the hormone adrenaline. You sud-

denly find yourself running faster and jumping higher than you ever thought possible. 

You did not even know that you could climb a tree, but you are doing it! Fortunately, 

the dogs soon get bored waiting for you to come down and they leave. Your body’s 

response, called fight or flight was a general discharge of your sympathetic nervous 

system (SNS) (Cannon, 1929). The fight-or-flight response has been part of human 

behavior since prehistoric times (see Figure 4.1).

Your body’s nervous system consists of two parts: the central nervous system,

which includes your brain and your spinal cord, and the peripheral nervous system,

which consists of all the other nerves in your body. The peripheral nervous system 

is further broken down into two parts: the somatic sensory system, which contains 

sensory and voluntary motor functions, and the autonomic nervous system, which 

controls involuntary movements. Finally, the autonomic nervous system also has 

two elements, the sympathetic nervous system and the parasympathetic nervous system.

When activated by stress or fear, the SNS goes into overdrive. Your heart beats 

faster than normal, supplying more blood to power the muscles. Your respiration 

rate increases, allowing more oxygen to get to your blood and brain. Whether it 

was prehistoric man trying to outrun a wooly mammoth or modern-day woman 

doing some fancy driving on an icy road to avoid careening off a bridge, this 

fight-or-flight response allows an optimal level of physical functioning in the face 

of threat.

have significant fears: Her mother will not 

put her head under water, and her grand-

mother eloped rather than walk down the 

aisle as a bride with all eyes looking at her.

You can probably relate to aspects of 

Delores’s distress. You may have had simi-

lar feelings on your first date, when you had 

to speak in public, or when you interviewed 

for a job. You worried about whether you 

would do well. Your heart raced, you felt 

tense, or perhaps your palms sweated. 

Maybe you had trouble sleeping the night 

before the event. All of these behaviors 

are typical of anxiety, a common emotion 

that is characterized by physical symptoms 

(faster heartbeat, feelings of tension) and 

thoughts or worries that something bad 

will happen.

anxiety  a common emotion characterized by 
physical symptoms, future-oriented thoughts, 
and escape or avoidance behaviors

fight or flight  a general discharge of the 
sympathetic nervous system activated by 
stress or fear that includes accelerated heart 
rate, enhanced muscle activity, and increased 
respiration

sympathetic nervous system  the part of the 
autonomic nervous system that activates the 
body for the fight-or-flight response. When 
activated, the sympathetic nervous system 
increases heart rate and respiration, allowing 
the body to perform at peak efficiency
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Of course, such superhuman abilities are time limited. After the SNS has been 

activated, the parasympathetic nervous system (PNS) returns your body to its normal 

resting state by decreasing your heart rate, blood pressure, and respiration. The fight-

or-flight response is usually associated with the emotion that we call fear, a reaction to 

an existing or threatening event. The motivating power of fight or flight allows you to 

FIGURE 4 .1

The sympathetic nervous system works to produce the fight-or-flight response after which the para-
sympathetic nervous system returns the body to a normal resting state. Adapted from Lilienfeld et al. 
Psychology: From Inquiry to Understanding, p. 21. Copyright © 2009 Pearson/Allyn and Bacon. Reprinted by per-
mission of Pearson Education.
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use all available resources to escape from a threatening situation. Some researchers have 

described this fight-or-flight reaction as an alarm to a present danger (Barlow, 2002).

In contrast, anxiety, as we have already noted, is a future-oriented response and 

sometimes consists of decreased levels of physical reactivity than the fight-or-flight 

response. Anxiety is also characterized by a thought pattern that is sometimes described 

as imagining the worst possible outcome. Anxiety is often present even when there is 

no real danger. In the next section, we examine the various components of anxiety.

THE ELEMENTS OF ANXIETY

On their way to a long-anticipated beach vacation, Matthew and Eden started crossing 

the Chesapeake Bay Bridge. Matthew’s heart started beating fast, and he was short of 

breath. He began to sweat and feel dizzy. Fearing a heart attack, he stopped the car in 

the middle of the bridge. Eden offered to drive but Matthew insisted that she call for 

medical help. Even though the paramedics found no medical reason for his symptoms, 

Matthew insisted that they return home rather than go on vacation.

Although he faced no obvious threat, such as a vicious dog, Matthew experienced physi-

cal symptoms, but in this case, they occurred unexpectedly or out of the blue. Matthew’s 

body, mind, and behavior were affected by this experience. His body was sending out 

signals that he needed to leave (flee) the situation. His mind was worried that something 

was medically wrong, and so he called for help. Even though the paramedics said he was 

fine, he did not believe them. Because he felt so uncomfortable, he escaped the situa-

tion and went home (behavior), a place where he felt safe. The physical (body), cognitive 

(mind), and behavioral symptoms that Matthew experienced are elements of the emotion 

that we call anxiety. In Matthew’s case, the intense “burst” of anxiety-related physical 

symptoms is called a panic attack, defined as a discrete period of intense fear or dis-

comfort (subjective distress) and a cascade of physical symptoms (American Psychiatric 

Association [APA], 2000). We will return to panic attacks later in this chapter.

Emotions such as anxiety and fear have three distinct components (see Figure 4.2): 

physiological response, cognitive symptoms or subjective distress, and avoidance or escape. 

A panic attack such as Matthew’s is a dramatic physical manifestation of anxiety, but it 

is not the only one. Other physical symptoms include blushing, buzzing or ringing in the 

ears, muscle tension, irritability, fatigue, gastrointestinal distress (indigestion, nausea, 

constipation, diarrhea), or urinary urgency and frequency. Among children, headaches 

panic attack  a discrete period of intense fear 
or discomfort (subjective distress) and a cas-
cade of physical symptoms

FIGURE 4 .2

Anxiety is considered to have three elements: 
physical symptoms, negative cognitions or 
subjective distress, and behaviors such as 
escape or avoidance.

Physical
Symptoms

Escape
or

Avoidance
Behavior

Anxiety

Negative
Cognitions/

Subjective Distress

learning objective 4.1
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and stomachaches (or butterflies in the stomach) are common complaints, although 

older children are more likely than younger children to report physical distress.

In addition to physical responses, anxiety includes subjective distress (also called cog-

nitive symptoms). One type of cognitive symptom includes specific thoughts, ideas, images, 

or impulses. In some instances, the thoughts occur when the person affected sees a feared 

object or event, such as when someone who is afraid of spiders suddenly sees a spider 

(“What if that big hairy spider bites me?”). In other instances, the thoughts occur spon-

taneously (“What if I ran over a child when I was driving my car yesterday?”). A differ-

ent type of cognitive symptom is worry, which may be defined as apprehensive (negative) 

expectations about the future that are considered to be unreasonable in light of the actual 

situation. Worry exists among adults, adolescents, and some children. However, preado-

lescent children do not always report the thoughts and worries that are common among 

anxious adults (Alfano et al., 2006), perhaps reflecting their overall cognitive immaturity. 

Developmentally, young children do not yet have the ability to “think about thinking” 

(Flavell et al., 2001), a skill known as metacognition. Because of this difference, the cogni-

tive symptom of worry is often absent in very young children. It appears later, when chil-

dren mature sufficiently to allow them to recognize and report their own thoughts.

The most common behavioral symptom of anxiety is escape from or avoidance of 

the feared object, event, or situation. A person who is afraid of elevators walks up the 

stairs. After the incident on the bridge, Matthew avoided driving. Avoidance can also 

take the form of overdoing certain behaviors. For example, fears of contamination may 

result in excessive behaviors such as washing or cleaning, designed to eliminate the feeling 

of contamination. Among children, unusual behaviors may be the first sign that a child 

is fearful. When it is time to go to school, children may play sick, cry, cling to a parent, 

or throw a tantrum. Some children are disobedient, refusing to follow instructions that 

involve contact with a feared event or object, even to the point of refusing to go to school.

Escape or avoidance behaviors bring temporary relief from distress, but they also 

reinforce behavioral avoidance through the process of negative reinforcement. Imagine 

that you are afraid of spiders. You see one in your bathroom and you run outside. 

You feel relieved because you are no longer in the same room as the spider. By run-

ning away, you removed a negative feeling of fear and you felt better. The feeling of 

relief that follows the removal of something negative is reinforcing; that is, this feeling 

increases the likelihood that the next time you see a spider, you will run away again. 

Therefore, eliminating distress by avoiding or escaping the situation can actually make 

the anxiety worse (see Figure 4.3). A primary goal of psychological treatment for anxi-

ety is to reverse this pattern of negative reinforcement and eliminate avoidance of the 

feared situations.

worry  the apprehensive (negative) expecta-
tions or outcomes about the future or the past 
that are considered to be unreasonable in 
light of the actual situation

FIGURE 4 .3

How feeling better can make your anxiety worse.
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eliminates fear so you are 
more likely to avoid the next 
spider and your fear grows
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HOW “NORMAL” ANXIETY DIFFERS FROM 
ABNORMAL ANXIETY

As we noted, it is normal to feel anxious from time to time, but when does anxiety

become an anxiety disorder? The first factor to consider in making this decision is 

functional impairment. Remember Robert and Stan from Chapter 1? Before leaving 

home, both men walked through the house, checking to make sure that every door and 

window was locked and the oven was turned off. Robert did a quick 5-minute check, 

but Stan needed several hours to finish checking and as a result was sometimes late for 

work. Because his checking impaired his ability to get to work on time, Stan’s behavior 

would meet the criteria for an anxiety disorder.

A second factor that differentiates normal from abnormal anxiety is developmental 

age. Among children, fears are common, and they follow a developmental trajectory 

(Antony & Barlow, 2002). Two important aspects of the developmental model include 

the number and types of fears. The total number of fears declines as age increases. For 

infants and toddlers, so much of the world is new and initially scary that they are likely 

to have more fears than when they are older. As illustrated in Table 4.1, different fears 

are also common at different ages. As children mature physically and cognitively, they 

stop fearing loud noises (such as vacuum cleaners). They begin to understand that noisy 

things are not necessarily harmful. This developmental hierarchy of fear is not simply a 

matter of chronological age but also involves cognitive development. When children 

TABLE 4 .1

Behaviour Research and Therapy 23,

Age Fears

20 40 60 80BIRTH

0–13
�

Fears are common in young children. 
The objects or situations that children fear 

often reflect the typical developmental 
challenges for that age

learning objective 4.2

learning objective 4.3
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are cognitively challenged (i.e., they may be 7 to 9 years old but have the cognitive 

ability of children ages 4 to 6), their fears usually reflect their cognitive development, not 

their chronological (actual) age (Vandenberg, 1993).

Sociodemographic factors (sex, race/ethnicity, and socioeconomic status) are a 

third consideration when differentiating normal from abnormal fears. In the general 

population, anxiety disorders are more common among females than males, some-

times at a ratio of 3 females to 1 male for any particular anxiety disorder. Why females 

report more fear than males is unclear, but it may reflect cultural and/or gender role 

expectations. Social acceptability may allow girls and women to report more fears, but 

they may not necessarily have more fears. For example, girls report more test anxi-

ety than boys, but when physical symptoms (blood pressure and heart rate) are mea-

sured during an actual test, test-anxious boys and girls show equal increases (Beidel & 

Turner, 1998). Even though in the general population more women than men report 

fears, the sex distribution is more equal among people who seek treatment. Therefore, 

when fears are severe, men and women are equally represented.

concept CHECK

� The fight-or-flight response is an activation of the sympathetic nervous system designed 

to allow the organism to fight off or flee from a perceived threat. In the case of anxiety 

disorders, this response may occur even when there is no real threat.

� Anxiety is usually considered to have three components: physiological reactivity (body), 

subjective distress/negative thoughts (mind), and escape or avoidance (behavior).

� In children, fears exist along a developmental hierarchy. At certain ages, fears are con-

sidered common and a normal part of development. At other ages, they are considered 

abnormal and in need of treatment.

CRITICAL THINKING QUESTION Girls and women report more fears and anxiety disorders 

than men and boys do. However, when placed in anxiety-producing situations, both sexes 

show equal physiological reactions. What societal factors might explain this difference?

What Are the Anxiety Disorders?
The anxiety disorders are in a group of disorders that have in common the physical, 

cognitive, and behavioral symptoms described earlier. For each disorder, the anxiety 

is expressed in a different way or is the result of a different object or situation. Some 

people are anxious about public speaking, others do not like to travel on airplanes, 

and still others worry about contracting AIDS. Of course, some people are anxious in 

more than one type of situation, and in some cases they may have more than one anxi-

ety disorder. The co-occurrence of two or more disorders existing in the same person 

(either at the same time or at some point in the lifetime) is called comorbidity. About 

57% of people who are diagnosed with an anxiety disorder are comorbid for another 

anxiety disorder or depression (Brown et al., 2001). Therefore, although in the follow-

ing sections we discuss these disorders as distinct conditions, remembering that often 

people who have one disorder may have additional disorders as well.

In the United States, 31.2% of adults suffer from an anxiety disorder at some time in 

their lives (Kessler et al., 2005), making these disorders one of the most common types among 

adults. Anxiety disorders are also common among children and adolescents, both in the United 

States and around the world. The prevalence of anxiety disorders among youth ranges from 

anxiety disorder  a group of disorders char-
acterized by heightened physical arousal, 
cognitive/subjective distress, and behavioral 
avoidance of feared objects/situations/events

learning objective 4.4
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8.6 to 15.7% (Costello et al., 2003; Essau, 2000). Most anxiety disorders develop early in life. 

The average age of onset is 11 years, one of the earliest for any psychiatric disorder (Kessler 

et al.). Anxiety disorders occur with equal frequency across the three largest ethnic groups 

within the United States (Hispanics, non-Hispanic blacks, and non-Hispanic whites; Breslau 

et al., 2005). In addition to personal suffering, anxiety disorders compromise quality of life 

and social functioning (Mendlowicz & Stein, 2000), affect educational attainment (Kessler 

et al., 1995), and increase professional help seeking and medication use (Acarturk 

et al., 2009; Wittchen et al., 1994). In addition to their serious and pervasive effect 

on the individual, anxiety disorders exert a substantial cost on U.S. society (Acarturk 

et al.). They produce a significant economic burden, costing society approximately $42.3 

billion annually (Greenberg et al., 1999). Next we examine the clinical picture of the various 

anxiety disorders.

PANIC ATTACKS

Remember when Matthew was driving across the bridge? He had a panic attack—a discrete 

period of intense fear and physical arousal. Panic attacks develop abruptly, and symptoms 

reach peak intensity in about 10 minutes (APA, 2000). Somatic and cognitive symptoms of a 

panic attack may include heart palpitations (pounding heart or accelerated heart rate), sweat-

ing, trembling, shortness of breath, choking, chest pain, nausea, dizziness, derealization or 

depersonalization (feeling of being detached from one’s body or surroundings), fear of losing 

control or going crazy, fear of dying, paresthesias (tingling in the hands or feet), and chills 

or hot flushes. Heart palpitations and dizziness are the most commonly reported symptoms, 

whereas paresthesias and choking are the least common (Craske et al., 2010). As many as 

28.3% of adults have had a panic attack during their lifetime (Kessler et al., 2006), but just 

having a panic attack does not mean that the person has a panic disorder or any other anxiety 

disorder. Although 28.3% of adults report having had a panic attack, only about 4.7% have 

panic disorder. Remember that in an anxiety disorder, the anxiety symptoms must cause dis-

tress or some form of functional impairment. Many people who have had a panic attack have 

had only one or a few and are not distressed or impaired by their rare occurrences.

When panic attacks are not isolated events, they may be a symptom of any of 

the anxiety disorders. Even though only a few anxiety disorders actually have the word 

panic in the title, panic attacks may be a symptom of another anxiety disorder in which 

a person is facing a frightening situation that is not a real threat to his or her physical 

well-being. People who are afraid of snakes, for example, might have a panic attack 

if they see a snake in a glass container at the zoo. In other cases, the anxiety reaction 

may be out of proportion to the object or situation. For example, suppose that you are 

flying and the airplane encounters mild turbulence, but you become very anxious and 

believe that you are going to die.

Panic attacks may be one of three types. Situationally bound attacks occur when a 

person confronts the feared object, such as when your friend who fears heights is sud-

denly confronted with the need to use a glass elevator. Situationally cued attacks occur 

in anticipation of a feared situation as when someone with fears of public speaking has 

a panic attack a week before the speech. In other cases (such as Matthew’s), the attack 

occurs unexpectedly, for no particular reason. People often say the attack came out of the 

blue. This represents the third type of panic attack, usually called uncued attacks. These 

uncued attacks are considered a false alarm (Barlow, 2002) because no object, event, or 

situation appears to precipitate the attack. Many times people misinterpret a panic attack 

as a heart attack and go to the hospital, which suggests just how frightening these symp-

toms can be. Yet it is clear that panic attacks are common, occurring in people with vari-

ous anxiety disorders and sometimes even in people who do not have an anxiety disorder.



anxiety disorders 121

PANIC DISORDER AND AGORAPHOBIA

Lena is 24 years old. She recently moved to the United States from El Salvador. Her fam-

ily has a history of cardiac disease, and several relatives died when they were in their 

early 40s. Lena is very worried that she will develop high blood pressure, which she con-

siders the first sign of cardiac disease. Her physician referred her to the anxiety disorders 

clinic because she checked her blood pressure at least 20 times per day (but it was always 

normal). In the course of the diagnostic interview, Lena revealed that her physician in 

El Salvador told her she had “hypertensive crises” when for no reason, her heart would 

race, she would get dizzy, she would feel very hot, and her hands would tingle. These 

“hypertensive crises” happened several times per month. When the therapist explained 

to Lena that these were panic attacks, she began to cry with relief—she was not suffering 

from cardiac disease after all.

Panic attacks are the defining feature of two anxiety disorders: panic disorder with-

out agoraphobia and panic disorder with agoraphobia. In panic disorder without 

agoraphobia, a person has had at least one panic attack and worries about having more 

attacks. The person also might worry about what a panic attack means (“Am I developing 

a heart condition?” “Am I losing my mind?”) and may behave differently in response to 

the attacks, such as calling the doctor after every attack. Someone who has panic disor-

der without agoraphobia does not avoid situations (driving, shopping, getting on a bus) 

because of the fear that a panic attack might occur. Watch on mypsychlab.com

In panic disorder with agoraphobia, panic attacks are also a central feature. 

Agoraphobia (literally meaning “fear of the marketplace”) is a fear of being in public 

places or situations where escape might be difficult or help unavailable if a panic attack 

occurs. People who have agoraphobia avoid public places, such as supermarkets; shop-

ping malls; restaurants; churches; theaters; stadiums; riding in buses, cars, or planes; 

and traveling over bridges or through tunnels. Sometimes they are able to enter these 

situations but only with a trusted companion or by carrying certain items (such as a 

bottle of water) in case a panic attack occurs. In its most extreme form, people with 

agoraphobia may refuse to leave the house.

A related condition is agoraphobia without history of panic disorder (see the box 

“DSM-IV-TR: Panic Disorder and Agoraphobia”) in which the person experiences 

fear and/or avoidance of public places but has never had a panic attack. In these cases, 

the person fears the occurrence of incapacitating or extremely embarrassing physi-

cal symptoms such as dizziness or falling, losing control of the bowels or bladder, or 

vomiting (APA, 2000). Usually these symptoms have never happened, at least not in 

public. Because people with this disorder rarely seek treatment, it has received very 

little attention from researchers.

Panic disorder is rare in young children and only slightly more common among 

adolescents. The disorder usually begins in early adulthood (McNally, 2001). In the 

general adult population, panic disorder without agoraphobia (3.7%) is the most com-

mon of the three disorders. About 1% have panic disorder with agoraphobia, and 1.4% 

have agoraphobia without history of panic (Kessler et al., 2005a). Among adults age 55 

and older, 1.2% suffer from panic disorder at any specific time (Chou, 2010). Another 

age-related difference is that whereas younger adults use the word fear when describ-

ing the emotion accompanying their physical symptoms, older adults use the word 

discomfort (Craske et al., 2010). This is important for clinicians to remember when 

interviewing older adults. If the clinicians ask only whether the person feels fearful, 

they may fail to diagnose panic disorder in an older adult, preventing the person from 

receiving appropriate treatment. More than 94% of people with panic disorder with or 

Panic Disorder

The Case of Jerry

“I was driving on an  
interstate.…And all of a  

sudden I got this fear.”
www.mypsychlab.com

panic disorder without agoraphobia  a dis-
order in which the person has had at least one 
panic attack and worries about having more 
attacks

panic disorder with agoraphobia  panic 
attacks combined with avoidance of places 
where escape (in case of a panic attack) may 
be difficult or impossible

agoraphobia without history of panic dis-
order  the fear and/or avoidance of public 
places without any past occurrence of a panic 
attack

www.mypsychlab.com
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DSM-IV-TR

Panic Disorder and Agoraphobia

   b.  Worry about the implications of the attack or its 
consequences(e.g., losing control, having a heart 
attack, “going crazy”)

   c. A significant change in behavior related to the attacks

B. The absence of Agoraphobia
C.  The Panic Attacks are not due to the direct physiological 

effects of a substance (e.g., a drug of abuse, a medication) 
or a general medical condition (e.g., hyperthyroidism).

D.  The Panic Attacks are not better accounted for by another 
mental disorder, such as Social Phobia (e.g., occurring on 
exposure to feared social situations), Specific Phobia (e.g., 
on exposure to a specific phobic situation), Obsessive-
Compulsive Disorder (e.g., on exposure to dirt in someone 
with an obsession about contamination), Posttraumatic 
Stress Disorder (e.g., in response to stimuli associated with 
a severe stressor), or Separation Anxiety Disorder (e.g., in 
response to being away from home or close relatives).

Agoraphobia Without History of Panic Disorder

A.  The presence of Agoraphobia related to fear of develop-
ing panic-like symptoms (e.g., dizziness or diarrhea).

B. Criteria have never been met for Panic Disorder
C.  The disturbance is not due to the direct physiological 

effects of a substance (e.g., a drug of abuse, a medication) 
or a general medical condition.

D.  If an associated general medical condition is present, the 
fear described in Criterion A is clearly in excess of that 
usually associated with the condition.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text
Revision (Copyright 2000).

Panic Disorder With Agoraphobia

A. Both (1) and (2):

 1. Recurrent unexpected Panic Attacks 

 2.  At least one of the attacks has been followed by 
1 month (or more) of one (or more) of the following:

   a. Persistent concern about having additional attacks

   b.  Worry about the implications of the attack or its 
consequences(e.g., losing control, having a heart 
attack, “going crazy”)

   c. A significant change in behavior related to the attacks
B. The presence of Agoraphobia 
C.  The Panic Attacks are not due to the direct physiological 

effects of a substance (e.g., a drug of abuse, a medication) 
or a general medical condition (e.g., hyperthyroidism).

D.  The Panic Attacks are not better accounted for by another 
mental disorder, such as Social Phobia (e.g., occurring on 
exposure to feared social situations), Specific Phobia (e.g., 
on exposure to a specific phobic situation), Obsessive-
Compulsive Disorder (e.g., on exposure to dirt in someone 
with an obsession about contamination), Posttraumatic 
Stress Disorder (e.g., in response to stimuli associated with 
a severe stressor), or Separation Anxiety Disorder (e.g., in 
response to being away from home or close relatives).

Panic Disorder Without Agoraphobia

A. Both (1) and (2):

 1.  Recurrent unexpected Panic Attacks 

 2.  At least one of the attacks has been followed by 
1 month (or more) of one (or more) of the following:

   a.  Persistent concern about having additional attacks

without agoraphobia seek treatment (Kessler et al., 2006). This is important because 

without treatment, symptom-free periods are rare (Batelaan et al., 2010). When a 

symptom-free period occurs, many people relapse within the year. Even with medica-

tion treatment, panic attacks often decrease in frequency but are not eliminated. Five 

years after receiving medication treatment, 85% of people no longer had panic disorder,

although 62% still had occasional panic attacks (Andersch et al., 1997).

Women are more likely to experience panic attacks and panic disorder than men, 

and symptom variation exists across cultural groups. Ataque de nervios, found primarily 

among Latino people from the Caribbean, is one example of a disorder that might be a 

cultural variant of panic disorder. Some symptoms of ataque (heart palpitations, trem-

bling) are similar to typical panic symptoms, whereas other symptoms (screaming uncon-

trollably, becoming physically aggressive) are specific to ataque. Whereas panic attacks 
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typically occur out of the blue, ataque de nervios commonly occurs after social disruptions 

such as a change in family status (Guarnaccia et al., 1989). Among the Cambodian 

people, the cultural syndrome of Khyâl (wind attacks) is characterized by typical panic 

attack symptoms such as dizziness and culture-specific symptoms such as ringing in the 

ears and neck soreness (Craske et al., 2010). In Vietnam, these wind attacks are called 

trung gio. Thus, panic attacks exist across many different populations even though the 

specific symptom pattern may differ based on one’s specific cultural background.

In addition to anxiety, people with panic disorder with or without agoraphobia 

often feel sad and depressed in part because their anxiety limits their daily functioning 

(Stein et al., 2005) including the ability to work and socialize. About 50% of people 

with panic disorder rely on financial assistance through either unemployment, dis-

ability, welfare, or Social Security payments (Goisman et al., 1994). People with panic 

disorder and secondary (additional) disorders such as depression, eating disorders, and 

personality disorders may have suicidal thoughts or attempt suicide (Khan et al., 2002; 

Warshaw et al., 2000). Most researchers believe that the presence of the additional 

disorder increases the likelihood of suicidal behavior.

GENERALIZED ANXIETY DISORDER

Medical school was extremely tough and very competitive, and Greg was worried that 

he would not do well enough to compete successfully for a residency. Now that he was 

going to be in the hospital clinic treating patients, Greg was having even more trouble 

sleeping. Most nights, he had difficulty falling asleep, and he was sometimes awake for a 

few hours in the middle of the night, thinking about what he needed to do the next day. 

He noticed other worries popping up more often. He worried about his father, who was 

adjusting to a new job, and his younger sister, who was starting college and spending too 

much time socializing. He became more concerned about what his classmates thought of 

him. He began to have trouble concentrating. Perhaps because of his sleep problems, he 

was not paying attention in class, and he found himself needing to reread sections of his 

textbooks to make sure he understood the material. He also 

noticed that his neck and shoulders were tight—even painful 

at times—after long hours of hunching over books and wor-

rying about grades.

The key feature of generalized anxiety disorder

(GAD) is excessive worry occurring more days than not 

and lasting at least 6 months. People with GAD worry 

about future events, past transgressions, financial mat-

ters, and their own health and that of loved ones (APA, 

2000a). In addition to being out of proportion to the 

actual situation, the worry is described as uncontrol-

lable and is accompanied by physical symptoms that 

include muscle tension, restlessness or feeling keyed 

up or on edge, being easily fatigued, difficulty concen-

trating, sleep disturbance, and irritability (see the box 

“DSM-IV-TR: Generalized Anxiety Disorder”). 

Cognitive symptoms include an inability to toler-

ate uncertainty (Ladouceur et al., 2000) and a belief 

that worrying may allow the person to avoid and/or prevent negative consequences 

(Borkovec et al., 2004). People with GAD often say, “I always find something to 

generalized anxiety disorder  the excessive 
worry about future events, past transgressions, 
financial status, and the health of oneself and 
loved ones

People who face more real problems in liv-
ing tend to have more reality-based anxiety 
than do people who live in more comfortable 
circumstances.
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DSM-IV-TR

Generalized Anxiety Disorder

Generalized Anxiety Disorder (Includes Overanxious 

Disorder of Childhood) 

A.  Excessive anxiety and worry (apprehensive expectation), occur-
ring more days than not for at least 6 months, about a number 
of events or activities (such as work or school performance).

B. The person finds it difficult to control the worry.

C.  The anxiety and worry are associated with three (or more) 
of the following six symptoms (with at least some symp-
toms present for more days than not for the past 
6 months). Note: Only one item is required in children.

  1. Restlessness or feeling keyed up or on edge

  2. Being easily fatigued

  3. Difficulty concentrating or mind going blank

  4. Irritability

  5. Muscle tension 

  6.  Sleep disturbance (difficulty falling or staying asleep, or 
restless unsatisfying sleep)

D.  The focus of the anxiety and worry is not confined to features 
of an Axis I disorder, e.g., the anxiety or worry is not about 

having a Panic Attack (as in Panic Disorder), being embar-
rassed in public (as in Social Phobia), being contaminated 
(as in Obsessive-Compulsive Disorder), being away from 
home or close relatives (as in Separation Anxiety Disorder), 
gaining weight (as in Anorexia Nervosa), having multiple 
physical complaints (as in Somatization Disorder), or having 
a serious illness (as in Hypochondriasis), and the anxiety and 
worry do not occur exclusively during Posttraumatic Stress 
Disorder.

E.  The anxiety, worry, or physical symptoms cause clinically sig-
nificant distress or impairment in social, occupational, or other 
important areas of functioning.

F.  The disturbance is not due to the direct physiological effects of 
a substance (e.g., a drug of abuse, a medication) or a general 
medical condition (e.g., hyperthyroidism) and does not occur 
exclusively during a Mood Disorder, a Psychotic Disorder, or a 
Pervasive Developmental Disorder.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text
Revision (Copyright 2000).

worry about,” and they often have at least one other psychological disorder (Andrews 

et al., 2010; Bruce et al., 2001), usually another anxiety disorder or major depression. 

However, the worries of people with GAD are more severe; they complain more fre-

quently of muscle tension, feeling restless, and feeling keyed up or on edge (Andrews 

et al.); and they have lower levels of SNS arousal (Mennin et al., 2004) than people 

with other anxiety disorders. These factors often help clinicians decide whether some-

one has GAD or a different anxiety disorder.

More adults than children have GAD (Wittchen & Hoyer, 2001), and the dis-

order most commonly starts in the late teens through the late 20s (Kessler et al., 2004). 

GAD begins gradually and is usually a chronic condition. Even after pharmacological or 

psychosocial treatment, many people continue to have symptoms (Borkovec, 2002). 

Five years after it begins, 72% of people with GAD still suffer from the disorder 

(Woodman et al., 1999). Many people with GAD seek treatment from primary care 

physicians. In fact, up to 12% of people who seek treatment from their primary care 

physicians do so because of GAD symptoms (Wittchen & Hoyer, 2001).

Many people suffer from GAD; prevalence estimates range from 5 to 10% of 

community and clinic samples (Maier et al., 2000; Wittchen & Hoyer, 2001).

Melissa’s mother brought her to the clinic because of her constant worry that she was 

going to die. Although she was 9 years old and in good health, she worried that she 

might die from getting sick or that she would “choke on phlegm and die.” She told the 

interviewer that she worried that not now, but when she was older, she might have a 

heart attack and die. She also worried that her parents or her brother might die and 
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social phobia  a pervasive pattern of social 
timidity characterized by fear that the person 
will behave in a way that will be humiliating or 
embarrassing

Social Phobia

The Case of Steve

“I imagine that people are 
watching me. They are watching 

me stumble in my efforts.…”
www.mypsychlab.com

Generalized Anxiety Disorder

The Case of Philip

“I worry a lot, I just analyze, ana-
lyze, until I’m paralyzed.”

she would be all alone. She was afraid that her parents might leave home one day, get 

lost and “never, ever find their way back and I’ll be all alone.” She also worried that she 

might vomit or that burglars would break into her house and she would “lose everything.” 

Melissa had sleep problems because she was worried that if she fell asleep, she might die.

Among children, the prevalence of GAD is lower than among other age groups, 

affecting 3.6% of the general population (Bowen et al., 1990). Among children with 

GAD, feelings of tension and apprehension are common as are a negative self-image 

and the need for reassurance (Masi et al., 2004). Children with GAD also have physi-

cal symptoms such as restlessness, irritability, concentration difficulties, sleep distur-

bance, fatigue, headaches, muscle tension, and stomachaches (Tracey et al., 1997). 

Adolescents report more physical symptoms than children, and headaches are more 

common among adolescents than young children (Tracey et al.). GAD affects both 

sexes equally (Masi et al., 1999; Vesga-López et al., 2008).

Unexpected, negative, or very important life events are associated with the onset of 

GAD as with panic and agoraphobia for both men and women (Kendler et al., 2003). 

When sociocultural factors are considered, GAD is more common among racial/ethnic 

minorities and people of low socioeconomic status (Kessler et al., 2004). It is important to 

remember that those with lower socioeconomic status may legitimately have more things to 

worry about (unsafe living conditions, lower income, poor health care, and therefore more 

medical conditions) than other groups; thus, their worries may have a more realistic basis. 

Less certainty regarding the availability of basic necessities may play a role in the onset of 

GAD. Watch on mypsychlab.com

SOCIAL PHOBIA

The third most common psychiatric disorder in the United States (Keller, 2003), social 

phobia (also known as social anxiety disorder), is a severe fear of social or performance 

situations (APA, 2000a). Social situations that create distress include speaking, eating, 

drinking, or writing in the presence of others; engaging in social interactions such as 

parties or meetings; and simply initiating or maintaining conversations (see the box 

“DSM-IV-TR: Social Phobia”). When in these situations, people with social phobia 

fear that others will detect their anxiety through their speech or behavior (forgetting 

a speech, mispronouncing a word, or shaking uncontrollably). Social phobia has two 

subtypes. The nongeneralized or specific subtype describes social fears that are limited to 

just a few social or performance situations (usually public speaking). People with the 

generalized subtype have fear in most social interactions (including public speaking, 

parties, and one-on-one conversations). Other differences also exist between the two 

subtypes; the generalized subtype is associated with more severe anxiety and depressive 

symptoms (Beidel et al., 2010; Turner et al., 1992; Wittchen et al., 1999), social skills 

deficits (Beidel et al.), an earlier age of onset (Wittchen et al.), and a more frequent his-

tory of childhood shyness (Stemberger et al., 1995). Watch on mypsychlab.com

In the introduction to this section, we noted that many people have more than 

one anxiety disorder. More than 50% of people with social phobia have additional 

anxiety disorders, such as GAD, agoraphobia, panic disorder, specific phobia, or post-

traumatic stress disorder (Magee et al., 1996) as well as depression. Social phobia may 

substantially impair a person’s ability to complete educational plans, advance in a career, 

work productively, and socialize with others (Zhang et al., 2004). People with social 

phobia often use alcohol to lessen their social distress, such as having a drink before a 

party, although there is little evidence that alcohol actually reduces anxiety (Carrigan & 

www.mypsychlab.com
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Randall, 2003). Even so, many people with both social phobia and alcohol dependence 

report that their substance abuse or dependence developed as a result of their attempts 

to reduce distress in social settings (Kushner, 1990).

With an average age of onset between 11 and 13 years, social phobia is one of the 

earliest appearing anxiety disorders (Kessler, 2003). It can be detected as early as 

age 8, and 8% of adults with social phobia report that their disorder began in childhood 

(Otto et al., 2001). When the disorder begins in childhood, it is not likely to remit 

without treatment. In fact, there is very little probability of spontaneous recovery when 

social phobia begins before age 11 (Davidson, 1993). Although social phobia rarely 

resolves without treatment, the symptoms may become better or worse depending on 

particular life circumstances (Beard et al., 2010). An episode of social phobia averages 

18 years in length compared with 6 years for panic disorder and 1 year for major depres-

sion (Keller, 2003). However, more than 85% of those with social phobia recover with 

psychological treatment and remain symptom free 10 years later (Fava et al., 2001).

Approximately 3 to 5% of children and adolescents have social phobia (Beidel 

& Turner, 2005; Essau et al., 1999; Gren-Landell et al., 2009; Ranta et al., 2009), as 

do 12 to 13% of adults (Kessler et al., 2005a; Lecrubier et al., 2000). Even people who 

spend their lives in the public limelight can suffer from this disorder (see the feature 

“Real People, Real Disorders: A Story of Social Phobia”).

20 40 60 80BIRTH

8–18
�

Social phobia typically develops in childhood 
or adolescence. The developmental challenge 

of fitting into a peer group or the increasing 
demands of school often are difficult for chil-

dren who are anxious in social settings.

DSM-IV-TR

Social Phobia

Social Phobia (Social Anxiety Disorder)

A.  A marked and persistent fear of one or more social or 
performance situations in which the person is exposed to 
unfamiliar people or to possible scrutiny by others. The 
individual fears that he or she will act in a way (or show 
anxiety symptoms) that will be humiliating or embarrass-
ing. Note: In children, there must be evidence of the 
capacity for age-appropriate social relationships with famil-
iar people and the anxiety must occur in peer settings, not 
just in interactions with adults.

B.  Exposure to the feared social situation almost invariably 
provokes anxiety, which may take the form of a situation-
ally bound or situationally predisposed Panic Attack. 
Note: In children, the anxiety may be expressed by crying, 
tantrums, freezing, or shrinking from social situations with 
unfamiliar people.

C.  The person recognizes that the fear is excessive or 
unreasonable. Note: In children, this feature may be 
absent.

D.  The feared social or performance situations are avoided or 
else are endured with intense anxiety or distress.

E.  The avoidance, anxious anticipation, or distress in the 
feared social or performance situation(s) interferes signifi-
cantly with the person’s normal routine, occupational (aca-
demic) functioning, or social activities or relationships, or 
there is marked distress about having the phobia.

F.  In individuals under age 18 years, the duration is at least 
6 months.

G.  The fear or avoidance is not due to the direct physi-
ological effects of a substance (e.g., a drug of abuse, a 
medication) or a general medical condition and is not 
better accounted for by another mental disorder (e.g., 
Panic Disorder With or Without Agoraphobia, Separation 
Anxiety Disorder, Body Dysmorphic Disorder, a Pervasive 
Developmental Disorder, or Schizoid Personality Disorder).

H.  If a general medical condition or another mental disorder 
is present, the fear in Criterion A is unrelated to it, e.g., 
the fear is not of Stuttering, trembling in Parkinson’s dis-
ease, or exhibiting abnormal eating behavior in Anorexia 
Nervosa or Bulimia Nervosa.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text
Revision (Copyright 2000).
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The situations that people with social phobia fear are similar regardless of age. 

Because social phobia is a chronic condition, its impact becomes more pervasive and 

creates significantly more dysfunction with age (see Table 4.2). This negative develop-

mental trajectory begins in early childhood. If young children avoid social encounters 

with others, they are unlikely to learn appropriate social behaviors such as asking oth-

ers to play, making friends, and interacting in a socially appropriate manner. Because 

they are anxious and socially unskilled, they begin to avoid others and often are over-

looked or invisible to their classmates (Beidel & Turner, 2005; Ranta et al., 2009; 

TABLE 4 .2

Behaviour Research and Therapy, 45,

Social Situations Children Adolescents Adults

Many people know Ricky Williams as the Heisman 
trophy–winning running back who had it all—fame, 

money, and talent. Selected fifth in the NFL draft in 1999, 
Ricky created a media frenzy, making him a celebrity 
overnight. With a successful career under way, who would 
believe that this football sensation who plays for crowds 
of 100,000 dreaded the thought of going to the grocery 
store or meeting a fan on the street?

“I was 23, a millionaire and had everything, yet I was 
never more unhappy in my life,” said Ricky Williams. “I felt 
extremely isolated from my friends and family because I 
couldn’t explain to them what I was feeling. I had no idea 
what was wrong with me.”

Ricky’s fears escalated at the start of his professional 
football career in New Orleans. With high expectations 

to perform, Ricky was thrust into the limelight. 
Often portrayed by the media as aloof or even 
weird, he was known for conducting interviews 
with his helmet on and shying away from fans. 
He could barely interact with his young daugh-
ter or leave his house to do errands. What most 
didn’t realize is that by simply talking to a reporter, 
a fan, a member of the community, or even his own 
family, Ricky was struggling with the very root of his 
problem. He later learned he was among the more than 
5 million Americans who suffer from social phobia.

Anderson, L. A Story of Social Anxiety Disorder: Ricky Williams.
http://www.adaa.org/GettingHelp/Articles/RickyWilliams.asp.
Reprinted with permission of the Anxiety Disorders Association 
of America.

real people, real disorders

http://www.adaa.org/GettingHelp/Articles/RickyWilliams.asp
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Sumter et al., 2009). Avoidance leads to a vicious cycle in which limited social abilities 

increase the likelihood of negative social interactions, which in turn increase avoid-

ance, resulting in few opportunities to achieve important developmental milestones 

(e.g., dating, attending college).

Social phobia affects both sexes equally (Kessler et al., 2005a), and within the 

United States, it occurs consistently across racial/ethnic groups (Bassiony, 2005; 

Gökalp et al., 2001). A condition known as taijin kyofusho, found in Asian cultures, is 

sometimes considered a form of social phobia; it occurs most frequently among young 

men. Those with taijin kyofusho fear social interactions, but the underlying nature of 

the fear is different from that of social phobia (Kirmayer, 2001; Kirmayer et al., 1995). 

Whereas people with social phobia fear doing something that will embarrass them-

selves, people with taijin kyofusho fear offending and/or making others feel uncomfort-

able due to their inappropriate social behavior or perceived physical blemish/deformity. 

The focus on offending others may be based on Japanese culture, which emphasizes 

the importance of presenting oneself positively, and collectivism rather than individual-

ism (Hofmann et al., 2010). Although found most frequently in Japan, the syndrome 

occurs in Korea and possibly other Asian countries (Chapman et al., 1995).

SPECIFIC PHOBIA

Ginny was a nurse who had moved to the southeastern United States from Minnesota. 

She came to the clinic because she was about to quit her job and go back north. Ginny 

had rented an apartment, sight unseen, excited because she would be living on the inter-

coastal waterway. She had never seen “Palmetto bugs” (American cockroaches) before, 

but now she saw them on a daily basis despite monthly exterminations. She was unable 

to sleep because she was afraid that a bug would crawl into her bed. She could not use 

the building elevator because there were bugs in it, so she walked up five stories even 

when carrying grocery bags. Moreover, it was not just her apartment building—she saw 

the bugs everywhere. Despite having no job prospects in Minnesota, Ginny found that 

option preferable to “living with filthy bugs.”

As Ginny’s case illustrates, specific phobias (see the box “DSM-IV-TR: Specific 

Phobia”) are severe and persistent fears of circumscribed events, objects, or situations 

that lead to significant disruption in daily functioning. A significant proportion of the 

general population admits to being fearful of something. You or someone close to you 

may be afraid of heights or snakes or flying or elevators. So when does a fear become a 

phobia? Two criteria determine when the word phobia should be applied to a specific 

fear. First, the symptoms cause significant emotional distress (even if one is able to 

engage in the behavior).

John had to give a presentation at a conference in a distant city, but he was afraid to fly. 

Since finding out about the presentation, he had not slept, worrying that the plane might 

crash. On the day that he was to leave for his trip, he was unable to eat. When he arrived 

at the airport, he was sweating profusely and his mouth was dry. He was exhausted by 

the time he arrived at the gate.

The second criterion is functional impairment.

John was not able to board the plane. His boss was very disappointed, and John was 

never asked to represent the company again. Soon John noticed that he was being 

“passed over” for promotions, which were being given to younger, less experienced 

workers.

specific phobia  the severe and persistent 
fear of circumscribed events, objects, or situ-
ations that leads to significant disruption in 
areas of functioning
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Therefore, the answer to the question, “When does fear become a phobia?” is 

when it creates marked distress or impairs an aspect of life functioning.

Specific phobias usually fall into one of four groups: animal phobias (fear of ani-

mals or insects); natural environment phobias (fear of objects or events such as storms, 

heights, or water); blood/injection/injury phobias (fear of blood, injuries, or needles); 

or situational phobias (fear of situations such as using public transportation, driving 

through tunnels or on bridges, riding elevators, flying, driving, or being in enclosed 

places; APA, 2000). See Table 4.3 for some common specific phobias among adults in 

the United States (Stinson et al., 2007).

People often have more than one specific phobia, and they often have other 

anxiety disorders (Ollendick et al., 2010). Even though these disorders are severe and 

disabling, few people who suffer from them ever seek treatment unless the situation 

becomes extreme, as in the case of Ginny or John.

Animal phobias include fears of animals or insects. Ginny’s case illustrates a pho-

bia of cockroaches. Many children also exhibit animal fears.

Ronnie was 7 years old and had an extreme fear of dogs. He ran away whenever he saw 

a dog. Whenever he had to leave the house, he asked his mother if they might see a dog. 

He could not look at dogs in a pet store and turned off the television if there was a dog 

or a dog food commercial. The situation became so severe that Ronnie was refusing to 

visit his grandmother because her neighbor owned a dog.

Natural environment phobias include fears of objects or situations that are part of 

the environment. Situations such as heights or deep water are common as are events 

such as electrical storms, hurricanes, or tornadoes.

DSM-IV-TR

Specific Phobia

A.  Marked and persistent fear that is excessive or unreason-
able, cued by the presence or anticipation of a specific 
object or situation(e.g., flying, heights, animals, receiving 
an injection, seeing blood).

B.  Exposure to the phobic stimulus almost invariably pro-
vokes an immediate anxiety response, which may take the 
form of a situationally bound or situationally predisposed 
Panic Attack.

Note: In children, the anxiety may be expressed by crying, 
tantrums, freezing, or clinging.

C.  The person recognizes that the fear is excessive or unrea-
sonable. Note: In children, this feature may be absent.

D.  The phobic situation(s) is avoided or else is endured with 
intense anxiety or distress.

E.  The avoidance, anxious anticipation, or distress in the 
feared situation(s) interferes significantly with the person’s 
normal routine, occupational (or academic) functioning, or 

social activities or relationships, or there is marked distress 
about having the phobia.

F.   In individuals under age 18 years, the duration is at least 
6 months.

G.  The anxiety, Panic Attacks, or phobic avoidance associ-
ated with the specific object or situation are not bet-
ter accounted for by another mental disorder, such 
as Obsessive-Compulsive Disorder (e.g., fear of dirt 
in someone with an obsession about contamination), 
Posttraumatic Stress Disorder (e.g., avoidance of stimuli 
associated with a severe stressor), Separation Anxiety 
Disorder (e.g., avoidance of school), Social Phobia 
(e.g., avoidance of social situations because of fear of 
embarrassment), Panic Disorder With Agoraphobia, or 
Agoraphobia Without History of Panic Disorder.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text
Revision (Copyright 2000).



C H A P T E R  4130

Maura was 10 years old and had just moved to the Gulf Coast. Although she had never 

experienced a hurricane, she was terribly afraid that one would happen and would blow 

away her house. The television in Maura’s room was constantly tuned to the Weather 

Channel so that she could monitor the potential for storms. She read the weather report 

in the newspaper every day. Her parents reported that she would not go outside on a 

cloudy day, fearing that a hurricane was developing. One evening, after hearing a report 

on hurricane preparedness, she counted the batteries in the house and concluded that 

there were not enough. She became hysterical and begged her father to go to the store 

that evening to get more, but he refused. Soon afterward, her parents took 

her to a psychologist for treatment.

Blood-injury-illness phobia (B-I-I) is a common phobia but is differ-

ent from other phobias in a significant way. Unlike other phobias in which 

associated physical responses reflect increased sympathetic nervous system 

activity, parasympathetic activation dominates the characteristic response of 

B-I-I. People with fears of needles, blood, or physical injury show vasova-

gal syncope, defined as bradycardia (slow heart rate) and hypotension (low 

blood pressure; Ost, 1996) that can lead to fainting (see Figure 4.4). The 

reason for this unusual physical response is unclear. It may be biologically 

determined, perhaps the remnant of an evolutionary response to a serious 

physical injury. When someone is injured, decreases in heart rate and blood 

pressure lead to decreased blood flow, which in turn enhances the person’s 

chances of physical survival. This normal biological response is triggered 

inappropriately in those who fear blood or needles. This phobia can have serious conse-

quences when it leads someone to avoid medical treatment.

vasovagal syncope  a common physiologi-
cal response consisting of slow heart rate and 
low blood pressure that sometimes occurs in 
people with blood-illness-injury phobias.

TABLE 4 .3

Psychological Medicine, 37

Type of Fear Prevalence in the 
General Population

People who have phobias of the natural 
environment fear such things as storms, 
hurricanes, and tornadoes.
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Martha had a degenerative eye disease that if untreated by surgery would result in blind-

ness. However, her fear of needles and injections was so intense that she had refused sur-

gery; she even refused Novocain for dental procedures. She got dizzy and sweaty when she 

saw a needle and fainted on the only two occasions when she tried to give blood at the office 

blood drive. When she came to the anxiety clinic, she had already lost the vision in her left 

eye. She was seeking treatment for her phobia so she could save the vision in her right eye.

The fourth type of specific phobia is situational phobia. Fears of flying or enclosed 

places (sometimes called claustrophobia) are common situational phobias. John’s fear of 

flying is an example of this phobia. Because people with agoraphobia also report fears 

and avoidance of certain situations, it is important to differentiate this disorder from 

specific phobias. People with a specific phobia are afraid of some aspect of the situation 

itself (e.g., having an accident while driving) whereas people with agoraphobia are afraid 

of having a panic attack while driving. Thus, although the physical and cognitive symp-

toms may be the same, the object or situation that precipitates the symptoms differs.

Specific phobia is a common anxiety disorder, affecting 12.5% of adults (Kessler 

et al., 2005a) and 3.5% of children in the United States (Ollendick et al., 2004). It 

is also one of the most common disorders worldwide, affecting 4% of the general 

population in Mexico (Medina-Moira et al., 2005), 2.7% in Japan (Kawakami et al., 

2005), and 7.7% across six European countries (Belgium, France, Germany, Italy, the 

Netherlands, and Spain; ESMed/MHEDEA, 2004). Among people with a diagnosis 

of specific phobia, 50% have a fear of either animals or heights (LeBeau et al., 2010).

Most specific phobias develop during childhood, with an average age of onset of 

7 years (Antony & Barlow, 2002; Kessler et al., 2005a). Phobias are equally common 

among African Americans, Hispanic whites, and non-Hispanic white adults (Breslau, 

2006). Specific phobias are more common among girls than boys and more common 

among young children than adolescents (Muris et al., 1999). Women are more likely 

than men to have situational, animal, and natural environment phobias. However, men 

and women are equally likely to fear heights and B-I-I situations (LeBeau et al., 2010).

OBSESSIVE-COMPULSIVE DISORDER

Obsessive-compulsive disorder (OCD) consists of obsessions (recurrent, persistent, 

intrusive thoughts) often combined with compulsions (repetitive behaviors) that are 

extensive, time consuming, and distressful (see the box “DSM-IV-TR: Obsessive-

FIGURE 4 .4

When in contact with blood, an injury, or 
the possibility of an injection, people with 
blood-injury-illness phobias may experience 
a physiological response known as vasovagal
syncope. This sudden drop in blood pressure 
(BP) results in the person “feeling faint” or 
actually fainting.
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obsessive-compulsive disorder  a condition 
involving obsessions (intrusive thoughts), often 
combined with compulsions (repetitive behav-
iors) that can be extensive, time consuming, 
and distressful
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Compulsive Disorder”). Obsessions are usually specific thoughts (e.g., “I will con-

tract HIV if I touch a chair where an infected person sat”), but they may also be 

impulses (e.g., to jump off a high place) or images (e.g., stabbing a loved one). Defined 

as recurrent and persistent, obsessions are also intrusive, inappropriate, and often 

abhorrent, and they create substantial anxiety or distress (see “Real Science, Real Life: 

Steve—The Psychopathology and Treatment of Obsessive-Compulsive Disorder” at 

the end of this chapter). People with OCD recognize that their obsessions are the 

product of their own minds and not imposed upon them by someone else (as may occur 

in schizophrenia; see Chapter 10). Common obsessions include thoughts about dirt 

and germs (e.g., contracting cancer or another disease); aggression (a mother smother-

ing her newborn baby with a blanket); failure to engage locks, bolts, and other safety 

devices (thereby putting an individual at risk for harm); sex (inappropriate sexual rela-

tionships such as molesting a child); and religion (thinking blasphemous thoughts). 

Watch on mypsychlab.com

Donny is 15 years old. For the past three years, he had been worried about dirt and con-

tamination. He was afraid that dog or cat feces would get on his clothes and infect him, 

causing him to have a serious illness and then he would die. He tried to stay away from 

people who had pets but at school he worried constantly because he did not know all 

the people who went to his school. What if the person who sat in his seat in English class 

in the period before him had a dog? There could be germs on the seat and they would 

get on his clothes. What about the lunch lady? What if she had a cat? The cat feces could 

be on her shoelace and then if her hand touched her shoelace, it could get in the food. 

About 6 weeks ago, Donny quit going to school. It was just too exhausting to try and 

avoid the contamination.

Compulsions are the second part of OCD. They consist of repetitive behaviors 

that the person feels driven to do in response to obsessions or according to rigid rules 

(APA, 2000). Compulsions can be observable behaviors, such as repeatedly washing 

one’s hands. They can also be unobservable, mental activities, such as silent counting. 

By completing the ritual, people with OCD feel that they can prevent their obses-

sions from becoming reality; “If I wash my hands for an hour, I won’t get cancer.” 

Compulsions are maintained by negative reinforcement. If you are afraid of contami-

nation by “cancer germs,” sanitizing your hands temporarily decreases the fear of con-

tamination. Of course, that relief (removal of discomfort) temporarily feels good and 

increases the likelihood that the next time you feel contaminated, you will sanitize 

your hands again. In addition to hand washing, common compulsions include exces-

sive bathing, cleaning, checking, counting, and ordering possessions. Sometimes those 

with OCD are reluctant to discuss their obsessions and compulsions, even with mem-

bers of their family. They perform their rituals in secret, often in the middle of the 

night. When the disorder is severe, the compulsions can dictate all of the person’s 

activities.

When Donny came home from school, he had to take a shower immediately. It would take 

him about an hour in the shower before he felt clean. If someone or something interrupted 

his routine, it would take a lot longer—he would have to start again at the beginning. 

Donny washed his clothes in the washing machine constantly. In the past, year, he had 

used the machine so extensively that his parents had to twice replace it with a new one.

More than half of people with OCD also have comorbid disorders such as 

depression, social phobia, specific phobia, GAD, and panic disorder (Stein et al., 

Obsessive/Compulsive Disorder

The Case of Dave

“I knew in my heart of hearts 
that the water was turned off, 

but I had to go back and check it anyway.”
www.mypsychlab.com

www.mypsychlab.com
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2010). Substance abuse may also coexist with OCD. Even when a comorbid disorder 

is present, the symptoms of OCD usually are most prominent and troubling. OCD is 

also often accompanied by a personality disorder (see Chapter 11); and in these cases, 

positive treatment outcome is less likely (Steketee & Barlow, 2002).

OCD is a chronic and severe condition that rarely remits without treatment. 

It usually begins between late adolescence and early adulthood (Stein et al., 2010). 

Sometimes significant life events accompany the onset of OCD, including early adver-

sity and trauma (Didie et al., 2006; Lochner et al., 2002), accidents and serious mis-

takes (Rheaume et al., 1998), and pregnancy and childbirth (Wisner et al., 1999). 

Even when OCD begins in early adulthood, the person can often look back and see 

that elements of the disorder were present at an earlier age. When symptoms are pres-

ent during childhood, OCD is more severe and results in greater impairment in daily 

functioning (Rosario-Campos et al., 2001; Sobin et al., 2000).

Among adults in the United States, the lifetime prevalence of OCD is 1.6% 

(Kessler et al., 2005), an estimate that is remarkably consistent across different 

DSM-IV-TR

Obsessive-Compulsive Disorder

A. Either obsessions or compulsions:

  Obsessions as defined by (1), (2), (3), and (4):

  1.  Recurrent and persistent thoughts, impulses, or images 
that are experienced, at some time during the distur-
bance, as intrusive and inappropriate and that cause 
marked anxiety or distress

  2.  The thoughts, impulses, or images are not simply 
excessive worries about real-life problems

  3.  The person attempts to ignore or suppress such 
thoughts, impulses, or images, or to neutralize them 
with some other thought or action

  4.  The person recognizes that the obsessional thoughts, 
impulses, or images are a product of his or her own 
mind (not imposed from without as in thought insertion)

  Compulsions as defined by (1) and (2):

  1.  Repetitive behaviors (e.g., hand washing, ordering, 
checking) or mental acts (e.g., praying, counting, 
repeating words silently) that the person feels driven to 
perform in response to an obsession, or according to 
rules that must be applied rigidly

  2.  The behaviors or mental acts are aimed at preventing 
or reducing distress or preventing some dreaded event 
or situation; however, these behaviors or mental acts 
either are not connected in a realistic way with what 
they are designed to neutralize or prevent or are clearly 
excessive

B.  At some point during the course of the disorder, the per-
son has recognized that the obsessions or compulsions are 
excessive or unreasonable. Note: This does not apply to 
children.

C.  The obsessions or compulsions cause marked distress, are 
time consuming (take more than 1 hour a day), or signifi-
cantly interfere with the person’s normal routine, occupa-
tional (or academic) functioning, or usual social activities or 
relationships.

D.  If another Axis I disorder is present, the content of the 
obsessions or compulsions is not restricted to it (e.g., 
preoccupation with food in the presence of an Eating 
Disorder; hair pulling in the presence of Trichotillomania; 
concern with appearance in the presence of Body 
Dysmorphic Disorder; preoccupation with drugs in the 
presence of a Substance Use Disorder; preoccupa-
tion with having a serious illness in the presence of 
Hypochondriasis; preoccupation with sexual urges or fan-
tasies in the presence of a Paraphilia; or guilty ruminations 
in the presence of Major Depressive Disorder).

E.  The disturbance is not due to the direct physiological 
effects of a substance (e.g., a drug of abuse, a medication) 
or a general medical condition.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text
Revision (Copyright 2000).
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countries (Weissman et al., 1994). Among children, prevalence estimates range from 

1.9 to 4% (Geller et al., 1998; Valleni-Basile et al., 1994) and are consistent across 

world populations. It is important to understand that repetitive behaviors occur 

among people with psychological disorders other than OCD. For example, children 

with autism (see Chapter 12) often display repetitive behaviors such as spinning in a 

circle or flapping their hands. People with body dysmorphic disorder (see Chapter 

5) have intrusive thoughts that center around their dissatisfaction with a body part, 

such as believing that their nose is very big and ugly. Because repetitive behaviors 

and intrusive thoughts exist in a number of different disorders, some researchers (e.g., 

Hollander et al., 2005a; Stein, 2002; Phillips et al., 2010) have proposed a diagnostic 

grouping called OCD spectrum disorders. Such a grouping would cluster all disorders 

that included repetitive behaviors and intrusive ideas together regardless of whether 

the person experiences anxiety. In addition to OCD, autism, and body dysmorphic 

disorder, OCD spectrum disorders would include other compulsive behaviors such as 

gambling, nail biting, and hair pulling (see the feature “Examining the Evidence: Is 

Trichotillomania a Variant of OCD?”). At this time, however, OCD remains separate 

from these other disorders and in the category of anxiety disorders.

A small percentage of people with OCD have only obsessions or compul-

sions, but most adults have both. Among young children, rituals alone are common. 

Although adults clearly see that their rituals are responses to their obsessions, younger 

children usually do not know why they perform the rituals and sometimes do not view 

the rituals as senseless (APA, 2000).

When the interviewer asked Donny about whether he viewed his use of the washing 

machine as excessive, he said “No, I don’t see what the problem is. My parents can 

always buy a new washer.”

For children, it is important to view behavior through a developmental lens. 

Ritualistic behaviors alone do not automatically indicate that a child has OCD. As 

with fears in general, repetitive behaviors appear to have a developmental trajectory. 

Toddlers have many ritualistic behaviors (e.g., preparing for bedtime using a certain 

routine, eating food and arranging stuffed animals in a particular way, collecting or 

storing objects; Zohar & Felz, 2001). Over time, most children stop these behaviors 

because they lose interest in them. Only in certain instances do ritualistic and repeti-

tive behaviors remain. As noted in Chapter 1, distress and functional impairment are 

important explanatory concepts for differentiating compulsions from “normal rituals.” 

In comparison to children’s typical ritualistic behaviors, compulsions develop at a later 

age, frequently persist into adulthood, are incapacitating and distressing, and interfere 

with normal development (Garcia et al., 2009; Storch et al., 2008).

Men and women are equally likely to suffer from OCD, whereas among chil-

dren, more boys than girls have the disorder (Masi et al., 2006). In addition, boys 

develop OCD at a younger age and more often have another family member who suf-

fers from the disorder (March et al., 2004; Tukel et al., 2005). The symptoms of OCD 

are similar across cultures despite the fact that specific obsessions are sometimes cul-

ture specific (e.g., fear of leprosy among those who live in Africa; Steketee & Barlow, 

2002). Within the United States, some data suggest lower prevalence of OCD among 

African Americans than whites (Karno et al., 1988). However, this may indicate that 

African Americans may be more likely to seek treatment in traditional medical settings 

rather than mental health clinics. Repeated washing can result in severely rough and 

reddened skin, a condition known as contact dermatitis. People with this condition will 
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examining 

� The Facts Trichotillomania (TTM) is defined as repetitive 
hair pulling that results in noticeable hair loss. People affected 
with this repetitive behavior pull hair from their scalp, eye-
lashes, eyebrows, and even pubic area. Sometimes people 
with TTM wear wigs, scarves, and false eyelashes to cover 
the damage. They want to stop pulling but feel powerless to 
do so. TTM is sometimes considered to be part of a spec-
trum of obsessive-compulsive behaviors (Stein et al., 2010; 
Wetterneck, Teng, & Stanley, 2010), but are TTM and OCD 
the same?

� Let’s Examine the Evidence TTM and OCD have a num-
ber of common features:

1. Both are characterized by repetitive behavior over which 
people feel a lack of control.

2. Hair pulling and compulsions in OCD can both decrease 
anxiety.

3. Some people with TTM have obsessive thoughts about hair 
pulling, wanting hair to be symmetrical or free of aberrant 
hairs (that are too coarse, too short, or too wiry).

4. Both TTM and OCD are associated with high rates of coex-
isting anxiety and depressive disorders.

5. Higher rates of OCD occur in families of people with TTM.

6. One antidepressant (clomipramine) and behavioral treat-
ment are useful treatments for TTM and OCD.

TTM and OCD are different in many ways:

1. Hair pulling can occur without focused awareness (i.e., 
people who pull can do so without paying attention to 

what they are doing); people with OCD are usually very 
focused on trying to reduce fears associated with obsessive 
thoughts.

2. Compulsions occur primarily in response to anxiety; hair 
pulling occurs in response to a wide range of negative 
moods (e.g., anger, boredom, sadness).

3. Hair pulling often produces feelings of pleasure; rituals do 
not.

4. Sensory stimuli (e.g., touching, feeling the hair) have an 
important role in hair pulling but not in compulsions.

5. Family members of people with OCD are more likely to 
have OCD than are family members of people with TTM.

6. TTM is associated with lower rates of OCD symptoms and 
less severe anxiety and depression than OCD.

7. Serotonergic medications effective for the treatment of 
OCD do not work well for TTM.

8. Methods of behavioral treatment are quite different for 
TTM and OCD.

� Conclusion TTM and OCD have some important common 
features and may share genetic influences. There may be a 
subtype of TTM that is very much like OCD with hair pull-
ing occurring in response to obsessive thoughts about hair. 
However, most studies suggest important differences in the 
clinical symptoms, associated features, and treatment pro-
cedures and responses for people with these two disorders. 
What factors do you think are most important in determining 
whether TTM is a form of OCD?

post-traumatic stress disorder  the emo-
tional distress that occurs after an event 
involving actual or threatened death, serious 
injury, or a threat to physical integrity and that 
leads to avoidance of stimuli associated with 
the trauma, feelings of emotional numbness, 
and persistent symptoms of increased sympa-
thetic nervous system arousal

seek treatment at a dermatology clinic rather than a mental health clinic (Friedman 

et al., 1995). However, because they often do not disclose why their skin is red and 

chapped, dermatological treatment is not successful. This delay in seeking appropri-

ate treatment might explain why when African American patients are finally referred 

for psychological treatment, their symptoms are more severe (Chambless & Williams, 

1995).

POST-TRAUMATIC STRESS DISORDER

Post-traumatic stress disorder (PTSD) begins with a traumatic event such as mil-

itary combat, assault, rape, or observation of the serious injury or violent death of 

another person. Later when confronting events or situations that symbolize or 



C H A P T E R  4136

resemble part of the trauma, such as a dark alley similar to the one where an assault 

occurred, the person may suffer an intense psychological and physiological reaction. 

Watch on mypsychlab.com

The diagnostic criteria for PTSD include the presence of emotions such as fear, 

helplessnesss, or horror, and other emotions such as guilt and shame are also commonly 

reported by people with this disorder (Resick & Miller, 2009). A classic symptom of 

PTSD is re-experiencing, through recurrent and intrusive memories, thoughts or dreams 

about the trauma that occur repeatedly despite attempts to suppress them (see the box 

“DSM-IV-TR: Post-Traumatic Stress Disorder”). The person suddenly acts or feels as 

if the event were occurring again. An interesting phenomenon in PTSD is that 

even though the memories can be intrusive (such as the intrusive quality of obses-

sions), people sometimes cannot recall specific or important details of the trau-

matic event.

Another unique symptom of PTSD is numbing, which is the inability 

to feel emotions such as joy, surprise, or even sadness. People report a loss of 

interest in formerly enjoyable activities and a feeling of detachment from other 

people and the environment. They also describe a sense of a foreshortened future

(a belief that they will not live a normal life span). Another common symptom 

is an overactive sympathetic nervous system, which creates a state of general 

and persistent arousal known as hyperarousal. This overarousal results in dif-

ficulty sleeping and concentrating and creates emotional responses such as irri-

tability or anger. In addition, people with PTSD report hypervigilance (a sense 

of being “on watch”) and an exaggerated startle response (being easily startled).

Up to 92% of people with PTSD may have a comorbid psychological dis-

order, most commonly depression, other anxiety disorders, or substance abuse 

(Brunello et al., 2001; Perkonigg et al., 2000). Because PTSD is such a complex 

disorder with so many different symptoms, determining whether the sad mood or 

generalized anxiety is just part of the overall disorder or whether it represents a 

separate diagnosis is sometimes difficult. In either case, PTSD is one of the most difficult 

anxiety disorders to treat.

Posttraumatic Stress Disorder

The Case of Bonnie

“I basically resigned myself  
to the fact that I was going  
to die.”

www.mypsychlab.com

After a life-threatening or traumatic event, 
some people develop posttraumatic stress 
disorder.

side by side   case studies

NORMAL BEHAVIOR CASE STUDY
A Scary Event—No Disorder

Last month, Jamal was driving in a snowstorm. The road was icy, 

and he regretted his decision to drive in the storm. But he wanted 

to get home to his wife and young son. As he was driving down 

the highway, his car hit a patch of ice and he began to skid off the 

road—sideways at first and then in a circle. It was a terrifying few 

moments, and images of his son and wife flashed before Jamal’s 

eyes. The car landed in a ditch. Jamal was banged up but other-

wise safe. That night, after he got home, he was unable to 

sleep—he kept going in to see his son sleeping in his crib. The 

next morning, his heart was pounding when he started his car, 

and for a few weeks afterward, he felt tense every time he drove 

past that ditch. 

ABNORMAL BEHAVIOR CASE STUDY
Post-Traumatic Stress Disorder

In 1968, Jerry was drafted into the Army. In Vietnam, after a day-

long firefight, he was shot. His injuries were severe, and although 

he does not remember much of what happened after the bullet 

shattered his thigh bone, he does remember feeling extremely 

cold when he received a blood transfusion. Upon returning home, 

he was in the grocery store and walked down the frozen food 

aisle. The cold from the freezers precipitated a flashback, and 

Jerry thought that he was in Vietnam again. Now Jerry avoids the 

grocery store at all costs. Every time he hears a helicopter, he 

“hits the ground.” Jerry has not been able to work since he came 

home from Vietnam. 

Dimensions of Behavior: From Normal to Abnormal

www.mypsychlab.com
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Because it begins with the occurrence of a traumatic event, PTSD can occur at 

any age (McNally, 2001). Among adults, the disorder is usually categorized as either 

civilian PTSD or combat-related PTSD, depending on the event. Combat-related 

PTSD is usually more severe and less likely to respond to treatment. PTSD results in 

significant work impairment with work productivity loss exceeding $3 billion per year 

(Brunello et al., 2001). It may also lead to reduced educational attainment, increased 

risk of bearing a child as a teenager, and an increase in unstable marriages (Brunello 

et al.). Approximately 6.8% of the adult U.S. population suffers from civilian PTSD 

(Kessler, 2005). The prevalence of combat-related PTSD is higher; up to 18.5% of 

DSM-IV-TR

Post-Traumatic Stress Disorder

A.  The person has been exposed to a traumatic event in 
which both of the following were present:

 1.  The person experienced, witnessed, or was confronted 
with an event or events that involved actual or threat-
ened death or serious injury, or a threat to the physical 
integrity of self or others

 2.  The person’s response involved intense fear, helpless-
ness, or horror. Note: In children, this may be expressed 
instead by disorganized or agitated behavior

B.  The traumatic event is persistently reexperienced in one (or 
more) of the following ways:

 1.  Recurrent and intrusive distressing recollections of the 
event, including images, thoughts, or perceptions. Note: 
In young children, repetitive play may occur in which 
themes or aspects of the trauma are expressed.

 2.  Recurrent distressing dreams of the event. Note: In chil-
dren, there may be frightening dreams without recogniz-
able content.

 3.  Acting or feeling as if the traumatic event were recurring 
(includes a sense of reliving the experience, illusions, hal-
lucinations, and dissociative flashback episodes, includ-
ing those that occur on awakening or when intoxicated). 
Note: In young children, trauma-specific reenactment 
may occur.

 4.  Intense psychological distress at exposure to internal or 
external cues that symbolize or resemble an aspect of 
the traumatic event

 5.  Physiological reactivity on exposure to internal or exter-
nal cues that symbolize or resemble an aspect of the 
traumatic event

C.  Persistent avoidance of stimuli associated with the trauma 
and numbing of general responsiveness (not present 

before the trauma), as indicated by three (or more) of the 
following:

 1.  Efforts to avoid thoughts, feelings, or conversations 
associated with the trauma

 2.  Efforts to avoid activities, places, or people that arouse 
recollections of the trauma

 3.  Inability to recall an important aspect of the trauma

 4.  Markedly diminished interest or participation in signifi-
cant activities

 5.  Feeling of detachment or estrangement from others

 6.  Restricted range of affect (e.g., unable to have loving 
feelings)

 7.  Sense of a foreshortened future (e.g., does not expect to 
have a career, marriage, children, or a normal life span)

D.  Persistent symptoms of increased arousal (not present 
before the trauma), as indicated by two (or more) of the 
following:

 1 Difficulty falling or staying asleep

 2. Irritability or outbursts of anger

 3. Difficulty concentrating

 4. Hypervigilance

 5. Exaggerated startle response

E.  Duration of the disturbance (symptoms in Criteria B, C, 
and D) is more than 1 month.

F.  The disturbance causes clinically significant distress or 
impairment in social, occupational, or other important areas 
of functioning.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text
Revision (Copyright 2000).
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veterans are diagnosed with it (Hoge et al., 2007; Magruder et al., 2005; Seal et al., 

2007; Tanielian & Jaycox, 2008).

Historically, the onset of PTSD followed a life event defined as “out of the range of 

normal human experience” (combat, concentration camp imprisonment, natural disasters, 

assault, or rape). More recent diagnostic criteria have expanded the list of “eligible” events 

to include many more human experiences, some of which are common (unexpected death 

of a loved one, serious illness such as cancer in oneself ). The person may have experi-

enced the traumatic event directly (such as being in a combat situation), watched the 

event occur to someone else (being a bystander as a crime was committed), or simply 

heard about or seen the event via television or the internet. This expansion in the man-

ner of contact with the traumatic event known as conceptual bracket creep (McNally, 2009) 

has been at least partly responsible for the increased prevalence in the number of people 

who are considered to have experienced a traumatic event. Using these expanded criteria, 

one epidemiological survey reported that 89.6% of adults (92.2% of males and 87.1% of 

females) experienced a potentially traumatic event (Breslau & Kessler, 2001). However, 

despite almost universal exposure to a traumatic event, only 11.1% of the sample had 

PTSD. These different percentages illustrate a very important point: exposure to trauma 

alone does not automatically lead to PTSD. Events such as automobile accidents or the 

death of a loved one may result in temporary stress reactions (Keppel-Benson et al., 2002; 

Yehuda, 2002), but the typical response to a traumatic event is resilience, not PTSD (see 

the feature “Research Hot Topic: 9/11—Trauma, Grief, PTSD, and Resilience”).

Among children in the United States, the prevalence of PTSD is unknown 

because there have been no controlled community investigations. Among German 

teens and young adults, 1% of males and 2.2% of females have PTSD (Essau et al., 

2000a). Among children actually exposed to a singular traumatic event (sniper shoot-

ings at school, earthquakes, boating accidents), estimates of PTSD range from 5.2 to 

100% of those exposed (see Beidel & Turner, 2005). Prevalence estimates may vary 

because different investigators use different procedures (direct interviews of children 

versus parent report, for example) to make the diagnoses. In addition, the emergence 

of PTSD depends on proximity to the event. The closer you are to the event, the more 

likely you are to develop PTSD. After an earthquake in Armenia, for example, more 

children living at the earthquake’s epicenter developed PTSD than did children living 

50 miles away. One hopeful fact is that for many civilian traumas, PTSD symptoms 

decline with time (Yule et al., 2000).

Like the other anxiety disorders, symptoms of PTSD are different in children 

than in adults. Among children, re-experiencing may take the form of traumatic play

in which the child re-enacts relevant aspects of the traumatic event. However, it is 

important to avoid misinterpreting any behavior as indicating the presence of trauma 

or PTSD. Consider the following example. After the Oklahoma City bombing (1995), 

some children in the city built and destroyed buildings made of blocks (Gurwitch 

et al., 2002). Were all of these children suffering from PTSD? Developmentally, many 

children who have never been victims of bombings build block buildings or sandcastles 

and then delight in knocking them down. Without knowledge of typical children’s 

play, developmentally appropriate behaviors could be misinterpreted as indicating the 

presence of PTSD.

In addition to developmental differences in re-experiencing, other aspects of 

PTSD may differ by developmental age. Under age 6, bed-wetting, thumb sucking, 

fear of the dark, and increased difficulties separating from parents may be symptoms 

of PTSD, but they also occur in many children who have not been exposed to trauma 

After a trauma, children may engage in 
traumatic play, such as building a tower and 
knocking it down. However, engaging in this 
type of activity does not mean that a child 
was the victim of a trauma.

PTSD symptoms in children 
are often very different than in 
adults.

20 40 60 80BIRTH
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(Fremont, 2004). Attentional problems, impaired school performance, school avoid-

ance, health complaints, irrational fears, sleep problems, nightmares, irritability, and 

anger outbursts are common in children with PTSD, but they also occur in children 

with other disorders and sometimes in children with no disorder. Adolescents report 

symptoms more commonly found among adults: intrusive thoughts, hypervigilance, 

emotional numbing, nightmares, sleep disturbances, and avoidance. When a diagnosis 

of PTSD is a possibility, developmental factors must be considered.

Until very recently, PTSD among female military veterans was primarily the 

result of sexual assault or sexual harassment (Butterfield et al., 2000). However, the 

changing role of women in the military is likely changing the sex distribution of 

combat-related PTSD. Among civilian populations, some samples find that more 

females than males suffer from PTSD (Brunello et al., 2001), whereas others do not. 

Among women, about 50% of the cases of PTSD are associated with sexual assault 

(Brunello et al.; Perkonigg et al., 2000).

Sociocultural factors are also important to consider when examining the prevalence 

of PTSD across racial/ethnic groups. As we noted in Chapter 1, after Hurricane Andrew 

devastated parts of Florida in 1992, African American and Hispanic children reported more 

traumatic distress than did white children (La Greca et al., 1996). However, as with many 

such differences, the important sociocultural factor may be socioeconomic status. After 

Hurricane Hugo in 1989, more African American than non-African American children 

reported fears, but the African American children also lived closer to the place where 

On October 2, 2006, Charles Carl Roberts entered a one-
room schoolhouse in the Amish community of Nickel 

Mines, Pennsylvania. He lined up 10 young girls and shot them 
each at point blank range. Then he killed himself. Five girls 
died and five were seriously wounded. That night, women from 
the Amish community went to the house of his widow bring-
ing food and comfort. That weekend, more that 50% of those 
at Mr. Roberts’ funeral were from the Amish community he 
had wounded. When asked how they manged to forgive, they 
replied “With God’s help.”

As currently defined, many stressors qualify as traumatic 
events and could result in a diagnosis of PTSD. Stabbings, 
shootings, and murder are common occurrences for inner-city 
adolescents (e.g., Jenkins & Bell, 1994). Natural disasters such 
as hurricanes, floods, and tornadoes also occur frequently and 
increase stress. However, merely experiencing a potentially 
stressful event does not mean that you will develop PTSD.

As recent research on loss and trauma illustrates, up to 90% 
of Americans report exposure to a traumatic event during their 

lifetime, but only 5 to 11% develop PTSD (Breslau & Kessler, 
2001; Ozer et al., 2003). Although witnessing a traumatic 
event may result in brief PTSD or subclinical stress (think 
about your own response on September 11, 2001), for most 
individuals, these reactions disappear after a few months. 
Only a relatively small percentage of people exposed to 
a trauma actually develop PTSD. In the face of traumatic 
events such as the September 11, 2001, terrorist attacks, the 
Oklahoma City bombing, or the Los Angeles riots, recovery
(threshold or subthreshold psychopathology for a few months 
followed by a return to pretrauma levels) or resilience (main-
taining a stable equilibrium in the face of the traumatic event) 
rather than PTSD was the predominant response (Bonanno, 
2004). Researchers are now examining factors that predict 
(a) who will not recover, (b) what treatments are most likely 
to promote recovery, and (c) when those treatments should 
be applied.

What factors would you identify as important in the devel-
opment of PTSD?

research HOT topic
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the storm came ashore. When demographic and proximity factors were controlled, the 

incidence of PTSD was not different (6.3 vs. 5.1%; Shannon et al., 1994). This highlights 

the importance of controlling for socioeconomic and other environmental factors when 

investigating potential racial/ethnic differences in psychopathology. In many instances, it 

may not be the event itself but the ability to recover from the event that creates distress and 

precipitates the onset of PTSD. After a major hurricane, those with limited incomes have 

less ability to pay for needed repairs to homes and fewer personal resources to be able to 

start over. They are also more likely to work in minimum-wage jobs in businesses less likely 

to rebuild quickly after the storm. Therefore, group differences that appear to be based on 

racial or ethnic minority status may really reflect socioeconomic status.

SEPARATION ANXIETY DISORDER

Primarily affecting preadolescent children, separation anxiety disorder (SAD) is a 

severe and unreasonable fear of separation from a parent or caregiver. The child wor-

ries about being harmed or about a caregiver being harmed. Children may worry that 

they will be kidnapped or that a parent will be in an automobile accident or a plane 

crash. When the disorder is severe, the child may refuse to go to school or may not 

want to be physically separated from the parent, even at home. The child may insist on 

sleeping with the parent or may be unable to sleep overnight elsewhere. Children with 

this disorder have nightmares with themes of separation. Physical symptoms often 

accompany the worry and most commonly include headaches or stomachaches.

DSM-IV-TR

Separation Anxiety Disorder

A.  Developmentally inappropriate and excessive anxiety con-
cerning separation from home or from those to whom the 
individual is attached, as evidenced by three (or more) of 
the following:

 1.  recurrent excessive distress when separation from home 
or major attachment figures occurs or is anticipated

 2.  persistent and excessive worry about losing, or about 
possible harm befalling, major attachment figures (e.g., 
health, accidents, death)

 3.  persistent and excessive worry that an untoward event 
will lead to separation from a major attachment figure 
(e.g., getting lost or being kidnapped)

 4.  persistent reluctance or refusal to go to school, work, or 
elsewhere because of fear of separation

 5.  persistent and excessive fear about or reluctance to be 
alone or without major attachment figures

 6.  persistent reluctance or refusal to go to sleep without 
being near a major attachment figure or to sleep away 
from home

 7.  repeated nightmares involving the theme of separation

 8.  repeated complaints of physical symptoms (such as 
headaches, stomachaches, nausea, or vomiting) when 
separation from major attachment figures occurs or is 
anticipated

B.  The duration of the disturbance is at least 4 weeks.

C.  The onset is before age 18 years.

D.  The disturbance causes clinically significant distress or 
impairment in social, academic (occupational), or other 
important areas of functioning. 

E.  The separation anxiety is not restricted to the symptoms 
of another mental disorder, such as Autism Spectrum 
Disorder, Schizophrenia or another Psychotic Disorder and, 
in adolescents and adults, is not restricted to symptoms of 
Panic Disorder (e.g., anxiety about having panic attacks),
Agoraphobia (e.g., avoidance of situations in which may 
become incapacitated), or Generalized Anxiety Disorder 
(e.g., worry about ill health of family members).

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text
Revision (Copyright 2000).

separation anxiety disorder  the severe and 
unreasonable fear of separation from a parent 
or caregiver
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About 3 to 5% of children may suffer from SAD (Silverman & Dick-

Niederhauser, 2004), but many children recover within a short period of time (Foley 

et al., 2004). Girls are more likely than boys to report separation fears (March et al., 

1997), and the disorder is more common among children than adolescents (Breton 

et al., 1999). White, African American, and Hispanic children are equally likely to suffer 

from SAD. In addition to refusing to attend school, children may refuse to attend social 

activities such as birthday parties or to participate in sports unless their parents accompany 

them and stay at the event. An emerging area of research interest is the existence of sepa-

ration anxiety disorder among adults. Among a large sample of adult outpatients with an 

anxiety or mood disorder, 21% met criteria for SAD, which had not been present in child-

hood (Pini et al., 2010). Should these results be replicated with other samples, it would 

change the conceptualization of SAD as occurring primarily among young children.

Over the past 30 years, speculation that childhood SAD and adult panic dis-

order may be developmentally different forms of the same disorder has continued. 

Some adults with panic disorder report experiencing severe SAD when they were 

children. For some people, panic attacks begin after a major personal loss that results in 

separation (Klein, 1995). However, despite attempts to understand this relationship 

from different perspectives, the relationship between separation anxiety disorder and 

panic disorder is not clear (see the box “DSM-IV-TR: Separation Anxiety Disorder”). 

For example, although one longitudinal (4-year) study did not show a relation between 

SAD and the development of panic disorder in adolescents (Hayward et al., 2000), 

another longitudinal (4.5-year) study found that SAD in children predicted the later 

development of specific phobia, agoraphobia, panic disorder, and major depression 

(Biederman et al., 2007). When we use a developmental trajectory to understand these 

two different outcomes, SAD may precede the onset of many different types of anxiety 

disorders and depression, not just panic disorder.

concept CHECK

� Panic attacks are defined as the presence of physical and cognitive symptoms of anxiety 

that occur suddenly. At least four symptoms must occur at the same time. Although 

the length of the attack may vary, it usually does not exceed an hour and is often much 

briefer. Panic attacks may be part of the clinical picture of any of the anxiety disorders.

� Panic disorder consists of sudden unexpected panic attacks accompanied by worry 

about when another attack will occur. When people with panic disorder begin to avoid 

places where they will be unable to get help, the avoidance is called agoraphobia.

� Specific phobias are the most common form of anxiety disorder. Although they may begin 

at any age, most specific phobias emerge during childhood. Specific phobias can create 

substantial functional impairment, but they respond well to psychological treatment.

� People with social phobia fear doing or saying something embarrassing in front of oth-

ers. The most common age of onset for social phobia is midadolescence, although chil-

dren also suffer from this disorder. Social phobia is one of the most chronic anxiety 

disorders, particularly when it occurs at an early age.

� The primary complaint among people who suffer from generalized anxiety disorder 

(GAD) is extensive worry about many different everyday events and activities, including 

finances, personal safety, health, future events, and past events. A range of physical 

symptoms is common; muscle tension is the most unique physical symptom of GAD 

relative to other anxiety disorders. GAD is a chronic anxiety disorder.
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The Etiology of Anxiety Disorders
How do anxiety disorders develop? As discussed in Chapter 1, Little Albert acquired 

the fear of a white rat after a series of conditioning trials in which the rat was paired 

with loud noises. This psychological model is very useful for understanding PTSD, 

which always develops after a traumatic conditioning experience. However, not every 

anxiety disorder can be traced back to a traumatic event, and not everyone who expe-

riences a traumatic event develops an anxiety disorder. Just as people may fear many 

different objects or situations, anxiety disorders may develop in a number of different 

ways. In some instances, the cause is unknown. Biological and psychological causes 

have been identified, and the same disorder can develop in very different ways in dif-

ferent people. As will be evident at the end of this section, the biopsychosocial model 

may be the most comprehensive model of the etiology of the anxiety disorders.

BIOLOGICAL PERSPECTIVE

As noted in Chapter 1, biological perspectives on abnormal behavior include investi-

gations in genetics, family history, neuroanatomy, and neurobiology. Even when bio-

logical factors cannot fully explain the development of anxiety disorders, they may 

produce the vulnerability that “sets the stage” for other biological or psychological 

influences that can lead to the development of the disorder. Researchers have discov-

ered several biological factors that play a role in the etiology of anxiety disorders.

Family and Genetic Studies   Are anxiety disorders inherited? These disorders do 

seem to run in families. Compared with relatives of people without a disorder, rela-

tives (parents, brothers, sisters, aunts, and uncles) of someone with an anxiety disorder 

are also more likely to have an anxiety disorder (e.g., Hanna, 2000; Pauls et al., 1995). 

The same relationship occurs between parents and children. When a parent has an 

anxiety disorder, the child is more likely to have one, too (Beidel & Turner, 1997; 

Lieb et al., 2000). However, not every child in the family will develop anxiety; this 

means that genetics may play a role but do not provide the complete answer.

Twin studies also illustrate the role of genetics in the development of anxiety 

disorders. The concordance rate (see Chapter 2) for anxiety disorders among mono-

zygotic (MZ) twins is twice as high as that of dizygotic (DZ) twins (34 vs. 17%, 

respectively; Andrews et al., 1990; Torgersen, 1983), but again, no specific gene or 

combination of genes has been identified. Another way to examine genetic contri-

bution is through the concept of heritability, which is the proportion of variance in 

� Obsessive-compulsive disorder (OCD) affects people at any age and consists of obses-

sions (intrusive thoughts) and compulsions (ritualistic behaviors). OCD is one of the most 

chronic anxiety disorders and one of the most difficult to treat.

� When a traumatic event occurs, such as the September 11, 2001 attacks, stress reactions 

are common. For most people, this response is temporary, but a small number of people 

develop post-traumatic stress disorder (PTSD) characterized by repeated re-experiencing 

an event, numbing of emotional responses, and persistent autonomic arousal.

CRITICAL THINKING QUESTION Separation anxiety disorder primarily affects preadoles-

cent children. Although the disorder may result in significant impairment, in many cases 

the condition is temporary in nature. What environmental factors or events might lead to 

the development of separation fears in young children?

learning objective 4.5

heritability  the percentage of variance in 
liability to the disorder accounted for by 
genetic factors
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liability to the disorder accounted for by genetic factors. Heritability estimates have 

been reported for GAD (32%; Hettema, 2001), panic disorder (43%; Hettema), social 

phobia (20–28%; Kendler et al., 2001; Nelson et al., 2000), specific phobia (25–35%; 

Kendler et al.), and obsessive-compulsive symptoms (27% to 47%; van Grootheest, 

2005). One study of more than 5,000 twins (Hettema et al., 2005) revealed that one 

common genetic factor appears to influence GAD, panic disorder, and agoraphobia. 

A second genetic factor influences animal phobias and situational phobias. Social  

phobia appeared to be influenced by both genetic factors. However, all available 

genetic data indicate that genes do not tell the whole story. Because none of the heri-

tability estimates was 100%, environmental factors clearly also are important in the 

development of anxiety disorders.

The search for specific genes that influence vulnerability to anxiety disorders 

requires moving from twin studies to the newer area of molecular genetics. In mice, 

genetic influences for fear and anxiety have been found on 15 different chromosomes 

(e.g., Einat et al., 2005; Flint, 2002). In humans, studies have identified chromosomal 

regions that may be important, but specific genes have not yet been identified (Kim et 

al., 2005; Martinez-Barrondo et al., 2005; Olesen et al., 2005; Politi et al., 2006). Large 

studies of the entire human genome now under way may hold genetic keys to under-

standing OCD (Samuels et al, 2006) as well as other anxiety disorders, but the ultimate 

picture is likely to be a combination of several genes as well as environmental factors.

Based on the currently available data, what appears to be inherited is a general 
vulnerability factor, known as trait anxiety or anxiety proneness (Hettema et al., 2001). 

Because these types of personality traits exist along a dimension, 

people can have different degrees of anxiety proneness. Those 

high on this dimension are more “reactive” to stressful events 

and therefore more likely in the right circumstances to develop 

a disorder.

Carolyn and five of her friends were flying home from spring 

break. The plane flew through a thunderstorm, and wind shear 

caused the plane to drop suddenly and tilt at a 90-degree angle 

for approximately 10 seconds until the pilot regained control. 

The plane landed safely. Several months later, Carolyn’s friends 

wanted to fly to the Caribbean but she declined. She was terri-

fied to get on a plane. Despite their pleadings, Carolyn refused 

to go. Based on that one experience, she had developed a spe-

cific phobia of flying.

Carolyn’s case illustrates how anxiety proneness might 

foster the development of fear. Even though all six women 

experienced the same environmental event, only Carolyn 

acquired a phobia. Perhaps Carolyn had an increased genetic 

vulnerability for the development of anxiety disorders.

Neuroanatomy  Anxiety proneness is a theoretical construct that is very useful in 

understanding the development of anxiety disorders. A construct is not something 

tangible; it provides only a frame of reference, such as the construct known as free 
will. Saying that someone is anxiety prone does not explain what the abnormality is 

or where it is located. However, newly emerging CT, MRI, fMRI, and PET imag-

ing data indicate that several areas of the midbrain are involved in anxious emotion. 

trait anxiety  a personality trait that exists 
along a dimension; those individuals high on 
this dimension are more “reactive” to stress-
ful events and therefore more likely, given the 
right circumstances, to develop a disorder; 
also called anxiety proneness

When engaged in a stressful mental task, 
people with OCD (panel B) show more areas 
of brain activity (shown by the red and yellow 
areas) than people with no anxiety disorder 
(panel A). fMRI studies help us understand 
how a psychological disorder, in this case 
OCD, influences, and is influenced by, brain 
functioning. Image can viewed online at 
http://archpsyc.ama-assn.org/cgi/content/
full/64/8/946/YOA70005F2.

(This item omitted from WebBook edition)

http://archpsyc.ama-assn.org/cgi/content/full/64/8/946/YOA70005F2
http://archpsyc.ama-assn.org/cgi/content/full/64/8/946/YOA70005F2
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When someone is stressed, certain areas of the brain—including the amygdala and 

the hippocampus (Uhde & Singareddy, 2002), as well as the limbic and paralimbic 

systems (Stein & Hugo, 2004)—become more active. Because these neuroanatomi-

cal structures are important in processing emotion, they may also be involved in the 

development of fear and anxiety. Different areas of the brain may be associated with 

different disorders. For example, the amygdala and the insula, areas that are associ-

ated with anxiety, become activated when adults with social phobia viewed faces 

depicting negative emotion (Shah et al., 2009). These same areas were not activated 

when people without social phobia viewed the same faces. For OCD, the orbital 

prefrontal cortex and the caudate nucleus are potentially important (Baxter, 1992). 

Using OCD as an example, we illustrate how these brain regions may play a role in 

the onset of anxiety disorders.

Some OCD symptoms consist of impulses to blurt out words or the inability to 

control thoughts or behaviors. Neuroanatomical studies have shown that two regions, 

the prefrontal cortex and the caudate nucleus, make up a brain circuit that converts 

sensations into thoughts and actions (Stein, 2002; Trivedi, 1996). In fact, violent or 

sexual thoughts or impulses (often reported by people with OCD) appear to originate 

in the orbital prefrontal cortex. One theory proposes that from there, the neuronal sig-

nals travel to the caudate nucleus where normally they are filtered out. If they are not 

filtered out, the signals for these thoughts and impulses arrive at the thalamus, causing 

the person to experience a drive to focus on the thoughts and perhaps to act on them.

From a scientist–practitioner perspective, this is a very interesting theory. Before 

we can accept it, however, we need a demonstration that brain activity in people with 

OCD is different from that in people with no disorder. One way to do this is to use 

psychological challenge studies. In such procedures, people confront objects or situations 

while PET methodology scans suspected areas of the brain for enhanced activity. In 

one study, when people with OCD and healthy controls were challenged (e.g., they 

were asked to touch “contaminated” objects), only people with OCD had enhanced 

brain activity in the orbitofrontal cortex, anterior cingulate, striatum, and thalamus 

areas (Trivedi, 1996). In other words, people with OCD responded differently when 

they touched these objects than did people without OCD. However, because the peo-

ple already had OCD, we cannot know whether this enhanced brain activity originally 

caused the disorder. Perhaps this activation exists only if the disorder is already pres-

ent. Fully answering the question of etiology would require a longitudinal design. In 

one such study, we could define people at risk for OCD (perhaps a group that reacted 

with brain activation when touching contaminated objects but had no other OCD 

symptoms). We would assess this group on a regular basis for a few years to deter-

mine whether they later developed OCD. Another study might attempt to determine 

whether activation in these brain regions occurs only in people with OCD. Higher 

activation may be common among people with many different anxiety disorders or 

even other types of psychological disorders. If the same brain activity occurs in people 

with many different disorders, then we could not conclude that it is a specific cause of 

OCD. Perhaps it is a general vulnerability factor for many different disorders.

Overall, there do appear to be differences in brain functioning between indi-

viduals with some types of anxiety disorders and those with no disorder. However, 

comparative studies examining brain structures, such as the size of the amygdala, do 

not reveal differences between people with anxiety disorders and healthy controls. 

Therefore, anatomical differences would not appear to be a factor in the development 

of anxiety disorders. In some cases, they may cause changes in brain function that then 
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affect brain anatomy. Smaller hippocampal volumes have been consistently found in 

combat veterans with PTSD and in children who were sexually abused (Bremner et al., 

1995, 1997; Gurvits et al., 1996; Stein et al., 1997). Although the full meaning of this 

important difference is not yet clear, this finding suggests that chronic environmental 

stress may result in neurochemical changes (brain functioning) that over time may 

change neuroanatomy (brain structure).

In Chapter 2, you learned that neurons in the brain use neurotransmitters—

chemicals that exist throughout the nervous system—to carry messages from one neu-

ron to another. Different neurotransmitters are primarily responsible for regulating 

different brain functions, such as movement, learning, memory, and emotion. The 

most consistently studied neurotransmitter is serotonin: it regulates mood, thoughts, 

and behavior and is considered to play a key role in anxiety disorders. Low serotonin 

levels in the cerebral cortex will prevent the transmission of signals from one neuron 

to the next, inhibiting the ability of the brain to effectively regulate mood, thoughts, 

and behavior.

What data support the hypothesis that serotonin is important in the anxiety disor-

ders? First, compared with individuals with no psychological disorder, the cerebrospinal 

fluid (CSF) of people with GAD, panic disorder, PTSD, and OCD shows reduced 

levels of serotonin and its by-products. Although neurotransmitter levels in the spinal 

cord and the brain are not perfectly correlated, lower levels in the CSF suggest that these 

deficiencies may also exist in brain synapses (Stein & Hugo, 2004). Second, using a bio-

chemical challenge, researchers give study participants a substance that alters their level of 

serotonin and analyzes how the biochemical change is related to increases or decreases 

in feelings of anxiety. Challenge studies help us understand how decreased serotonin 

levels may increase feelings of anxiety, but the results are not always consistent (Uhde 

& Singareddy, 2002). Third, medications known as selective serotonin reuptake inhibi-

tors (SSRIs) increase serotonin in the neural synapses; people who are prescribed these 

medications report that their feelings of anxiety decrease. Working backward, you might 

then conclude that less serotonin is related to increased anxiety. Together, all of these 

studies suggest that decreased serotonin at certain neural synapses is related to feelings 

of anxiety. However, many of the participants in these studies already had anxiety disor-

ders, and that limits the conclusions that we can make. To conclude that low serotonin 

levels are a definitive cause of, rather than the result of, anxiety disorders, the studies 

would need to begin with people who did not have anxiety disorders and would have to 

manipulate the levels of serotonin in their bodies. Of course, it would not be ethical to 

conduct this type of study, which could deliberately create anxiety disorders in people.

Another neurotransmitter, gamma aminobutryic acid (GABA), inhibits post-

synaptic activity, the reaction of the “receiver neuron” when a message is sent from 

one neuron to another. Reducing this postsynaptic activity inhibits anxious emotion. 

Thus, medications that allow GABA to inhibit postsynaptic activity effectively are 

useful for the treatment of anxiety disorders (see the “Treatment of Anxiety Disorder” 

section later in this chapter).

A substance called corticotrophin-releasing factor (CRF) also may be important for 

the development of anxiety disorders. CRF neurons are present in areas of the brain that 

regulate stress and process emotions (Heim & Nemeroff, 1999). These brain areas release 

CRF, which stimulates production of chemical substances called adrenocorticotropic hor-

mone (ACTH) and beta-endorphins. We know that when these chemicals are injected into 

the brains of mice, the animals behave in ways that suggest the presence of depression and 

anxiety. Similarly, when animals are placed in stressful conditions such as separation and 
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loss, abuse or neglect, and social deprivation, they respond with heightened and persis-

tent CRF activity in the hypothalamus and the amygdala (Heim & Nemeroff; Sanchez 

et al., 2001). These data suggest that early life experiences such as loss, separation, or 

abuse (environmental events) may change brain activity, making someone biologically 

vulnerable in the same way that genes produce vulnerability. In turn, when this chemical 

persists, overactivity (a biological contribution) persists, and the person is at risk for later 

developing emotional disorders such as anxiety and perhaps depression, depending on 

other biological or environmental contributors (see Figure 4.5).

Neuroscience offers exciting new ways to understand anxiety disorders. However, 

many challenges remain. Different technologies (CT, fMRI, SPECT, and PET) 

produce different images in the same brain region (Insel & Winslow, 1992; Trivedi, 

1996). In addition, many studies compare people with anxiety disorders only to people 

with no disorder. This means that we can conclude only that healthy controls differ 

from those of people with an anxiety disorder. We cannot conclude that a particular 

brain abnormality is found only in people with anxiety disorders. To draw that conclu-

sion, we would have to examine the brain activity of people with other types of disor-

ders and determine whether people with other disorders (such as depression or eating 

disorders) did or did not have the same abnormality.

Temperament and Behavioral Inhibition  Temperament describes individual behav-

ioral differences that are present at a very early age, perhaps even at birth. Behavioral

inhibition, a concept first proposed by Jerome Kagan (1982), is a temperamental fea-

ture that exists in approximately 20% of children. Children with behavioral inhibi-

tion withdraw from (or fail to approach) novel people, objects, or situations. They do 

not speak spontaneously in the presence of strangers, and they cry and cling to their 

mothers rather than approach other children to play. Children with behavioral inhibi-

tion are more likely to show anxiety reactions and to have childhood anxiety disorders 

in particular phobias (Gladstone et al., 2005; Hayward et al., 1998). Behavioral inhibition, 

identifiable at 4 months of age, may be a unique risk factor for the later development 

of social phobia (Hirshfeld et al., 1992). However, this relationship is not absolute; not 

behavioral inhibition  a temperamental 
feature characterized by withdrawal from (or 
failure to approach) novel people, objects, or 
situations

FIGURE 4 .5

Early adverse experiences can alter brain 
functioning, which may in turn increase the 
likelihood of developing an anxiety disorder. 
Adapted from Heim, C., & Nemeroff, C. The impact 
of early adverse experiences on brain systems 
involved in the pathophysiology of anxiety and 
affective disorders. Biological Psychiatry, 46, pp. 
1509–1522, Copyright © 1999 by the Society of 
Biological Psychiatry with permission from Elsevier 
Science Inc.
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every infant with behavioral inhibition develops social phobia. Furthermore, not every 

person with social phobia was a behaviorally inhibited infant. Therefore, although 

behavioral inhibition may increase the likelihood of developing social phobia, it does 

not account for every single case of the disorder.

PSYCHOLOGICAL PERSPECTIVE

Psychological theories of the etiology of anxiety are among the best known and the 

most researched. Most people understand fears and phobias by explanations that 

involve having previously been frightened by the object. A traumatic event is only one 

of many different etiological explanations for the development of anxiety disorders. 

Other perspectives include the role of individual experiences and broader influences 

such as family environment and social context. In the following section, we examine 

explanations for the development of fear based on established psychological theories 

such as psychoanalysis, behaviorism, and cognitive psychology.

Psychodynamic Theories of Fear Acquisition  Sigmund Freud believed that free-

floating (generalized) anxiety resulted from a conflict between the id and the ego (see 

Chapter 1). He thought that these conflicts resulted from sexual or aggressive impulses 

that overwhelmed the person’s available defense mechanisms. Freud believed that the 

defense mechanisms of repression and displacement were operative in the develop-

ment of phobias. A classic example of the psychoanalytic approach to the development 

of anxiety disorders is the case of Little Hans.

Hans a 5-year-old boy born in nineteenth-century Victorian Europe. After watching a carriage 

horse fall down and after playing horses with a friend who fell down, Hans developed 

a fear that a horse might fall down or bite him. This fear later extended to any horse-

drawn vehicle, which he avoided at all cost. Hans refused to leave home when these 

vehicles might be present. He also was very concerned about his genitalia, fearing that 

his penis was not sufficiently large. His mother once told him not to touch his “widdler” 

or she would call a doctor to cut it off. Hans’s father asked Freud for assistance. Using 

detailed information from conversations between Hans and his father (provided mostly 

by the father), Freud decided that Hans’s fear and fixation on his genitalia represented 

his sexual feelings toward his mother, feelings that Freud called the .

Freud also noted that Hans was particularly afraid of horses with a black bit in their 

mouths, which Freud interpreted as a symbolic representation of his father’s mustache. 

The horse, like Hans’s father, was an object both admired and feared and was obviously 

a rival for the affection of Hans’s mother. Because he could not deal with them directly, 

Hans displaced all of these feelings onto horses, resulting in fear and avoidance.

Although many alternative theories explain Hans’s fears (e.g., classical conditioning, 

social learning theory; see Chapter 1), this case was extremely influential in the devel-

opment of psychoanalytic theory in the early part of the twentieth century. Today, its 

overall influence has decreased markedly.

Behavioral Theories of Fear Acquisition   Conditioning theory has a prominent 

role in explaining fear acquisition even though no single behavioral theory adequately 

accounts for the etiology of all anxiety disorders. Current behavioral theories are much 

more complicated than the story of Little Albert, the boy who learned to fear a white 

rat when it was paired with an aversive stimulus (see Chapter 1). The acquisition of 

fears through classical conditioning remains a primary explanation for the onset of 
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anxiety disorders. However, classical conditioning theories cannot provide an explana-

tion for all anxiety disorders, and thus there are other behavioral explanations.

In addition to direct conditioning theory, people sometimes acquire fears 

through other forms of learning known as vicarious learning theory (see Chapter 1) and 

information transmission (Rachman, 1977). Consider the following example.

Lindsay and Lisa are twins. Lindsay was selected to sing a solo (“Jingle Bell Rock”) at the 

annual Winter Holiday Pageant. She was nervous about the solo but also excited about 

the opportunity to perform in public. When she went on stage, she opened her mouth 

but she was nervous and the words would not come out. The audience thought it was 

part of the act and they laughed out loud. Lindsay was very embarrassed and ran off 

stage crying. Lisa, who was in the audience, saw everyone laughing at her sister. Now 

Lisa refuses to perform in front of an audience, and this week, she failed her English 

class because she refused to get up and give a speech.

Although in the past Lisa would get a little nervous when she had to speak in front 

of the class, after watching Lindsay’s traumatic event, Lisa acquired a fear of performing 

in front of others, indicating that she had social phobia. This process is known as obser-

vational learning or vicarious conditioning. Encouragingly, not everyone who experi-

ences a traumatic event develops an anxiety disorder via direct conditioning. Remember 

Carolyn? She developed a fear of flying but her friends did not although they had the 

same experience on the plane. How does conditioning theory account for this differ-

ence? One explanation is that previous positive experiences with the same situation may 

protect against the later effects of a traumatic event. Positive experiences may provide 

immunity against anxiety disorders in the same way that a vaccination prevents children 

from acquiring the measles. Rhesus monkeys, for example, can be “immunized” against 

a fear of toy snakes (Mineka & Cook, 1986) by first observing other monkeys who were 

not afraid of a toy snake. When they later saw monkeys who behaved fearfully in the 

presence of snakes, these “immunized” monkeys did not acquire the fear.

A third method by which anxiety disorders can occur is through information 

transfer, which means that a person instructs someone that a situation or object should 

be feared. Parents must instruct children about the dangers of crossing a busy street 

or the need to refrain from inserting objects (such as a knife) into an electrical outlet. 

When asked to report how their fears developed, a subset of children (39%) identified 

information transfer as the mechanism as compared to direct conditioning (37%) and 

modeling (56%; Ollendick & King, 1991).

Current theories about the etiology of anxiety acknowledge that biological and 

psychological-environmental factors are both important elements. Contemporary 

models of learning theory acknowledge biological factors (genetics and temperament), 

environmental vulnerabilities (conditioning and social/cultural learning history), and 

stress factors (controllability and predictability of stressful events; conditioning experi-

ences). All of these elements affect the quality and intensity of the conditioning event 

and therefore the anxiety and fear that develop as a result of the conditioning experi-

ence (Mineka & Zinbarg, 2006; see Figure 4.6).

Cognitive Theories of Fear Acquisition  As is the case with behavioral theories, there 

is no one cognitive approach to anxiety. However, all approaches assume that anxiety dis-

orders result from inaccurate interpretations of internal events (“My heart is racing, so I 

must be having a heart attack”) or external events (“Here I am giving a speech and my 

boss is yawning—I must be really boring”). Cognitive theories propose that people with 
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 anxiety disorders process information differently and this leads to the development of anxi-

ety (McNally, 1995). Aaron Beck, perhaps the most dominant cognitive theorist, suggests 

that anxiety results from maladaptive thoughts that automatically interpret an ambiguous 

situation (e.g., I am short of breath) in a negative fashion (e.g., I must be having a heart 

attack; Beck & Emery, 1985). From a cognitive perspective, anxiety disorders develop 

because people misinterpret ambiguous situations as dangerous, resulting in physiological 

and cognitive distress. Because they never attempt to determine whether their beliefs are 

true, these negative thoughts maintain the presence of the disorder.

A second cognitive theory, and one relevant for panic disorder, is the 

fear of fear model (Goldstein & Chambless, 1978). This theory proposes 

that after the first panic attack, the person becomes sensitive to any bodily 

symptom and interprets any change in physiological state (e.g., a sudden 

heart flutter) as the signal of an impending panic attack (see Figure 4.7). 

This leads to a vicious cycle of worry, which then increases the likelihood of 

a panic attack and further increases worry. A third cognitive model is anxi-

ety sensitivity, which is a belief that anxiety symptoms will result in nega-

tive consequences such as illness, embarrassment, or more anxiety (Taylor, 

1995). Anxiety sensitivity is hypothesized to result from several factors, 

including previous panic attacks, biological vulnerability to panic, and per-

sonality needs (to avoid embarrassment or illness, or to maintain control). 

In this model, we see again how biology and learning interact to produce 

thoughts that lead to the inaccurate interpretation of future events.

Cognitive theories have evolved since their introduction 20 years ago, 

and most researchers now postulate that negative and/or distorted cognitions 

are important in the maintenance of anxiety disorders. There is less evidence that cogni-

tions are the primary mechanism by which disorders initially develop. Models of panic 

disorder (fear of fear and anxiety sensitivity), for example, propose that an anxiety disorder 

develops when a person misinterprets the physical symptoms of a panic attack. However, 

these theories often do not adequately explain how those cognitive biases first came to 

exist. The specific contribution of cognitions to etiology is actually difficult to identify 

without longitudinal studies that follow people before they develop the disorder. Studies 

FIGURE 4 .7

After a panic attack, a person often worries 
about having another. This worry can create 
both physical and emotional arousal, which 
can result in overattention to normal physi-
cal symptoms. When these occur, they are 
overinterpreted as a signal of another panic 
attack.
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FIGURE 4 .6

Although early theories of learning did not 
adequately account for fear acquisition, 
revised models take into account the pres-
ence of biological and psychological vulnera-
bilities as well as environmental stressors that 
may be present before, during, or after the 
traumatic (conditioning) event. Adapted from 
Mineka, S., & Zinbarg, R. A contemporary learning 
theory perspective on the etiology of anxiety disor-
ders: It’s not what you thought it was. The American 
Psychologist, 61, pp. 10–26. Copyright © 2006 by 
the American Psychological Association.
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of people at high risk for developing an anxiety disorder (for example, children of parents 

with anxiety disorders) may be necessary in order to understand the role of cognition in the 

etiology of anxiety.

To summarize, both biological and psychological/environmental factors appear 

to be important for the development of anxiety disorders. Biological influences include 

genetic contributions as well as potential neurotransmitter and hormonal abnormali-

ties. On the psychological/environmental side, conditioning experiences explain the 

acquisition of some, but not all, anxiety disorders. Family factors may be important 

in modeling or reinforcing anxiety responses, and environmental stressors may affect 

not only emotional functioning but also neuroanatomy. Although much remains to 

be learned, it is clear that the etiology of anxiety disorders defies a simple explanation.

concept CHECK

� Biochemical theories regarding the etiology of anxiety disorders have investigated the 

role of many different neurotransmitters, but the strongest evidence exists for the neu-

rotransmitter serotonin, which has an important role in the regulation of emotion.

� Twin and family studies support the role of genetics in the etiology of anxiety disorders 

although at the current time, the evidence suggests that an anxious temperament, not a 

specific anxiety disorder, is most likely inherited.

� Strict psychoanalytic interpretations regarding the etiology of anxiety disorders have 

fallen out of favor.

� From a behavioral perspective, anxiety disorders may develop as a result of direct con-

ditioning, observational learning, or information transfer.

CRITICAL THINKING QUESTION How do cognitive theories of the etiology of anxiety disor-

der differ from traditional behavioral theories?

The Treatment of Anxiety Disorders
The treatment of anxiety disorders uses several different approaches including bio-

logical, behavioral and cognitive-behavioral, and psychodynamic interventions. 

Psychodynamic theory is commonly applied in clinical settings but has not been the 

subject of much empirical research. In contrast, biological and behavioral or cognitive-

behavioral approaches have substantial empirical support. All appear to be effica-

cious, resulting in remission rates of about 70% among those who are treated. In some 

instances, participants in research studies have a less complicated symptom pattern 

and do not have the comorbid disorders that are commonly seen in patients in nonre-

search outpatient clinics. Because researchers are now only beginning to study how to 

implement the empirically supported treatments in traditional outpatient clinics, we 

do not know whether these treatments are as successful when administered to people 

who have anxiety disorders together with other disorders, such as substance abuse.

BIOLOGICAL TREATMENTS

Today biological treatments usually come in the form of medication, but, as we shall 

see, other treatments for anxiety disorders including neurosurgery exist. You might recall 

from Chapter 1 that historically, somatic treatments consisted of bed rest, exercise, and 

work at simple tasks. Today somatic treatments are based on modern knowledge of neu-

roanatomy and neurochemistry, allowing these interventions to target the brain directly.

learning objective 4.6
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Medication  As we noted in the section on etiology, several anxiety disorders (panic 

disorder, GAD, PTSD, and OCD) are associated with the depletion of serotonin in 

the neural synapses, which in turn prevents the neurons from functioning properly. At 

the end of the presynaptic neuron are terminals that release serotonin into the synapse 

and other terminals that take the serotonin back up into the presynaptic neuron in a 

process called reuptake (see Figure 4.8). When the postsynaptic neuron receives enough 

serotonin, the neuron fires, and the process continues. Without enough serotonin in 

the synapse, the signal does not pass to the next neuron as it should. One way to increase 

brain serotonin is to stimulate the neuron to release more of the neurotransmitter. An 

alternative is to block its reuptake, allowing the serotonin to remain in the synapse 

longer. Medications known as selective serotonin reuptake inhibitors (SSRIs) are 

thought to correct serotonin imbalances in this manner by increasing the time that 

serotonin remains in the synapse.

SSRIs, such as Prozac, Luvox, and Zoloft, are now the biological treatment of 

choice for the anxiety disorders; at least 40 studies demonstrate their efficacy compared 

with pill placebo. Positive treatment outcome has been demonstrated for panic disorder 

with or without agoraphobia (e.g., Pollack & Margol, 2000), social phobia (e.g., Stein 

et al., 2003), OCD (e.g., Marazzati et al., 2001), GAD (Rickels et al., 2000), and 

PTSD (Stein, 2000). The only exception is for specific phobia, for which there are no 

controlled studies (Antony & Barlow, 2002). Although the medications work better 

than placebos, they are not efficacious for everyone. Many people need to remain on 

these medications for an extended period of time and perhaps indefinitely because 

relapse is common when the medication is withdrawn. Using these medications with 

children and adolescents requires extra caution. The Food and Drug Administration 

FIGURE 4 .8

SSRIs block the neuron’s normal reuptake 
mechanism, allowing serotonin to remain in 
the synapse and increasing the likelihood that 
it will land on the next neuron’s receptor.
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1. Serotonin is released into the synapse
2. Normal reuptake of extra serotonin into the presynaptic neuron takes place
3. SSRIs block serotonin reuptake sites
4. Serotonin is able to remain active in the synapse longer

selective serotonin reuptake inhibi-
tors  drugs thought to correct serotonin 
imbalances by increasing the time that the 
neurotransmitter remains in the synapse
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recently issued a warning regarding the possibility that among children, adolescents, 

and young adults with depression, SSRIs may increase the risk of suicidal thinking. 

Although no such increase has been reported in patients with anxiety disorders, chil-

dren and adolescents should be monitored closely for the presence of any suicidal 

thoughts or plans.

GABA is another neurotransmitter that may be associated with anxiety dis-

orders (Stein & Hugo, 2004), although the evidence is weaker for GABA than for 

serotonin. Drugs known as benzodiazepines (tranquilizers such as Valium and Xanax) 

allow GABA to transmit nerve signals more effectively, which in turn reduces 

anxiety. Benzodiazepines have efficacy for panic disorder with or without agoraphobia 

(Cross National Collaborative Panic Study Second Phase Investigation, 1992), GAD 

(Rickels et al., 1993), and social phobia (Davidson et al., 1993). In the 1970s and 

1980s, benzodiazepines were the treatment of choice for anxiety disorders, and they 

were prescribed quite freely. However, the drugs may cause physical and psychological 

dependence if they are used for a long period of time. These medications must always 

be withdrawn under a doctor’s supervision because seizures may occur if the with-

drawal is not done properly. Therefore, though efficacious, these medications are not 

considered the first choice for the treatment of anxiety disorders.

Psychosurgery Before SSRIs and behavior therapy, OCD was considered to be 

resistant to treatment. As a last resort, surgery provided some relief of symptoms. In the 

past, surgery was imprecise, and the side effects included unresponsiveness, decreased 

attention, restricted or inappropriate affect, and/or disinhibition (inability to control 

emotion or behavior) (Mashour et al., 2005). Today with the use of MRIs and the abil-

ity to destroy tissue with radiation (rather than needing to rely on surgery), many fewer 

side effects occur (although certainly no surgical procedure is without risk).

Cingulotomy and capsulotomy are types of neurosurgery currently used to treat 

OCD. Cingulotomy is more common and involves inserting thin probes through the 

top of the skull into a portion of the brain called the cingulate bundle. The probes 

burn selective portions of the brain tissue (Clinical Research News, 2004). In capsu-

lotomy, gamma knife surgery (a form of radiation treatment) makes precise lesions in 

brain tissue without the need for opening the skull. These surgeries are guided by the 

use of neuroimaging procedures such as MRI, allowing for surgical precision. Among 

people with OCD who were treated with cingulotomy, 45% of those unresponsive to 

pharmacological and behavioral interventions had at least a partial treatment response 

after neurosurgery (Dougherty et al., 2002). However, neurosurgery is considered only 

if the person with OCD has failed to benefit from medication and behavior therapy. 

Candidates for this surgery are always carefully screened because this surgery has risks, 

such as memory problems and personality changes. These negative outcomes occur 

less often than they did in the past because we now have more sophisticated neuroim-

aging and neurosurgery procedures (Dougherty et al.).

Other Somatic Therapies  In addition to psychosurgery, new and potentially exciting

interventions have been developed to treat anxiety disorders that are nonresponsive 

to traditional pharmacological and psychological treatments. These experimental 

procedures include transcranial magnetic stimulation (see Chapter 10) and deep 

brain stimulation (see Chapter 6). Although these treatments have shown promise 

(Mashour et al., 2005), many more research trials are needed before we can draw con-

clusions regarding their efficacy.



anxiety disorders 153

PSYCHOLOGICAL TREATMENTS

Psychological interventions were among the first treatments for anxiety disorders. 

Interventions are usually developed for adults and then adapted for children. However, 

in the case of anxiety disorders, some of the earliest case studies described successful 

treatment of children with phobias. Even so, today much more scientific evidence 

exists regarding the treatment of adults with anxiety disorders than for children. We 

next describe psychodynamic and behavioral and cognitive-behavioral treatment for 

people of all ages.

Psychodynamic Treatment   Psychodynamic treatment uses free association and 

dream interpretation (see Chapter 1) as a reflection of the patient’s experience in the 

outside world. As in the case of Little Hans, fears and phobias are considered merely 

signs of internal conflict. Treatment involves discovering and “working through” 

these conflicts. Some therapists still use psychoanalysis and psychodynamically ori-

ented treatments to treat anxiety disorders. However, long-term psychodynamically 

oriented psychotherapy does not lend itself well to randomized controlled trial design. 

It is difficult both scientifically and ethically to assign someone to a placebo (i.e., no 

active treatment) or a wait list condition that would need to last a number of years. 

Therefore, we have little knowledge about the efficacy of psychodynamic therapy for 

the treatment of anxiety disorders. A review of controlled research examining psy-

chodynamic psychotherapy (Leichsenring, 2005) revealed just two randomized con-

trolled trials for anxiety disorders, only one of which reported a positive outcome. 

Modern adaptations of psychodynamically oriented treatments are now available and 

because they are briefer in length, they are more suitable for clinical trials. One form of 

psychodynamically oriented treatment is interpersonal psychotherapy (IPT; Klerman 

et al., 1984), which targets interpersonal disputes and conflicts, interpersonal role 

transitions, and complicated grief reactions (see Chapter 6 for an extensive descrip-

tion of this form of treatment). IPT has been tested in social phobia (Lipsitz, 1999) 

and PTSD (Bleiberg & Markowitz, 2005) with encouraging results. Larger controlled 

clinical trials are required before IPT can be recommended as a primary treatment for 

anxiety disorders.

Behavioral and Cognitive-Behavioral Treatment  After 30 years of study, com-

pelling empirical data indicate that behavioral therapy (BT) and cognitive-behavioral 

therapy (CBT) interventions are the psychosocial treatments of choice for adults, 

adolescents, and children with anxiety disorders. The many different forms of BT 

and CBT all incorporate a procedure known as exposure (i.e., facing your fears to 

get over them). For example, a person who fears dogs must have contact with a dog. 

Therapists use many different methods to provide exposure opportunities. For some 

fears, such as those of dogs or heights, exposure can occur through real-life experi-

ences (called in vivo exposure). For other fears, such as being in a plane crash or 

becoming seriously ill from touching germs, conducting exposure involves instruct-

ing the person to imagine the feared event (imaginal exposure). To treat panic disor-

der, exposure therapy uses various exercises (e.g., running up and down the stairs) to 

create the physical symptoms of panic, such as shortness of breath and racing heart 

in the patient. In this way, the person is exposed to what he or she fears—physical 

symptoms associated with panic. Despite the seemingly simple nature of this treat-

ment, determining exactly what the exposure situation should be, how long and 

exposure  the crucial ingredient in behavior 
therapy in which a person learns to overcome 
fears by actual or imagined contact with the 
feared object or event
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how often it should occur, and who should conduct the sessions are all-important 

factors that contribute to its success. When done correctly, 70% of people with anxi-

ety disorders show improvement (80% for specific phobia; Barlow, 2002; Compton 

et al., 2004). The only exception is combat-related PTSD, for which the rate is 

somewhat lower (Turner et al., 2005). Excluding combat-related PTSD, remission 

rates of 93% after 2 years and 62% after 10 years are common (Fava et al., 2001). 

Developing appropriate exposure situations has always been a challenge for thera-

pists. New technologies such as virtual reality now allow therapists to expose people 

to commonly feared situations without having to leave their office (see the feature 

“Research Hot Topic: Virtual Reality Therapy”).

Sometimes the combination of exposure and other treatments enhances the 

efficacy of treatment. Because people with social phobia avoid social interactions, 

they often do not have the basic skills needed for social communication (when it is a 

good time to talk to someone, how to be assertive without being aggressive). In this 

instance, social skills training (SST) is combined with exposure. SST teaches skills, 

usually conducted in a group setting, allowing for members to observe the therapist, 

who models the skill, and then practice in the group, which provides opportunities to 

rehearse skills in a safe, supportive setting.

The most efficacious treatment for specific phobias is behav-
ior therapy whose key component is exposure to the feared 

object, situation, or event. A person afraid of heights can be 
taken to a high place and can learn to lose this fear by using 
operant conditioning strategies (see Chapter 1). However, when 
the specific feared event is a plane crash, this event cannot be 
re-created. Therefore, therapists need an alternative means 
of exposure. Virtual reality is becoming a common tool for 
the treatment of certain specific phobias (heights, flying). The 
patient is fitted with a head-mounted display that has screens 
for each eye, earphones, and a device that tracks head, hand, 
and/or foot movements. When used to treat fear of flying 
(Rothbaum et al., 2002), scenarios consist of sitting in a pas-
senger airline compartment during takeoff, flying in both calm 
and stormy weather, and landing. Noise such as voices of flight 
attendants and engine noises and vibrations such as the sensa-
tions caused weather effects are added. Virtual reality therapy 
appears to be as effective as standard exposure treatments 
for phobias of heights and flying (see Rothbaum et al.), and 
emerging evidence suggests its use for treating social phobia 

and PTSD. With respect to the treatment of PTSD, virtual reality 
therapy is now being used to treat veterans returning from the 
conflicts in Iraq and Afghanistan.

research HOT topic
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Other treatments, such as relaxation training and CBT, can be combined with 

exposure to enhance treatment effects. Relaxation training, described in Chapter 1, 

may decrease general physical arousal and sometimes is the first step for the treat-

ment of GAD. However, it is rarely used alone. A related intervention, biofeedback,

combines the monitoring of physical behaviors such as blood pressure, pulse rate, or 

muscle tension with relaxation training. The goal is to lower these levels of physical 

arousal by using relaxation. Feedback from the machines in the form of signals that 

physical arousal is decreasing provides cues that the person is being successful. It is 

believed that this feedback mechanism helps a person quickly learn what to do to 

lower his or her physical distress.

CBT combines exposure with cognitive restructuring in an attempt to change 

negative cognitions. In cognitive restructuring, a therapist asks the person to face an 

anxiety-producing event (making a formal speech, for example) and to reflect on any 

negative thoughts that occur. For example, the thought might be “I’m going to mis-

pronounce a word, make a fool of myself, and everyone will think I’m an idiot.” The 

therapist then asks the person to enter the situation and see whether this “worst thing” 

actually happens. Of course, it does not happen. The therapist may also ask the patient 

to generate alternative positive or “coping” cognitions to counteract the negative 

thoughts; for example, “The audience knows that anyone can make a mistake—they 

will not see me as a complete fool.” Over a series of exposure assignments, the patient’s 

anxiety decreases and negative thoughts become less frequent.

Across all disorders, improvement rates for CBT whether provided individually 

or in groups average about 70% (e.g., Barlow, 2003). Despite what common sense 

would seem to suggest, more is not better. That is, combining behavioral and cogni-

tive strategies does not seem to enhance their efficacy (Davidson et al., 2004; Hegel 

et al., 1994). Improvement rates remain in the 70 to 80% range. Reviews of studies 

(Fairbrother, 2002; Rodebaugh et al., 2004; Zaider & Heimberg, 2003) that com-

pare the impact of different treatment components (Hope et al., 1995; Salaberria & 

Echeburua, 1998) as well as statistical comparisons of different treatment outcome 

studies (Gould et al., 1997; Taylor, 1996; Wentzel et al., 1998) clearly indicate that 

exposure is the key ingredient. Other interventions may be used but do not necessarily 

increase response rates.

Combining BT or CBT with medication does not produce an enhanced effect in 

most instances. However, adding CBT to medication improves treatment outcome for 

patients with panic disorder who are treated in the primary care setting (Craske et al., 

2005). BT and CBT have been used successfully to aid in benzodiazepine withdrawal 

for people with panic disorder (Otto et al., 1993).

ETHICS AND RESPONSIBILITY

Critical Incident Stress Debriefing (CISD) is designed to prevent the development of 

PTSD by intervening very quickly after a traumatic event has occurred. Lasting 3 to 

4 hours, CISD is typically a one-session treatment that is provided in a group session 

within 24 to 48 hours of the event (Lohr et al., 2007). During the session, group mem-

bers are (a) encouraged to discuss and process the event, (b) told the PTSD symptoms 

that they are likely to experience, and (c) discouraged from leaving the meeting once 

the session has begun (Lilienfeld, 2007). Despite the goals of this rapid intervention 

technique, empirical data suggest that CISD may actually do more harm than good. 

Randomized controlled trials indicate that CISD not only is ineffective (Litz et al., 
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2002) but also in several instances has actually been harmful with patients assigned 

to CISD exhibiting more PTSD or other anxiety symptoms at follow-up than the 

control groups do (Bisson et al., 1997; Mayou et al., 2000; Sijbrandij et al., 2006). 

Interestingly, people who participate in CISD report that subjectively they feel better 

even when objective measurement indicates the opposite. This contradiction can be 

explained by the concept of resilience (Lilienfeld, 2007). (See the feature “Research 

Hot Topic, Virtual Reality Therapy.”) Most people exposed to a trauma do not

develop PTSD. Therefore, most people assigned to CISD would not have developed 

PTSD even without any intervention. Furthermore, the fact that they did worse than 

the control group suggests that CISD may be interfering with the natural resilience 

process. Another intervention that was used in the past to treat children with PTSD 

was “rebirthing” therapy (see Chapter 15). No empirical evidence supports the use of 

this procedure, and its use has led to severe injury or death, rebirthing is not endorsed 

by mental health professionals who work with children (American Academy of Child 

and Adolescent Psychiatry, 2010). When therapists develop or provide interventions, 

it is crucial that the treatments work or at least not harm (or have the potential to 

harm) their patients. If the choice is between providing a potentially harmful treat-

ment or doing nothing, psychologists should follow the words of the Hippocratic oath 

and “First, do no harm.”

concept CHECK

� Several different classes of medications are used for the treatment of anxiety disorders, 

but the first choice is the class known as the selective serotonin reuptake inhibitors (SSRIs).

� In addition to pharmacological treatments, other biological treatments for anxiety disor-

ders exist. In severe cases of OCD when behavior therapy and pharmacotherapy were 

not efficacious, neurosurgical treatments such as cingulotomy and capsulotomy may 

provide some symptom relief.

� The combination of psychological and pharmacological treatments for anxiety disorders 

does not produce an outcome that is superior to either intervention when used alone.

CRITICAL THINKING QUESTION What is the common, and crucial, ingredient for behavioral 

and cognitive-behavioral therapy for anxiety disorders?
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THE TREATMENT OUTCOME

THE TREATMENT

THE PROBLEM

THE PATIENT

Steve—The Psychopathology and Treatment 
of Obsessive-Compulsive Disorder

 science life

Steve, age 20, was living in his parents’ garage apartment. 
He was unemployed but occasionally worked odd jobs in his 
father’s business.

Steve washed his hands at least 30 times a day and had rigid 
behavioral rituals for showering, dressing, shaving, and brush-
ing his teeth. If interrupted during a ritual, he had to start all 
over again. His morning ritual lasted more than 3 hours each 
day. Steve was concerned that if he did not take care of his per-
sonal hygiene in exactly the right way, others would evaluate 
him negatively. To reduce his anxiety, Steve frequently checked 
his appearance in the mirror, glancing at his hands, clothing, 
and shoes to make sure everything was clean and neat. In total, 
he spent at least 5 hours a day doing cleaning and related 
checking rituals.

These symptoms took up so much time that Steve was 
unable to work. Furthermore, he was awkward in his social inter-
actions. He had trouble carrying on a conversation, he fidgeted 
when he was talking to someone, and he was not able to look 
at people when interacting with them. When Steve came to the 
Anxiety Disorders Clinic, he spent most of his time alone.

Steve recalled that his parents also had problems with anxi-
ety. As a child, he was shy, worried a great deal, and had some 
rigid behaviors, such as keeping all of his stuffed animals in a 
very specific order. His obsessive-compulsive (OC) symptoms 
became a serious problem when he moved away from home to 
attend college. He sought treatment at the university counsel-
ing center, but weekly “talk therapy” just wasn’t helping him. 
His grades continued to decline over three semesters, and he 
then moved back home.

Steve’s treatment involved three major components: (1) a trial 
of medication, (2) behavior therapy to target OC symptoms, 
and (3) social skills training to improve his interpersonal 

functioning. He began treatment with a 3-month trial of an 
SSRI, which improved his mood. He was able to reduce the 
time spent doing daily rituals to 3 hours a day. He then began 
exposure and response prevention. His therapist created situa-
tions in which he felt “exposed” to negative evaluation while at 
the same time preventing the compulsions that he used. During 
exposure sessions, Steve dressed in a way that he believed 
would produce negative evaluation from others (e.g., by choos-
ing a shirt that wasn’t a perfect match to his pants, “mussing” 
his hair slightly, pulling his tucked-in shirt up somewhat so that 
there was “extra” material showing) but would not make him 
look truly unusual. Steve was then asked to visit a public place 
(e.g., a bookstore, fast-food restaurant) where others would see 
him and to avoid “fixing” his appearance. At the start of each 
session, Steve’s anxiety increased significantly. However, over 
the course of the session, his anxiety decreased even when his 
appearance was not “perfect.” Steve also was asked to begin 
reducing the time he spent at home with daily grooming. He 
and his therapist prepared a schedule with time limits. At the 
end of the time limit, Steve had to stop, regardless of whether 
he was pleased with the result. Initially, this was extremely dif-
ficult. But with time, he further reduced the amount of time 
consumed with obsessions and compulsions. After another 3 
months of treatment, Steve was able to get a part-time job 
working in a bookstore.

The third phase of treatment sought to improve Steve’s 
social functioning. Using social skills training, Steve practiced 
making eye contact, conversing with strangers, and assuming a 
more relaxed body posture that put others more at ease.

As Steve’s social skills improved, so did his mood. He made 
some acquaintances at work, and he even began to enjoy snack 
and lunch breaks with co-workers. Over time, Steve was able to 
increase his work hours, and he eventually obtained a full-time 
position as a manager in the bookstore.
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1 Anxiety consists of three components. The physiological 
components include sympathetic nervous system activation 
(e.g., cardiovascular and respiratory activation, gastrointesti-
nal distress). The cognitive or subjective component consists 
of negative thoughts, impulses, or images and a subjective 
feeling of anxious distress. The behavioral component is 
defined by escape from or avoidance of objects, situations, 
or events that create anxious distress.

2 Anxiety is a common experience, and certain fears are com-
mon at various ages. However, to be considered an anxiety 
disorder, the fear or anxiety must cause significant distress 
and/or create functional impairment by interfering with 
common life activities.

3 A developmental hierarchy of anxious situations exists. This 
hierarchy is influenced by the child’s cognitive maturity. 
Demographic factors such as gender, race/ethnicity, age, 
and socioeconomic status also influence the expression of 
anxiety. Women and girls seem to report fears at a rate 
much higher than men and boys, but sociocultural factors 
may also play a role.

4 Different types of anxiety disorders exist. Some, such as 
panic disorder with or without agoraphobia, consist of a fear 
of situations or places from which escape may be impos-
sible if a panic attack occurs. People who have agoraphobia 
without panic fear the same situations or places and avoid 
them but also fear that physical symptoms such as nausea 
or gastrointestinal distress may occur. In the case of social 
or specific phobias, the anxiety is restricted to specific situ-
ations. Generalized anxiety disorder is characterized by 

pervasive worry about many different situations. People with 
obsessive-compulsive disorder suffer from intrusive thoughts 
and ritualistic behaviors that are distressing and difficult 
to control. After the occurrence of certain events such as 
a hurricane, rape, or other traumatic events, some people 
develop post-traumatic stress disorder, which consists of 
re-experiencing the event and physiological distress. Finally, 
separation anxiety is most commonly found in children and 
consists of anxiety surrounding separation from a caregiver.

5 Anxiety disorders develop in many different ways. Results 
of studies in molecular genetics, neurochemistry, and neu-
roanatomy are now allowing researchers and clinicians to 
make advances in basic neuroscience and are providing 
unique insights into brain functioning. It is becoming clearer 
that anxiety and stress can alter brain chemistry and perhaps 
even some brain structures. In turn, these neuroanatomi-
cal and neurochemical alterations lead to the expression 
of anxiety disorders. With respect to psychological etiolo-
gies, sometimes a conditioning experience takes place 
that clearly indicates the etiology of the disorder. In most 
instances, however, the evidence is less clear, and a model 
that combines the influences of both biological and psycho-
logical/environmental factors may be the most appropriate.

6 Anxiety disorders are treatable. Pharmacological and behav-
ioral/cognitive-behavioral interventions are both effica-
cious, but at this time, combining them does not appear to 
provide any increased benefit. It is unclear whether other 
interventions also may be efficacious because they have not 
been subjected to empirical scrutiny.

R E V I E W I N G

learning objectives

TEST yourself
1. The three elements of anxiety and fear are

a. physiology, cognition, and behavior
b. self-report, arousal, and worry
c. worry, anticipation, and subjective distress
d. escape, avoidance, and subjective distress

2. Sally was extremely apprehensive about her meeting next 
week with her boss to discuss her annual performance 
review although she had been doing well at work. She was 
experiencing excessive
a. panic reactions
b. compulsions
c. worry
d. phobic discharge

3. Sam has a spider phobia, and he has not gone to the wood-
shed since his wife complained of all the cobwebs in there. 
He has responded behaviorally with
a. arousal c. distress
b. worry d. avoidance

4. A normal source of anxiety for a 1- to 2-year-old child is
a. loss of physical support c. heights
b. strangers d. being alone

5. Which of the following is a major factor in distinguishing 
between normal anxiety and an anxiety disorder?
a. developmental age c. sociodemographics
b. functional impairment d. all of the above

For more review plus practice tests, flashcards, 
and Speaking Out: DSM in Context videos, 
log onto www.MyPsychLab.com

www.MyPsychLab.com
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6. Which of the following statements about anxiety disorders is 
not true?
a. Most anxiety disorders develop in early adulthood.
b.  Comorbidity with depression and other anxiety disorders 

is common.
c.  Anxiety disorders are equally common among the three 

largest ethnic groups in the United States.
d. Panic attacks may be a symptom of any anxiety disorder.

7. Heart palpitations (pounding heart or accelerated heart 
rate), sweating, trembling, shortness of breath, choking, 
chest pain, nausea, and dizziness are
a. cognitive symptoms of panic attack
b. behavioral symptoms of panic attack
c. physiological symptoms of panic attack
d. all of the above

8. Derealization or depersonalization (feelings of being 
detached from one’s body or one’s surroundings), fear of 
losing control or going crazy, and fear of dying are
a. cognitive symptoms of panic attack
b. behavioral symptoms of panic attack
c. physiological symptoms of panic attack
d. all of the above

9. Todd is afraid of flying. He is invited for a job interview that 
requires air travel. He has a panic attack while preparing for 
his interview a week before his flight. His panic attack is
a. situationally bound c. out of the blue
b. situationally cued d. uncued

10. Fear of being in public places or situations from which 
escape might be difficult or help unavailable if a panic attack 
occurs is termed
a. panic disorder
b. social phobia
c. generalized anxiety disorder
d. agoraphobia

11. For the past year, Maya has been experiencing uncontrol-
lable worry about the future of her business, crime in the 
neighborhood, whether her husband truly cares for her, and 
her children’s health. All of these concerns are out of propor-
tion to the actual situation. She may be experiencing
a. panic disorder
b. agoraphobia
c. generalized anxiety disorder
d. social phobia

12. Stuart has never had a romantic partner. When he talks with 
his therapist, he says that he is afraid to ask anyone out 
because he becomes extremely anxious about initiating and 
maintaining conversations. He is likely to have
a. panic disorder
b. agoraphobia
c. generalized anxiety disorder
d. social phobia

13. Which of the following is not one of the four groups of spe-
cific phobias?
a. agoraphobia
b. natural environment phobia
c. blood/injection/injury phobia
d. animal phobia

14. Steve can’t leave home without checking the doors and 
windows repeatedly to see that they are locked. When he 
finds that everything is locked, a sense of relief comes over 
him. Which of the following learning principles is likely to be 
maintaining his compulsive checking behavior?
a. self-reinforcement c. punishment
b. negative reinforcement d. positive reinforcement

15. Sergio served in Iraq and fought in several difficult battles. 
Now whenever he hears a car backfire, he jumps out of his 
chair thinking that he is under attack. Sergio is showing a 
classic symptom of PTSD called
a. lethargy
b. reoccurring and intrusive memories
c. re-experiencing
d. behavioral disinhibition

16. Although PTSD affects people of all ages, sexes, and ethnic 
backgrounds, it is slightly different in children because
a. symptoms such as bed-wetting may be prominent
b.  the trauma may not be experienced firsthand but through 

a significant other
c. children experience fewer traumatic events than adults do
d. children engage in traumatic play

17. Parents go to a clinical psychologist asking about their 
child who seems to worry all the time about being hurt. He 
refuses to go to school and won’t sleep alone. On the way to 
school, he often develops stomachaches or headaches. The 
clinical psychologist suggests that the child be evaluated for
a. obsessive-compulsive disorder
b. post-traumatic stress disorder
c. separation anxiety disorder
d. agoraphobia

18. The currently available data on the heritability of anxiety dis-
orders suggest that
a.  a general vulnerability factor or anxiety proneness is what 

is inherited
b.  vulnerability to anxiety is likely to be controlled by a 

single gene
c. genetic factors are only rarely involved in anxiety disorders
d.  four genetic factors are associated with GAD, panic disor-

der, and agoraphobia

19. Why do biological theories of anxiety disorders consider 
serotonin to be important?
a.  Serotonin is lower in the CSF of people with anxiety 

disorders
b.  Biochemical challenges that alter serotonin levels are 

related to increases or decreases in feelings of anxiety
c.  People who are prescribed selective serotonin reuptake 

inhibitors (SSRIs), which increase serotonin, report that 
their feelings of anxiety decrease.

d. all of the above

20. The common ingredient in the most effective forms of 
behavioral and cognitive behavioral treatments of anxiety is
a. exposure c. relaxation
b. restructuring d. imagery

Answers:  1 a, 2 c, 3 d, 4 b, 5 d, 6 a, 7 c, 8 a, 9 b, 10 d, 11 c, 12 d, 13 a, 
14 b, 15 c, 16 d, 17 c, 18 a, 19 d, 20 a.
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Lucy, who is married and age 40, feels 

awful. None of her doctors has helped her. 

About 12 years ago, she hurt her back while 

cleaning her house, and everything has 

gone “down hill” since that time. She has 

constant lower back pain and periodic neck 

pain despite operations to fuse together 

parts of her spine. Her left arm aches, 

but her doctor can’t find a cause. She has 

numerous prescriptions for pain, including 

the powerful drug oxycontin. She com-

plains of blood in her urine and pain 

during sexual intercourse.

Although her physician did not 

think it necessary, Lucy had a hys-

terectomy to reduce excessive men-

strual bleeding. Despite this surgery, 

she recently called her gynecologist, 

worried that she had uterine cancer (even 

though her uterus had been removed). Now 

she believes that she has severe asthma and 

allergies. She has been taken by ambu-

lance to the hospital emergency room for 

breathing treatments and regularly uses two 

inhalers and three asthma medications. Yet 

allergy testing has revealed only moderate 

allergic reactions to pollen and dust mites. 

Several years ago, Lucy had extreme gastro-

intestinal pain. She complained of nausea, 

particularly after eating, and diarrhea. She 

sought out several physicians, but none 

could find anything wrong. After hearing 

that a friend had similar symptoms and had 

gall bladder surgery, Lucy convinced a phy-

sician that she too needed the surgery.

At the time of the psychological evaluation, 

Lucy had numbness in both legs. Her balance 

was affected, and she had difficulty walking. 

Last year, a niece was diagnosed with amyo-

trophic lateral sclerosis. Three physicians 

have told Lucy that she does not have 

amyotrophic lateral sclerosis, but she 

insisted on yet another MRI. Upon 

questioning by the psychologist, Lucy 

revealed contentious relationships with 

all of her family—her symptoms were 

always worse when she was fighting 

with her husband or her children.

C H A P T E R  5
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Lucy’s case is extreme, but we all have occasional aches and pains. In fact, 85 to 95% 

of the general population has at least one physical symptom every 2 to 4 weeks, 

and some people have unexplained symptoms as often as every 5 to 7 days (Katon 

& Walker, 1998). Common physical complaints include chest pain, abdominal pain, 

dizziness, headache, back pain, and fatigue, yet an organic cause is identified only 10 

to 15% of the time. Clearly, many people have physical complaints for which there 

is no identified medical basis. Usually, physician reassurance that “everything is fine” 

allows people to resume their normal activities.

A few people like Lucy resist physician reassurance. Her case poses a challenge 

for health care professionals. How does one determine when physical symptoms result 

from psychological distress rather than organic illness? The answer is complex and 

requires consideration of three interrelated factors (Kirmayer & Looper, 2007). First, 

when are physical symptoms medically unexplained? Second, when is worry or distress 

about physical symptoms excessive? Third, when is physical distress considered to be 

caused primarily by psychological factors?

To answer the first question, physical complaints are considered to be medically 

unexplained when physical examination and diagnostic testing cannot determine any 

biological or physical cause. In Lucy’s case, three different physicians could not diagnose 

her balance problems even when using the most sophisticated medical tests. Therefore, 

her symptoms were medically unexplained. To answer the second question, worry about 

physical health is excessive when it results in functional impairment or leads to medi-

cally unnecessary procedures (such as Lucy’s gall bladder surgery). The answer to the 

third question—When does physical distress result from psychological factors rather 

than physical illness?—is much more complicated. Its answer is the focus of this chapter. 

In fact, the interplay of physical symptoms, environmental stress, and emotional distress 

can create different types of psychological impairments known as somatoform, dissocia-

tive, and factitious disorders. We begin with the category of somatoform disorders.

Somatoform Disorders
Somatoform disorders are defined as conditions in which physical symptoms or concerns 

about an illness cannot be explained by a medical or psychological disorder (e.g., depres-

sion or anxiety). People who suffer from somatoform disorders experience real physical 

symptoms, but their physical pain cannot be fully explained by an established medical 

condition. The somatoform disorders are a confusing diagnostic category because the 

individual disorders do not share an underlying emotion or a common etiology. Rather, 

all people with somatoform disorders are included in this category because of what is 

missing rather than because of what they have. Specifically, what the disorders share is the 

lack of a recognizable medical cause for their physical distress. The six different somato-

form disorders are somatization disorder, undifferentiated somatoform disorder, conver-

sion disorder, pain disorder, hypochondriasis, and body dysmorphic disorder. Each is 

described in this section and in the box feature “DSM-IV-TR: Somatoform Disorders.”

SOMATIZATION DISORDER

In 1859, the French physician Pierre Briquet (1796–1881) wrote an influential paper 

describing psychiatric patients with many somatic complaints that seemed to lack a 

physical cause. These patients were also likely to be depressed, and he noted that stress-

ful life events could be particularly important in the onset and maintenance of their dis-

tress. This constellation of symptoms was once called hysteria or Briquet’s syndrome, but 

somatoform disorders  conditions in which 
physical symptoms or concerns about an ill-
ness cannot be explained by a medical or 
psychological disorder

learning objective 5.1
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DSM-IV-TR

these terms are no longer used because they carry negative connotations. Now known as 

somatization disorder, the condition is defined as the presence of many symptoms that 

suggest a medical problem but have no recognized organic basis. As Lucy illustrates, 

these physical complaints cluster into four categories (see the DSM-IV-TR box). They 

do not necessarily occur at the same time, but all need to have been present at some 

time during the person’s lifetime for the person to be diagnosed with somatization 

disorder.

Among all the symptoms presented in Table 5.1, the one most frequently reported is 

pain, including back pain (30%), joint pain (25%), arm or leg pain (20%), headache (19%), 

and abdominal pain (11%; Rief et al., 2001). Abdominal bloating (13%), food intoler-

ance (12%), and heart palpitations (11%) are also common. Much less common but more 

dramatic are the pseudoneurological symptoms such as pseudoseizures, which are sudden 

changes in behavior that mimic epileptic seizures but have no organic basis (see “Real 

Science, Real Life: Nancy—A Case of Conversion Disorder” at the end of this chapter).

The diagnostic criteria for somatization disorder require that all four categories 

of symptoms must occur before age 30. In reality, symptoms often occur much earlier. 

In one sample, 55% of people suffering from somatization disorder had symptoms 

before age 15 (Swartz et al., 1991). Yet even if somatization disorder begins in child-

hood, it often is not recognized until adulthood.

Somatization Disorders

somatization disorder  the presence of many 
symptoms that suggest a medical condition, 
but without a recognized organic basis

pseudoseizure  a sudden change in behav-
ior that mimics epileptic seizures but has no 
organic basis

The French physician Pierre Briquet was first to 
identify a condition in which patients had many 
physical complaints without an obvious medical 
cause. This problem, once called Briquet’s syn-
drome, is now called somatization disorder.

A.  A history of many physical complaints beginning before 
age 30 years that occur over a period of several years and 
result in treatment being sought or significant impairment in 
social, occupational, or other important areas of functioning.

B.  Each of the following criteria must have been met, with 
individual symptoms occurring at any time during the 
course of the disturbance:

 1.  four pain symptoms: a history of pain related to at least 
four different sites or functions (e.g., head, abdomen, 
back, joints, extremities, chest, rectum, during menstru-
ation, during sexual intercourse, or during urination)

 2.  two gastrointestinal symptoms: a history of at least two 
gastrointestinal symptoms other than pain (e.g., nausea, 
bloating, vomiting other than during pregnancy, diar-
rhea, or intolerance of several different foods)

 3.  one sexual symptom: a history of at least one sexual 
or reproductive symptom other than pain (e.g., sexual 
indifference, erectile or ejaculatory dysfunction, irregular 
menses, excessive menstrual bleeding, vomiting 
throughout pregnancy)

 4.  one pseudoneurological symptom: a history of at least 
one symptom or deficit suggesting a neurological 

condition not limited to pain (conversion symptoms such 
as impaired coordination or balance, paralysis or local-
ized weakness, difficulty swallowing or lump in throat, 
aphonia, urinary retention, hallucinations, loss of touch 
or pain sensation, double vision, blindness, deafness, 
seizures; dissociative symptoms such as amnesia; or loss 
of consciousness other than fainting)

C. Either (1) or (2):
 1.  after appropriate investigation, each of the symptoms 

in Criterion B cannot be fully explained by a known 
general medical condition or the direct effects of a sub-
stance (e.g., a drug of abuse, a medication)

 2.  when there is a related general medical condition, the 
physical complaints or resulting social or occupational 
impairment are in excess of what would be expected 
from the history, physical examination, or laboratory 
findings

D.  The symptoms are not intentionally produced or feigned 
(as in Factitious Disorder or Malingering).

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text Revision 
(Copyright 2000). 
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UNDIFFERENTIATED SOMATOFORM DISORDER

Fortunately, few people have such varied physical complaints as Lucy, and somatiza-

tion disorder is quite rare. Many more people have only a few, but very persistent, 

physical complaints, such as consistent nausea and stomach bloating. The symptoms 

are not explained by the presence of a medical condition and are not the result of 

injury, substance use, or medication side effect. When such physical complaints are 

present for at least 6 months and cause distress or functional impairment, the person 

may be suffering from undifferentiated somatoform disorder. Although this disorder 

has the least specific diagnostic criteria, it is the most commonly diagnosed somato-

form disorder (American Psychiatric Association [APA], 2000a). It is considered a 

residual diagnosis, used when the person has long-standing and distressful physical 

symptoms that cannot be explained by a medical disorder or another psychological 

diagnosis (such as somatization disorder).

TABLE 5 .1

Diagnostic and Statistical Manual 
of Mental Disorders (4th ed.), Text Revision

Category Specific Complaints

undifferentiated somatoform disorder  one
or more physical complaints that are present 
for at least 6 months and cause distress or 
functional impairment

DSM-IV-TR

Undifferentiated Somatoform Disorder

A.  One or more physical complaints (e.g., fatigue, loss of 
appetite, gastrointestinal or urinary complaints).

B.  Either (1) or (2):

 1.  after appropriate investigation, the symptoms cannot 
be fully explained by a known general medical condi-
tion or the direct effects of a substance (e.g., a drug of 
abuse, a medication)

 2.  when there is a related general medical condition, the 
physical complaints or resulting social or occupational 
impairment is in excess of what would be expected from 
the history, physical examination, or laboratory findings

C.  The symptoms cause clinically significant distress or 
impairment in social, occupational, or other important 
areas of functioning.

D.  The duration of the disturbance is at least 6 months.

E.  The disturbance is not better accounted for by another 
mental disorder (e.g., another Somatoform Disorder, 
Sexual Dysfunction, Mood Disorder, Anxiety Disorder, 
Sleep Disorder, or Psychotic Disorder).

F.  The symptom is not intentionally produced or feigned (as 
in Factitious Disorder or Malingering).

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text 
Revision (Copyright 2000). American Psychiatric Association.
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CONVERSION DISORDER

Somatization disorder and undifferentiated somatoform disorder are defined by the 

presence of different physical symptoms including pseudoneurological complaints. 

A different somatoform disorder, conversion disorder, consists solely of pseudoneu-

rological complaints such as motor or sensory dysfunction. Symptoms of conversion 

disorder can be quite dramatic, such as sudden paralysis or blindness. They are not 

intentionally produced and cannot be fully explained by the presence of any medical 

condition (see “Real Science, Real Life: Nancy—A Case of Conversion Disorder” at 

the end of this chapter). Before assigning this diagnosis, a careful medical evalua-

tion is necessary because about 10 to 15% of people originally diagnosed with conver-

sion disorder will later be found to have a diagnosable medical condition (Binzer & 

Kullgren, 1998; Hurwitz & Pritchard, 2006). However, there is no way to determine 

which symptoms indicate a true neurological disorder. Therefore, therapists must 

strike a balance between excluding possible medical conditions and overdiagnosing 

and thereby reinforcing the behavior.

Symptoms of conversion disorder fall into three groups. The most common 

group includes motor symptoms or deficits, such as impaired coordination or balance, 

paralysis or weakness, difficulty swallowing, or a “lump in the throat,” aphonia (loss 

of speech), or urinary retention. Within this group, muscle weaknesses, particularly in 

the leg, are most frequent (Krem, 2004). An unusual motor deficit is globus hystericus,

which may include aphonia, sensations of choking, difficulty swallowing, shortness of 

breath, or feelings of suffocation (Finkenbine & Miele, 2004).

Hannah was a 28-year-old clerk at a car dealership. She had always been the “nervous” 

type and was very shy as a young girl. Sometimes when customers came in angry, com-

plaining about their service, she started to feel a lump in her throat. She would put her 

hand up to her throat like she was choking, and when people asked if she was ok, she 

would gasp and say she couldn’t get her breath. She would get more and more upset 

and was afraid she would suffocate. Sometimes the sensations would go away. At other 

times, Hannah would panic and call her doctor.

conversion disorder  a pseudoneurological 
complaint such as motor or sensory 
dysfunction

DSM-IV-TR

Conversion Disorder

A.  One or more symptoms or deficits affecting voluntary 
motor or sensory function that suggest a neurological or 
other general medical condition.

B.  Psychological factors are judged to be associated with 
the symptom or deficit because the initiation or exacer-
bation of the symptom or deficit is preceded by conflicts 
or other stressors.

C.  The symptom or deficit is not intentionally produced or 
feigned (as in Factitious Disorder or Malingering).

D.  The symptom or deficit cannot, after appropriate investi-
gation, be fully explained by a general medical condition, 
or by the direct effects of a substance, or as a culturally 
sanctioned behavior or experience.

E.  The symptom or deficit causes clinically significant dis-
tress or impairment in social, occupational, or other 
important areas of functioning or warrants medical 
evaluation.

F.  The symptom or deficit is not limited to pain or sexual 
dysfunction, does not occur exclusively during the course 
of Somatization Disorder, and is not better accounted for 
by another mental disorder.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text 
Revision (Copyright 2000). American Psychiatric Association.
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In many instances, globus hystericus lasts only for a short period of time. 

However, if left untreated, it can lead to abnormal eating patterns or food avoidance.

Gina is 6 years old and has a history of fearful and inhibited behavior. She was referred 

by her pediatrician because she developed a fear of choking on food. Several weeks ago 

she was in a crowd of people and told her mother that she was choking. She was not, but 

her mother could only calm her down by taking her out of the crowd. Since that time, 

Gina has complained of a sore throat and an inability to eat solid foods. Gina’s pediatri-

cian ruled out any medical cause. This past week, her entire food intake consisted of milk, 

milkshakes, mashed potatoes, and yogurt.

Sensory deficits, a less common symptom group, include loss of touch or pain 

sensations, double vision or blindness, deafness, and hallucinations (APA, 2000). 

Movies sometimes portray people as having “hysterical blindness,” but this condi-

tion rarely occurs in real life. Also rare is the third symptom group, which consists of 

behaviors such as seizures and convulsions.

Symptoms of conversion disorder do not follow known neurological patterns of 

the human body, a factor that is often important in differentiating between a psychologi-

cal or physical disorder. For example, a patient may complain of loss of sensitivity in the 

hand and wrist, a condition sometimes called glove anesthesia (see Figure 5.1). However, 

the nerves in the hand (median, ulnar, and radial nerves) do not suddenly end at the 

wrist. These nerves continue, uninterrupted, throughout the arm. Therefore, if one (or 

all) of the nerves were damaged, the loss of sensation would not stop at the wrist, but the 

numbness would continue up through the arm. In other words, physical anatomy cannot 

explain the symptom pattern of glove anesthesia. The lack of a medical reason for this 

phenomenon suggests that the symptoms could have a psychological basis.

The classic description of conversion disorder includes a symptom called la belle indif-

ference (beautiful indifference) defined as substantial emotional indifference to the pres-

ence of these dramatic physical symptoms. Even when unable to walk or move their arms, 

some people appear undisturbed by their paralysis. They deny emotional distress from their 

unusual symptoms and behave as if nothing is wrong. However, some people with conver-

sion disorder are distressed by their symptoms (Kirmayer & Looper, 2007); thus la belle 

indifference, though often present, is not a necessary symptom of conversion disorder.

The label conversion disorder may seem to be an unusual term for a psychologi-

cal disorder. If you recall the case of Anna O (see Chapter 1), you will remember that 

she had many symptoms of this disorder. Psychodynamic theorists, such as Freud and 

Breuer, theorized that Anna O was not directly expressing her psychological distress 

(the stress of taking care of her invalid father and his subsequent death). Instead, it 

was expressed indirectly through physical complaints. Simply stated, they thought that 

her psychological distress was converted into physical symptoms. Although there is 

no strong empirical support for this theory, the term conversion disorder is still used to 

describe the presence of these symptoms.

PAIN DISORDER

Pain, which is a common human experience, is frustrating to both patients and health 

or mental health professionals. Pain can contribute to the onset of psychological dis-

orders or intensify conditions that are already present (Aigner et al., 2003). Margaret 

suffers from pain disorder, a condition characterized by persistent pain that defies 

medical explanation. Similarly, chronic pain may produce symptoms of depression, 

which further intensify feelings of pain (Verma & Gallagher, 2000). Distinguishing 

pain from pain disorder is necessary but not always easy to do. The person may have 

FIGURE 5 .1

A person with conversion disorder might 
describe numbness in the entire hand or 
wrist, as shown here. However, the nerves 
that transmit pain signals do not stop at the 
wrist–they continue up the arm. Numbness 
that stops at the wrist is not anatomically 
possible.

pain disorder  a persistent pain that defies 
medical explanation



somatoform, dissociative, and factitious disorders 167

pain disorder if (a) the primary disorder is the presence of pain, not psychological 

symptoms such as low mood or anxiety, (b) medical problems do not exist, and (c) the 

pain has lasted more than 6 months and affects the person’s daily functioning. In some 

ways, pain disorder is similar to somatization disorder. However, somatization disor-

der has many different symptoms, but pain disorder consists solely of pain symptoms. 

Because the diagnosis is so difficult and few empirical data on its symptoms and treat-

ment exist, pain disorder will not be a primary focus of this chapter.

HYPOCHONDRIASIS

Have you ever read about an illness and then worried that you might have it? You may 

have mentioned your worry to someone who reassured you that you were fine, and so your 

worry disappeared. However, when fears or concerns about having an illness persist despite 

medical reassurance, the problem may be hypochondriasis. People with hypochondriasis 

do not necessarily suffer from physical symptoms. Rather, they have a dysfunc-

tional mind-set that leads to worry about health, illness, and physical symptoms  

side by side   case studies

NORMAL BEHAVIOR CASE STUDY
Major Illness Reaction: No Disorder

Sharlene was diagnosed with breast cancer. She had surgery, radi-

ation, and chemotherapy. About 6 months after she finished treat-

ment, she felt a nagging pain in her upper back. It was not a sharp 

pain but a dull ache that would not go away. No matter what she 

did, the ache was there. Sharlene remembered that her mother, 

who had died from breast cancer, had pain in her back too. It 

turned out that her mother’s cancer had metastasized to her 

bones. Sharlene was worried, and the doctor ordered a bone scan. 

The results indicated that she did not have bone cancer. The doc-

tor thought that the pain was the result of a muscle strain or injury. 

Sharlene felt better after she heard the results. Although the pain 

was still there and at times kept her from sleeping, she no longer 

worried about it. After a few months, the pain disappeared. 

ABNORMAL BEHAVIOR CASE STUDY
Pain Disorder

Margaret married right out of high school and did not have any 

special vocational skills. She recently divorced and had to take a 

job in a hospital cafeteria, and she hated it. On some days, she 

worked on the serving line—it was hot and her feet hurt from 

standing. On other days, she delivered food trays to patients—it 

was hard work, and the patients did not seem appreciative. At 

work one day, she slipped and fell. Although the physician 

cleared her to return to work, Margaret reported severe and 

chronic pain in her lower back and sometimes pain in her abdo-

men. An extensive diagnostic battery did not reveal any medical 

reason for her pain; yet it was so persistent that Margaret applied 

for disability. Her financial status was so negatively affected that 

she had to move in with her children. 

Dimensions of Behavior: From Normal to Abnormal

hypochondriasis  the condition of experienc-
ing fears or concerns about having an illness 
that persist despite medical reassurance

DSM-IV-TR

Pain  Disorder

Pain Disorder Associated With Psychological Factors: psycho-
logical factors are judged to have the major role in the onset, 
severity, exacerbation, or maintenance of the pain. (If a gen-
eral medical condition is present, it does not have a major 
role in the onset, severity, exacerbation, or maintenance 
of the pain.) This type of Pain Disorder is not diagnosed if 
criteria are also met for Somatization Disorder.

Pain Disorder Associated With Both Psychological Factors 
and a General Medical Condition: both psychological fac-

tors and a general medical condition are judged to have 
important roles in the onset, severity, exacerbation, or 
maintenance of the pain. The associated general medi-
cal condition or anatomical site of the pain (see below) is 
coded on Axis III.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text 
Revision (Copyright 2000). American Psychiatric Association.
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(Starcevic, 2006). They often elicit negative reactions from physicians because they can-

not be reassured that they are well, and their behaviors are similar to the rituals found in 

obsessive-compulsive disorder (see Chapter 4). People with hypochondriasis constantly 

seek reassurance from physicians, spend time discussing their symptoms with family and 

friends, repeatedly check medical information sources, and monitor their own physical 

status (e.g., take their blood pressure). They also avoid situations associated with their fear 

(Taylor & Asmundson, 2004), such as refusing to go to a hospital for fear of catching an 

illness. These phobialike behaviors have led some experts to suggest that hypochondriasis 

should be renamed health anxiety disorder (e.g., Abramowitz & Moore, 2007), although 

currently the relationship of hypochondriasis to the anxiety disorders remains controversial. 

Watch on mypsychlab.com

Not all worries about illness warrant a diagnosis of hypochondriasis. Some people 

suffer from transient hypochondriasis, which may result from contracting an actual acute 

Mankoff, Robert (Cartoonbank.com). Copyright © 2008 The New Yorker Collection 2008. All rights reserved.

Hypochondriasis

The Case of Henry

“I had a growth that I was wor-
ried about on my face.”

www.mypsychlab.com

DSM-IV-TR

Hypochondriasis

A.  Preoccupation with fears of having, or the idea that one 
has, a serious disease based on the person’s misinterpre-
tation of bodily symptoms.

B.  The preoccupation persists despite appropriate medical 
evaluation and reassurance.

C.  The belief in Criterion A is not of delusional intensity 
(as in Delusional Disorder, Somatic Type) and is not 
restricted to a circumscribed concern about appearance 
(as in Body Dysmorphic Disorder).

D.  The preoccupation causes clinically significant distress 
or impairment in social, occupational, or other important 
areas of functioning.

E.  The duration of the disturbance is at least 6 months.

F.  The preoccupation is not better accounted for by 
Generalized Anxiety Disorder, Obsessive-Compulsive 
Disorder, Panic Disorder, a Major Depressive Episode, 
Separation Anxiety, or another Somatoform Disorder.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text 
Revision (Copyright 2000). American Psychiatric Association.

www.mypsychlab.com
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illness or a life-threatening illness, or even from caring for someone with a medical con-

dition (Barsky et al., 1990b; Robbins & Kirmayer, 1996). Someone recovering from a 

heart attack may be reluctant to engage in physical activities, even though the physician 

has approved them. In contrast, people with traditional hypochondriasis have persistent 

fears of contracting an illness and are much more likely to have additional psychological 

diagnoses such as depression or an anxiety disorder. The high rate of comorbid anxiety 

and depressive disorders among people with hypochondriasis (perhaps as high as 78%) 

has led some clinicians and researchers to question whether hypochondriasis exists as a 

separate disorder (Robbins & Kirmayer, 1996). If the disorder does exist alone, it does 

so in only approximately 23% of people with hypochondriasis.

BODY DYSMORPHIC DISORDER

Also known as dysmorphophobia, body dysmorphic disorder (BDD) is an overwhelming 

concern that some part of the body is ugly or misshapen. Usually, if the concern is even 

minimally based in reality, it is an extreme exaggeration of a very minor flaw (e.g., a 

very small acne scar is described as a “huge crater on my face”).

Amy is a 26-year-old Asian American woman who is convinced that her chin juts out ter-

ribly from the rest of her face. Actually an attractive young woman, Amy sees nothing but 

her chin when she looks in the mirror. She obsesses about how awful she looks—and what 

she believes others are saying behind her back. She is so distressed about her appearance 

that she refuses to go outside except to go to the store or see a doctor. When she goes 

out, she covers her chin with her hand and a tissue, actually making herself more notice-

able to others. When at home, she checks herself in the mirror constantly. Each time, she 

hopes to see a different image staring back at her. But every time, all she sees is a huge 

chin, making her the ugliest person on earth.

Although any area of the body may cause concern, patients with BDD most com-

monly worry about their skin, hair, nose, and face, (e.g., size or symmetry of facial 

features, presence of wrinkles). Women with BDD are more likely to be preoccu-

pied with their hips and their weight and to pick at their skin and camouflage it with 

make-up. Men are more likely to worry about thinning hair, be preoccupied with their 

genitals, and have muscle dysmorphia, which is a preoccupation that the body is not 

muscular, even when others view them as being of normal weight or muscular (Phillips 

et al., 2010). Unlike people with obsessive-compulsive disorder and other anxiety dis-

orders (see Chapter 4), people with BDD have very poor insight into their disorder. 

Sometimes their worry becomes so fixed and intense that it approaches the point of 

a delusion (e.g., a fixed but false belief that cannot be reasoned or argued away; see 

Chapter 10). Delusional beliefs were found among 36% of adults and 63% of adoles-

cents in one sample of people with BDD (Phillips et al., 2006c).

People with BDD, especially those with delusional beliefs, are at high risk for 

suicide. In one sample, 78% considered suicide at some point during their illness, and 

27.5% had a history of suicidal attempts (Phillips et al., 2005). These rates are at least 

6 times higher than those in the general population and higher than rates reported 

for people with schizophrenia or major depression. When followed prospectively for 

one year, 2.6% of people with BDD attempted suicide and 0.3% committed suicide 

(Phillips & Menard, 2006). A strong relationship exists between severity of suicidal 

ideation, severity of BDD symptoms, and functional impairment. People with the 

most severe symptoms and the most severe impairment are most likely to attempt 

suicide.

body dysmorphic disorder  an overwhelm-
ing concern that some part of the body is ugly 
or misshapen

A person with body dysmorphic disorder 
is convinced that some part of the body is 
ugly or misshapen. Worry about the “ugly” 
body part may become so intense that it 
approaches the point of a delusion.
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People with BDD are familiar patients in primary care, dermatology, and plastic 

surgery clinics. Up to 12% of dermatology patients and 16% of cosmetic surgery 

patients meet diagnostic criteria for BDD (Bellino et al., 2006; Thompson & Durrani, 

2007). Even after undergoing dermatological and surgical treatment, they are rarely 

satisfied with the outcome (Phillips & Dufresne, 2002). In some instances, they focus 

on another “ugly” body part and begin the process all over again.

Like Amy, people with BDD frequently check their appearance to monitor 

changes. They often groom excessively or try to hide the offending feature. They may 

pick at their skin for hours each day, using their fingers, needles, pins, staple removers, 

razor blades, or knives to eliminate a blemish or scar (Phillips & Taub, 1995). Men with 

muscle dysmorphia may follow a rigorous diet and exercise schedule, which can physically 

damage the body (Phillips et al., 2010). The person’s belief that he or she is ugly or has 

a physical deformity leads to occupational, social, and academic impairment. Concerns 

about appearance in BDD have some overlap with obsessions, leading to the suggestion 

that BDD is part of the obsessive-compulsive spectrum disorders discussed in Chapter 4.

COMMON FACTORS IN SOMATOFORM DISORDERS

Despite individual differences in symptoms, all somatoform disorders share certain 

features. Approximately 33 to 40% of people with a somatoform disorder also have 

coexisting anxiety and/or depressive disorders (Barsky et al., 2005; Creed & Barsky, 

2004; Krem, 2004; Phillips & Dufrense, 2002). Even among children, comorbid 

anxiety and mood disorders are common (Kozlowska et al., 2007). It is often a challenge 

to determine whether physical complaints represent a physical disorder, a psychological 

disorder such as depression, or the separate category of somatoform disorder.

Because of the overlap in symptoms and other clinical factors, researchers are work-

ing to revise these diagnostic categories, devising names that are more descriptive and 

more accurately capture naturally occurring symptom patterns. This would decrease the 

number of individual diagnoses within the overall category of somatoform disorder, allow-

ing for more understanding and better communication among physicians, mental health 

professionals, and people with these disorders. Some of the proposed diagnostic labels 

include physical symptom disorder (Voigt et al., 2010) and body distress syndrome (Fink 

& Schröder, 2010). One proposal would rename the entire category of somatoform dis-

orders to somatic symptoms disorders (Dimsdale & Creed, 2009), which would more clearly 

describe the reason that people seek treatment. Within this new broad category, body 

dymsorphic disorder would remain as a distinct diagnostic category, but the separate diag-

noses of somatization disorder, undifferentiated somatoform disorder, hypochondriasis, 

DSM-IV-TR

Body Dysmorphic Disorder

A.  Preoccupation with an imagined defect in appearance. If 
a slight physical anomaly is present, the person’s concern 
is markedly excessive.

B.  The preoccupation causes clinically significant distress 
or impairment in social, occupational, or other important 
areas of functioning.

C.  The preoccupation is not better accounted for by another 
mental disorder (e.g., dissatisfaction with body shape and size 
in Anorexia Nervosa).

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text 
Revision (Copyright 2000). American Psychiatric Association.
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and pain disorder would be eliminated. Instead, people who had been given those diagno-

ses would now be considered to have complex somatic symptom disorder because these four 

disorders are characterized by benign (nonserious) somatic complaints that the person 

believes to be extremely serious. It is considered a disorder because the person is preoccu-

pied with the symptoms and use increased (and unnecessary) health care resources.

FUNCTIONAL IMPAIRMENT

Somatoform disorders produce significant functional impairment (see Figure 5.2). 

Approximately 10 to 15% of adults in the United States report work disability as a result 

of chronic back pain (Von Korff et al., 1990). Among patients with conversion disorder, 

only 33% maintained full-time employment (Crimlisk et al., 1998). Similarly, people with 

somatization disorder worked fewer days per month (an average of 7.8 days) than people 

with no disorder (Gureje et al., 1997). Hypochondriasis and pain disorder increase the 

likelihood of physical disability, occupational impairment, and overutilization of health 

services (Aigner et al., 2003; Gureje et al.). People with BDD report severe social impair-

ment; they are very often single, avoid dating, and are socially isolated (Didie et al., 2006).

In addition to causing functional impairment, somatoform disorders have a com-

plex course. Hypochondriasis and BDD are severe and chronic conditions (Creed & 

Barsky, 2004; olde Hartman et al., 2009), even when people receive mental health treat-

ment (Phillips et al., 2006b). In contrast, undifferentiated somatoform disorder sometimes 

spontaneously remits (Kirmayer & Looper, 2007; Kroenke & Mangelsdorff, 1989), but 

it can be chronic when comorbid conditions such as anxiety and depression are present 

(Rief et al., 1995). Remission rates for somatization disorder are controversial. Early stud-

ies reported that less than 10% of people recover (Swartz et al., 1991), but more recent 

investigations report that between 30 and 50% of individuals recover one year later  
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As shown here, people with somatization dis-
order use more medical resources, and there-
fore have higher medical costs, than people 
with no disorders or people with psychiatric 
disorders (in this case, depression) alone. 
People with both mood disorders and soma-
tization disorder have slightly higher costs 
than people with somatization alone. Based on 
Barsky et al., Archives of General Psychiatry, 62(8),
pp. 903–910.
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(Arnold et al., 2006; Creed & Barsky; olde Hartman et 

al., 2010). Conversion disorder also appears to be an acute 

condition with between 33 and 90% of patients remitted or 

significantly improved 2 to 5 years later (Binzer & Kullgren, 

1998; Crimlisk et al., 1998; Kent et al., 1995). Of course, the 

more chronic cases are associated with increased functional 

impairment (Krem, 2004).

Although many physical complaints lack an organic 

basis, they still have an enormous impact on our medi-

cal system. Patients with medically unexplained physi-

cal symptoms constitute 15 to 30% of all primary care 

physician appointments (Kirmayer et al., 2004), and 

sometimes several different physicians evaluate the same 

patient complaint. People with physical symptoms often 

“doctor-shop” to find a physician who will provide a med-

ical explanation, and in many instances, they receive different diagnoses from differ-

ent medical specialists (Kirmayer & Looper, 2007). Some people remain unwilling to 

accept a psychological diagnosis; this leads to physician frustration, patient demoral-

ization, and a continuing search for a physical explanation.

Doctor-shopping is just one example of how somatoform disorders increase med-

ical utilization and costs. Over a one-year period, people with somatoform disorders 

average significantly more primary care visits, more specialty care visits, more emer-

gency room visits, and more hospital admissions as well as higher inpatient and outpa-

tient care costs than the general population (Barsky et al., 2005; Robbins & Kirmayer, 

1996). Determining a physical basis for these symptoms is quite costly (see the feature 

“Research Hot Topic: The Challenge of Chronic Fatigue Syndrome”). In one sample, 

an average of $7,778 was spent to rule out physical causes for headache and $7,263 for 

back pain (Kroenke & Mangelsdorff, 1989). In all, treatment for somatoform disor-

ders accounts for approximately 20% of all medical care expenses in the United States 

(Verma & Gallagher, 2000). Interestingly and consistent with patients’ belief that their 

physical ailment has a medical explanation, mental health care was the only form of 

health care that was not significantly higher in people with somatoform disorders.

EPIDEMIOLOGY

About 14 to 20% of the general population reports worrisome physical symptoms 

that have no organic basis (Faravelli et al., 1997; Grabe et al., 2003). However, even 

though many people have these symptoms, few meet strict diagnostic criteria for a 

somatoform disorder. During any one year, 0.7 to 2.3% of people have BDD, 4.5 to 

7.7% have hypochondriasis, 0.6% have pain disorder, 0.04% have conversion disorder, 

and 0.4 to 0.7% have somatization disorder (Creed & Barsky, 2004; Faravelli et al., 

1997; Krem, 2004; Phillips & Dufresne, 2002).

SEX, RACE, AND ETHNICITY

Because these disorders are rare, we have very limited data on their interplay with 

variables such as sex, race, and ethnicity. We do know that women reported somatiza-

tion disorder more frequently than men (Creed & Barsky, 2004; Kroenke & Spitzer, 

1998). Across racial and ethnic groups, the disorder affects 0.08% of Hispanics, 0.1% 

of non-Hispanic whites, and 0.45% of African Americans living in the United States 

Patients with unexplained physical complaints 
are often seen in doctors’ offices. They may 
even “doctor-shop” if they are told that their 
complaints have no medical cause.
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(Swartz et al., 1991). These figures are consistent with estimates from around the 

world, which range from 0.1 to 3.0% across 13 cities in Europe, the Middle East, Asia, 

and Africa. In South America, the estimates are higher—8.5 to 17.7% (Gureje et al., 

1997) but the reason is not clear. The higher prevalence may reflect cultural differ-

ences in how these disorders are understood, diagnosed, and treated.

As we noted earlier, people with somatoform disorders often reject psychological 

explanations for their symptoms. They believe that professionals are denying their real 

pain. Outside the United States, medical systems are more likely to use a sociocultural 

rather than a psychological explanation. Physicians discuss patients’ physical distress 

in terms of family and community problems. When a sociocultural explanation is 

offered, people are more likely to acknowledge that stress, social conditions, and emo-

tions can affect their physical status (Kirmayer et al., 2004).

In Chapter 4, we discussed taijin kyofusho, a cultural variation of social phobia. 

Among the four subtypes of taijin kyofusho is shubo-kyofu, a phobia of a deformed 

body. Currently considered to be a cultural variant of BDD, shubo-kyofu is found pri-

marily among Japanese people. Another cultural variation is shenjing shuairuo (loosely 

translated, nerve weakness), considered to be a type of somatoform disorder found 

Chronic fatigue syndrome (CFS) is a seriously disabling dis-
order that has puzzled the medical community for many 

years. The original medical diagnosis published in 1988 lacked 
validity because it did not differentiate CFS from other types 
of unexplained fatigue, leading health professionals to call it a 
somatoform disorder. Revisions to the diagnostic criteria now 
yield a more reliable and valid diagnostic condition, requiring (a) 
severe chronic fatigue for at least 6 months with no known 
medical condition and (b) four or more of the following 
symptoms: substantial impairment in short-term memory or 
concentration; sore throat; tender lymph nodes, muscle pain, 
multi-joint pain without swelling or redness; headaches of a new 
type, pattern, or severity; unrefreshing sleep; and postexercise 
tiredness lasting more than 24 hours.

CFS exerts a significant economic impact on the United 
States. The Centers for Disease Control estimates that CFS 
affects between 0.5 and 2% of people in the United States, 
leading to a total annual loss of $9.1 billion—$2.3 billion from 
lost household productivity and $6.8 billion from lost labor 
force productivity (Reynolds et al., 2004).

CFS can sometimes occur in response to a stressor or chal-
lenge such as a serious automobile accident. Increased rates 
of CFS in Gulf War veterans and relapses of CFS also were 
reported after Hurricane Andrew (www.cdc.gov/CFS/news, 

retrieved 12/27/2010). Despite the increasing recognition of 
the disorder, some people with CFS cannot convince others 
that they suffer from a real medical condition; many people still 
consider it a psychosomatic illness. The cause of CFS remains 
unknown despite intensive research efforts. Many potential 
causes, including viruses, immunological dysfunctions, cortisol 
dysregulation, autonomic nervous system dysfunction, and 
nutritional deficiencies have been investigated and ruled out.

Researchers continue to focus on a viral etiology because typ-
ical findings on blood tests suggest the presence of a viral infec-
tion. Recently, one investigative group reported that about 10% 
of people who contract the Ross River virus will develop CFS. Of 
course, this means that 90% of those with the virus will not. Other 
researchers have found similar results with Epstein-Barr virus, GB 
virus, human retroviruses, human herpes virus 6, enteroviruses, 
rubella, and Candida albicans. In each case, a few individuals with 
CFS may have the virus, but the relationship is small and not sta-
tistically significant as was recently demonstrated for xenotropic 
murine leukemia virus (Switzer et al., 2010).

Researchers are continuing to pursue possible etiological 
factors, and they now believe that CFS may not have a single 
cause but may represent the final outcome of multiple precipi-
tating somatic and/or psychological factors that act in combina-
tion, including viral infections, psychological stress, and toxins.

research HOT topic

shenjing shuairuo  loosely translated, nerve 
weakness, a cultural variation of somatoform 
disorders found among the Chinese

www.cdc.gov/CFS/news
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among Chinese people. In the early 1990s, approximately 80% of the people in China 

with a psychological disorder had this diagnosis (Chang et al., 2005). Symptoms of 

shenjing shuairuo include fatigue, poor memory, irritability, muscle aches, and sleep 

problems, symptoms that are also common among people who suffer from depression 

or anxiety. When DSM-IV diagnostic criteria were applied to people with a diagnosis 

of shenjing shuairuo, 55% met criteria for a somatoform diagnosis (see Table 5.2). 

However, 45% still had a disorder that seemed unique to Chinese patients.

People with shenjing shuairuo emphasize symptoms in the head, brain, and/or 

central nervous system (shenjing), perhaps translating emotional suffering into physical 

(neurological) symptoms (Chang et al., 2005). As understood by traditional Chinese 

medicine, the disorder is not simply a neurological disease (e.g., Lee, 1998). Fatigue, 

sleep disturbances, and dizziness are somato-cognitive-affective symptoms that result 

from functional disharmony among interdependent vital organs. Thus, the concept of 

shenjing shuairuo is broader than somatoform disorders and may explain why all those 

who suffer from it do not fit neatly into Western conceptualizations of psychological 

disorders (Chang et al.).

DEVELOPMENTAL FACTORS

Diagnostic criteria for somatoform disorders are the same in children and adolescents 

as in adults, but the data that do exist indicate that somatoform disorders are rare 

before adulthood (Finkenbine & Miele, 2004; Kozlowska et al., 2007). As in adults, 

voluntary motor dysfunction was most common followed by sensory dysfunction and 

pseudoseizures (Kozlowska et al.). Body dysmorphic disorder appears to be particu-

larly impairing for adolescents. They suffer significant distress, are highly likely to 

experience suicidal ideation (80.6%) and attempt suicide (44.5%), and have impaired 

academic, social, and occupational functioning (Phillips et al., 2006a). Like adults, 

adolescents with BDD were more likely to be female, and the most common areas 

of concern were skin (acne/scarring), hair (excessive body hair or balding), stomach, 

weight, and teeth. Both males and females worried equally about these areas. However, 

a higher proportion of adolescents than adults had worries about their appearance that 

reached the level of delusional thought.

TABLE 5 .2

Transcultural Psychiatry
42

Diagnosis Percentage*

20 40 60 80Birth
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�

Body dysmorphic disorder occurs in 
adolescence and can be particularly 

impairing at this stage of development.
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ETIOLOGY

How somatoform disorders develop is poorly understood. Biological factors would 

seem to play a role, particularly when distorted perceptual processes, such as those 

found in BDD, are apparent. Yet few controlled trials have examined biological causes 

for somatoform disorders. One small study found that female patients with somatiza-

tion disorder or undifferentiated somatoform disorder (n 5 10) had larger caudate 

nuclei volumes compared with healthy controls (n 5 16; Hakala et al., 2004). How 

this larger brain structure might lead to excessive worry about physical symptoms is 

unclear, and the small sample size and the lack of a psychiatric control group prevent 

drawing conclusions. At this time, the body of etiological evidence lies in the realm of 

psychological factors, as reviewed in the following section.

Psychosocial Factors  Psychodynamic explanations for somatoform disorders pro-

pose that these disorders result from intrapsychic conflict, personality, and defense 

mechanisms. From a psychodynamic perspective, Anna O (Chapter 1) most likely 

had conversion disorder. She was probably emotionally stressed and possibly resentful 

because of the need to care for her father and because of his subsequent death. Anna 

O’s psychological distress was unacceptable to her superego, and therefore her nega-

tive feelings were repressed and converted into physical symptoms—hence, use of the 

term conversion disorder to describe this condition. Modern day researchers do not 

invoke psychodynamic constructs, but empirical data do support the hypothesis that 

children and adults who complained of physical aches and pains had more negative 

emotions. More importantly, these children and adults were also more likely to have 

poor self-awareness of the presence of these emotions and were less able to regulate 

(change) their emotional state (Gilleland et al., 2009). Perhaps these children and 

adults were less psychologically minded and did not understand the relation between 

emotional stress and its effects on physical functioning (for more on this relation, 

see Chapter 14). Not recognizing the impact of stress, they worried that their somatic 

symptoms had a medical cause. 

learning objective 5.2

Behavioral principles of modeling and reinforcement may also contribute to the 

development of illness behavior. Compared with healthy ones, mothers with somatiza-

tion disorder paid more attention to their children when they played with a medical kit 

than when they played with a tea set or ate a snack (Craig et al., 2004). This increased 

attention may lead to an increase in medical concerns, medical tests, or medical proce-

dures in their children. Similarly, the more often adolescent girls were reinforced for 

expressing complaints about menstrual illness, the more often they had menstrual symp-

toms and disability days as adults. Also, childhood reinforcement of cold illness behavior 

significantly predicted cold symptoms and disability days for adults (Whitehead et al., 

1994). In summary, strong support exists for the theory that reinforcing somatizing 

behaviors may increase the future likelihood of somatic complaints.

Other environmental factors also are associated with physical symptoms, dis-

tress, and somatoform disorders. Among adults, stress was temporally associated with 

72% of somatoform disorders. In contrast, a history of sexual abuse was present in 28% 

of the cases (Singh & Lee, 1997). Among children (Kozlowska et al., 2007), family 

separation/loss was associated with the onset of the disorder in 34% of the cases. Family 

conflict/violence was associated in 20% of the cases, and sexual assault correlated in only 4%. 

The relationship between somatoform disorders and childhood sexual abuse is controversial 

(Alper et al., 1993; Coryell & Norten, 1981; Morrison, 1989; see the feature “Examining 

the Evidence: Is Childhood Sexual Abuse Associated with Somatoform Disorders?”).
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Distorted cognitions may also play a role in some somatoform disorders. In fact, 

somatization disorder may result from a cognitive process called somatic amplification

(Barsky & Klerman, 1983), a tendency to perceive bodily sensations as intense, nox-

ious, and disturbing. How this amplification occurs is unclear. This theory suggests 

that some people have heightened sensory, perceptual, and/or cognitive-evaluative 

processes that make them more sensitive to the presence of physical symptoms. This 

is an interesting theory, but few studies have assessed exactly how these perceptual 

processes contribute to the onset of somatoform disorders.

Other cognitive theories propose that somatoform disorders develop from inac-

curate beliefs about the (a) prevalence and contagiousness of illnesses, (b) meaning 

examining 

� The Evidence Somatoform disorders (e.g., somatization 
disorder, conversion disorder) have been linked to physical 
and sexual abuse early in life (e.g., Bowman & Markand, 1996; 
Brown et al., 2005). Some theorists have used these observa-
tions to propose a causal relationship between abuse and 
somatoform disorders. What is the validity of this relationship?

� Let’s Examine the Evidence

� What Types of Research Designs Were Used in These 
Investigations?  The idea that physical and sexual trauma 
might lead to the development of somatoform disorder is 
based on studies in which patients with somatoform disorder 
were interviewed. Only rarely is a control group of people 
with no disorder or another disorder included in the research 
design. Another consideration is that these studies use correla-
tional designs, and the data derived from them cannot support 
causality. In fact, two large prospective (longitudinal) studies 
challenge the association between somatoform disorders and 
sexual/physical abuse (Linton, 2002; Raphael et al., 2001). First, 
among adults with no history of back pain, self-reported history 
of physical abuse (not sexual abuse) predicted the develop-
ment of back pain one year later. However, no relationship 
existed between physical or sexual abuse and the emergence 
of new pain when the person had back pain at baseline (Linton). 
In a second study, children who had documented histories of 
early childhood abuse or neglect (n 5 676) were compared 
with controls with no history of abuse (n 5 520; Raphael et 
al.). When assessed as adults, physically and sexually abused 
and neglected individuals were not at risk for increased pain 
symptoms compared with controls. These prospective studies 

suggest that the previous correlational relationship between 
sexual and/or physical abuse and somatoform disorders may be 
simply a result of biased self-report based on retrospective data.

� What Other Factors Might Explain the Correlational 
Relationship? In many instances, abusive acts occur in family 
environments that have high levels of conflict, hostility, and 
aggression, as well as parent–child interactions that are cold, 
rejecting, and/or neglectful of children (Repetti et al., 2002). 
We know that these chronic stressors are related to abnormal 
neuroendocrine responses in the hypothalamic-pituitary-
adrenal (HPA) axis (Mayer et al., 2001; see also Chapter 4), 
and this dysregulation may result in multiple somatic com-
plaints (Heim et al., 2000).

� What Evidence for This Relationship Exists? A carefully 
designed study not only examined the presence of physical 
and sexual abuse among people with somatoform disorders 
but also measured hostile and rejecting family environments. 
The study did not find a relationship between abuse and 
somatic symptoms but did document an association between 
hostility/rejection by fathers and somatoform disorders in the 
children (Lackner et al., 2004).

� Conclusion Family environments characterized by high 
conflict, hostility, and rejection may lead to a dysregulation of 
the neuroendocrine system that mediates stressful responses 
in the body. How could a chronic negative environment (in 
which abusive acts are more likely to occur) lay the foundation 
for the potential development of somatization symptoms and 
somatoform disorders?
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of bodily symptoms, and (c) course and treatment of illnesses (Salkovskis, 1989). For 

example, someone with hypochondriacal fears about contracting breast cancer may 

hold inaccurate beliefs about the illness such as

The cancer is probably throughout my body and no treatment will help me.

These beliefs may be activated by hearing or reading about breast cancer or after 

perceiving vague bodily sensations. As a result, the person becomes hypervigilant 

and worried about having, and perhaps dying from, the illness (Rode et al., 2001). 

Cognitive theories propose that it is not the symptoms but how the symptoms are 

interpreted that lead to the development of somatoform disorders. Although it is not 

clear how a person acquires these beliefs, they may result from the reinforcement and 

modeling theories discussed previously.

An Integrative Model   Understanding the interplay between psychological and 

somatic factors can be quite complicated. As illustrated in Figure 5.3, physical, 

Emotional
distress

Attention
to bodily sensations

Misinterpretation of
sensations as indication

of severe illness

Illness behavior,
catastrophic thinking

Distress,
avoidance,
disability

Previous illness
experience

Everyday bodily
disturbances

or
common illness

Family & cultural
attitudes toward illness

FIGURE 5 .3

As illustrated in this model, biological, psy-
chological, social, and cultural factors all 
play a role in the onset and maintenance of 
somatoform disorders. Adapted from Kirmayer, 
L. J., & Looper, K. J. Somatoform disorders. In 
M. Hersen, S. M Turner, & D. C. Beidel (Eds.), 
Adult Psychopathology and Diagnosis (5th ed.) 
(pp. 410–472). Copyright © 2007 John Wiley & 
Sons. Reproduced with permission of John Wiley & 
Sons, Inc.
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psychological, and social factors probably play a role in the development of somato-

form disorders (e.g., Kirmayer & Looper, 2007). As we noted at the beginning of this 

chapter, transient aches and pains and bodily disturbances occur every day: You get a 

headache, a fleeting pain, or an upset stomach. The reason is not necessarily clear—

perhaps you are unknowingly allergic to a certain food. Whatever the reason, your 

symptoms exist. Whether or not you pay attention to your symptoms depends on their 

intensity and your learning history, including learning to interpret bodily symptoms as 

signs of a serious illness. The smallest sensation or change in your physical state may 

cause you to focus more intently on your body, looking for confirmation that some-

thing is wrong. Perhaps sensations such as ringing in your ears cause you to worry. If 

the ringing continues for some time, you may begin to worry intensely that something 

is wrong (“What if I have a brain tumor?”). This is normal illness behavior, and you 

may decide to see a physician.

A crucial factor is whether the physician’s response reassured you (“There is 

no brain tumor”) or whether you continue to worry, even though medical tests and 

physicians cannot find a reason for your distress. If you do continue to worry, your 

distress may become so severe that you change your lifestyle. Depending on your own 

cognitive schemas and learning history, your friends and family may support your 

“sick role” behavior, or they may suggest that you are a hypochondriac. The medical 

profession may also influence the course of your worry/somatoform disorder. If the 

physician conducts excessive and/or invasive testing, this may reinforce your belief 

that something is seriously wrong with you. When treating people with somatoform 

disorders, health care professionals must carefully convey their understanding of the 

physical distress, yet help the patient understand the role of psychological stress in 

creating physical symptoms. Doing this successfully is the first step in the treatment 

of these disorders.

TREATMENT

The first challenge in obtaining treatment is the reluctance of people with somatoform 

disorders to reveal their worries to a professional. Among one sample of people with 

BDD, only 41% revealed their symptoms to their prescribing physician; instead many 

were being treated for a secondary disorder such as anxiety or depression. As noted ear-

lier, a major challenge to successful treatment is the belief of many sufferers that they do 

not have a psychological disorder. They emphasize their physical symptoms and often 

resist a psychological intervention (Arnold et al., 2006). Because many patients with 

BDD see their problem as solely physical, they often seek and receive treatment from 

dermatological or surgical clinics. Often they are displeased with the surgical outcome 

and may become angry and threatening toward the physician (Honigman et al., 2004).

There are relatively few controlled treatment studies for somatoform disorders. 

Antidepressants, particularly selective serotonin reuptake inhibitors (SSRIs, such 

as Prozac), may be effective for BDD when compared with placebo (Phillips et al., 

2006b; Phillips & Dufresne, 2002). More controlled trials are necessary to determine 

whether the medication alters the core symptoms of BDD or the accompanying anxi-

ety and depression. These drugs may help people with hypochondriasis (Greeven et al., 

2007), but they may produce side effects that then lead to more worry about new 

symptoms (Barsky, 1996).

In some cases, basic education about the interplay of physical and emotional factors 

may reduce the symptoms and distress associated with somatoform disorders. Symptom-
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focused cognitive-behavior therapy (CBT) also may be help-

ful. As we noted earlier, people with somatoform disorders 

resist the notion that psychological factors play an important 

role in their disorder’s onset or maintenance. Therefore, treat-

ment focuses on teaching patients to cope with their symp-

toms by emphasizing how current psychological and social 

factors affect their symptoms without forcing people to accept 

a psychological basis for their disorder.

CBT includes engaging in relaxation training, 

diverting attention away from the physical symptoms, 

using response prevention (to prevent the checking of body 

parts that is common in BDD), and correction of auto-

matic thoughts. CBT is efficacious for people with BDD 

or hypochondriasis (Buwalda et al., 2006; Greeven et al., 

2007; Hiller et al., 2002; Looper & Kirmayer, 2002). For 

BDD, CBT in the form of modifying intrusive thoughts 

and overvalued beliefs about physical appearance, avoid-

ing exposure to body image situations, and applying response prevention to elimi-

nate body checking has been found superior to no treatment (Rosen et al., 1995). 

Similarly, because somatization disorder is considered to result, at least in part, from 

environmental and personal stressors, teaching patients strategies to reduce stress 

may lessen their distress and lower the costs associated with their health care. To 

date, no controlled trials of CBT for conversion disorder have been undertaken, but a 

three-pronged approach is recommended: withdrawal of medical and social attention 

directed at the abnormality, physical and occupational therapy to retrain normal gait 

and movements, and psychotherapy to help the patient cope with stress (Krem, 2004). 

Similar behavioral approaches have been used to treat globus hystericus (Donohue 

et al., 1997).

A patient undergoes relaxation training as 
part of cognitive-behavior therapy. 
Relaxation helps the patient cope with 
troubling thoughts about the body and its 
symptoms.

concept CHECK

� Physical complaints are common and in many instances do not indicate the presence of 

a medical disorder.

� In some people, physical complaints that are severe, persistent, and without an organic 

basis may indicate the presence of a somatoform disorder. These can involve many 

different bodily systems (somatization disorder), one particular symptom (conversion 

disorder), concern that a body feature is ugly (body dysmorphic disorder), or worry that 

one might have contracted a certain disease (hypochondriasis).

� Although isolated physical symptoms without an organic basis are common among the 

general population, few people (either adults or children) meet strict diagnostic criteria 

for somatoform disorders. This limits our ability to understand the etiology of these dis-

orders or to have large enough samples to conduct randomized, controlled trials.

� Despite our limited knowledge, we do know that the development of these disorders is 

quite complex and includes physical, psychological, and environmental factors.

CRITICAL THINKING QUESTION Why could paying more attention to a toddler playing with 

a  medical kit and ignoring play at other times contribute to the development of a somatoform 

disorder?
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Dissociative Disorders
Perhaps no more controversial DSM-IV diagnostic group than the dissociative disor-

ders exists. Mental health professionals cannot agree on the validity or even the exis-

tence of these conditions; 97% of a sample of psychologists who work in United States 

Veterans Administration hospitals believe that dissociative disorders exist (Dunn et al., 

1994), but only 55% of Australian psychologists do (Leonard et al., 2005). In contrast, 

only 25% of American psychiatrists and 14% of Canadian psychiatrists believed that 

strong scientific evidence supported the diagnosis (Lalonde et al., 2001; Pope et al., 

1999). These different percentages may reflect where mental health professionals work 

or the specific way in which the question is asked. However, as you will see, the issues 

run much deeper and have generated many interesting and heated debates.

In general, dissociative disorders involve “a disruption in the usually integrated 

functions of consciousness, memory, identity, or perception of the environment” 

(APA, 2000, p. 519). But what does this mean? Have you ever been so engrossed in 

reading something that you suddenly looked up and were startled to see your friend 

standing right in front of you? You were concentrating so hard that you were briefly 

unaware of your surroundings, a situation similar to a dissociative experience.

Actually five types of dissociative experiences exist (Gleaves et al., 2001; Steinberg 

et al., 1993). Depersonalization is a feeling of detachment from one’s body—experiencing 

the self as strange or unreal. Some people describe this feeling as if they were floating above 

their own body, watching themselves behave. Derealization is a feeling of unfamiliarity or 

unreality about one’s physical or interpersonal environment. People describe feeling as if 

they were in a dream. Amnesia is the inability to remember personal information or signifi-

cant periods of time. It is more than simply forgetting a name, where you put your keys, or 

what you had for dinner last Thursday night. Identity confusion describes being unclear or 

conflicted about one’s personal identity. Finally, identity alteration describes overt behaviors 

indicating that one has assumed an alternate identity (Steinberg et al., 1993).

Isolated episodes of dissociation do not always indicate the presence of a dissocia-

tive disorder (e.g., Holmes et al., 2005). Your engrossment in your work is known as 

absorption, defined as fully engaging all your perceptual resources on one item so that you 

are no longer attending to other aspects of the environment. Experiences such as absorption 

are common, and 46 to 74% of people without psychological disorders experience occa-

sional episodes of derealization and depersonalization (Hunter et al., 2005). Furthermore, 

dissociative symptoms may occur in people with panic disorder, obsessive-compulsive dis-

order, agoraphobia, post-traumatic stress disorder, depressive disorder, bipolar disorder, 

and eating disorders (Holmes et al.). When dissociative experiences are temporary, such 

as your momentary period of absorption, they create minimal, if any, distress. However, 

when they develop into chronic conditions, they are called dissociative disorders.

DISSOCIATIVE AMNESIA

Have you ever awakened in the morning and for a moment been unable to recognize 

your surroundings? Or have you ever found yourself driving and for a moment could 

not remember passing familiar landmarks? Your momentary forgetting/distraction 

may help you understand the concept of amnesia. This condition has many causes, 

including head injuries, epilepsy, alcoholic “blackouts,” and low blood sugar. A tem-

porary state of amnesia may also occur after a stroke or seizure, after electroconvul-

sive therapy (ECT) for depression, or as a result of drug toxicity or global dementia. 

Therefore, a medical evaluation must always be the first step in the diagnostic process.

dissociative disorder  a set of disorders 
characterized by disruption in the usually inte-
grated functions of consciousness, memory, 
identity, or perception of the environment

amnesia  the inability to recall important 
information and usually occurs after a medical 
condition or event

learning objective 5.3
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Dissociative amnesia is an inability to recall important information, usually of 

a personal nature. When it occurs following a stressful or traumatic event, its cause 

is considered psychological, not biological. Several types of dissociative amnesia can 

occur. Failure to recall events that occur during a certain period of time is known as 

localized amnesia, whereas generalized amnesia is a total inability to recall any aspect of 

one’s life. A third type of amnesia is selective amnesia in which the person forgets some 

elements of a traumatic experience. Dissociative amnesia is considered a reversible 

condition, and in many instances, people can later recall events, or parts of events, that 

they could not previously describe.

DISSOCIATIVE FUGUE

Dissociative amnesia consists of a loss of personal memory whereas dissociative fugue 

is a loss of personal identity as well as memory and is sometimes known as psycho-

genic fugue. People with this disorder are found in a physical location away from their 

usual residence. Fugue means flight. Fugue states may be associated with physical or 

mental traumas, depression, or legal problems (Kihlstrom, 2001). Patients in a fugue 

state may seek treatment if they become aware of their loss of personal identity and 

memory or if they come to the attention of the police (see the feature “DSM-IV-TR: 

Dissociative Disorders”). Watch on mypsychlab.com

DISSOCIATIVE IDENTITY DISORDER

In 1957, Hollywood released the film The Three Faces of Eve based on a nonfiction book 

of the same name. In the book and movie, Eve White is a housewife and mother, but 

when she is hypnotized as part of her psychotherapy, her psychiatrist discovers an alternate 

personality, Eve Black, who is outgoing and socially engaging, exactly the opposite of Eve 

White. Later, a third personality Jane, emerges. Although the book and movie contain 

a number of factual inaccuracies, the real Eve, Christine Costner-Sizemore, was able to 

integrate her personalities. The Three Faces of Eve introduced the term multiple personality 

disorder, now called dissociative identity disorder (or DID). Another example of DID is 

found in Sybil, the book published in 1976 and the movie based on it that chronicled the 

treatment of a young woman who seeks therapy for blackouts and “nervous breakdowns.” 

In therapy, the psychiatrist discovers that Sybil has 16 different personalities (also known 

as alternative personalities, or alters). The psychiatrist hypothesizes that these alters are the 

result of extreme physical and sexual abuse, what most people would describe as torture, by 

her mother, who suffered from schizophrenia. Christine Costner-Sizemore and Sybil are 

the two most familiar examples of dissociative identity disorder.

A graduate student in clinical psychology was conducting a study on bulimia nervosa (an 

eating disorder; see Chapter 7). Participant number 006 was a 32-year-old female with a 

10-year history of bulimia nervosa. She had a tumultuous family history including sexual 

abuse, physical abuse, and neglect. She binged multiple times per day and purged up to 

10 times per day. She also abused laxatives and had comorbid alcohol and drug abuse. 

She felt that her disorder resulted from trauma inflicted by her parents, and she saw her 

eating disorder as a result of living in such an abusive family. She was angry, bitter, and 

deeply pessimistic about her future.

Later, another volunteer, number 026, contacted the graduate student. The tele-

phone number was the same as that of another participant, but the graduate student 

assumed that they were roommates. When participant 026 arrived, the graduate student 

was astonished to see participant 006 enter her office! Oddly, the participant did not 

dissociative amnesia  an inability to recall 
important information, usually of a personal 
nature, that follows a stressful or traumatic 
event

dissociative fugue  a disorder involving loss 
of personal identity and memory, often involv-
ing a flight from a person’s usual place of 
residence

dissociative identity disorder  the pres-
ence within a person of two or more distinct 
personality states, each with its own pattern of 
perceiving, relating to, and thinking about the 
environment and self

Dissociative Identity:

The Three Faces of Eve

“Let us hear the various person-
alities speak…”

www.mypsychlab.com

Christine Costner-Sizemore, the real “Eve” 
portrayed in the famous film The Three Faces 
of Eve.

www.mypsychlab.com
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seem to recognize her surroundings. She got lost on her way to the office and showed 

no recognition when she met the researcher. Although the student was sure that this was 

participant 006, the woman’s personal and family history was completely different. The 

patient claimed that she had been bulimic for 4 years and before that had been over-

weight since childhood. She recalled her childhood as relatively happy and her parents 

as nurturing. Their only fault was that they frequently used food as a reward. Her first 

binge episode occurred after a breakup with a boyfriend, and she denied any history 

of anorexia nervosa, substance abuse, alcohol abuse, drug abuse, or physical or sexual 

abuse by her parents.

DSM-IV-TR

Dissociative Disorders

Dissociative Amnesia

A.  The predominant disturbance is one or more episodes of 
inability to recall important personal information, usually of 
a traumatic or stressful nature, that is too extensive to be 
explained by ordinary forgetfulness.

B.  The disturbance does not occur exclusively during the 
course of Dissociative Identity Disorder, Dissociative Fugue, 
Posttraumatic Stress Disorder, Acute Stress Disorder, or 
Somatization Disorder and is not due to the direct physi-
ological effects of a substance (e.g., a drug of abuse, a med-
ication) or a neurological or other general medical condition 
(e.g., Amnestic Disorder Due to Head Trauma).

C.  The symptoms cause clinically significant distress or impair-
ment in social, occupational, or other important areas of 
functioning.

Dissociative Fugue

A.  The predominant disturbance is sudden, unexpected travel 
away from home or one’s customary place of work, with 
inability to recall one’s past. 

B.  Confusion about personal identity or assumption of a new 
identity (partial or complete). 

C.  The disturbance does not occur exclusively during the 
course of Dissociative Identity Disorder and is not due to 
the direct physiological effects of a substance (e.g., a drug 
of abuse, a medication) or a general medical condition 
(e.g., temporal lobe epilepsy). 

D.  The symptoms cause clinically significant distress or 
impairment in social, occupational, or other important 
areas of functioning.

Dissociative Identity Disorder

A.  The presence of two or more distinct identities or person-
ality states (each with its own relatively enduring pattern 

of perceiving, relating to, and thinking about the environ-
ment and self).

B.  At least two of these identities or personality states recur-
rently take control of the person’s behavior.

C.  Inability to recall important personal information that 
is too extensive to be explained by ordinary 
forgetfulness.

D.  The disturbance is not due to the direct physiological 
effects of a substance (e.g., blackouts or chaotic behavior 
during Alcohol Intoxication) or a general medical condi-
tion (e.g., complex partial seizures). Note: In children, the 
symptoms are not attributable to imaginary playmates or 
other fantasy play.

Depersonalization Disorder 

A.  Persistent or recurrent experiences of feeling detached 
from, and as if one is an outside observer of, one’s 
mental processes or body (e.g., feeling like one is in a 
dream).

B.  During the depersonalization experience, reality testing 
remains intact.

C.  The depersonalization causes clinically significant distress 
or impairment in social, occupational, or other important 
areas of functioning.

D.  The depersonalization experience does not occur exclu-
sively during the course of another mental disorder, such 
as Schizophrenia, Panic Disorder, Acute Stress Disorder, or 
another Dissociative Disorder, and is not due to the direct 
physiological effects of a substance (e.g., a drug of abuse, 
a medication) or a general medical condition (e.g., tempo-
ral lobe epilepsy).

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text 
Revision (Copyright 2000). American Psychiatric Association.



somatoform, dissociative, and factitious disorders 183

Curious about these two presentations, the researcher asked subject number 026 

if she had ever been involved in research on bulimia nervosa. Astonishingly, she claimed 

that not only had she never been in a study but that this was the first time she had ever 

told anyone that she had bulimia. To cover all her bases, the researcher asked subject 

026 whether she had any siblings or if she had a twin. Subject 026 responded that she 

was an only child. Further inquiry into the patient’s medical records and medical history 

revealed that this patient was known in the community to have dissociative identity disor-

der and possessed several alters. Needless to say, the researcher did not include this/these 

participant(s) in her final research sample.

DID is a fascinating topic that intrigues most abnormal psychology students. 

During the 1980s and early 1990s, some mental health therapists began to discuss DID 

with their patients and the media. An interesting phenomenon occurred. As the media 

attention increased, so did the number of people reported to be suffering from DID. 

However, even as therapists seemed to find case after case, the very existence of the dis-

order was called into question. Why? One of the primary criticisms surrounding DID is 

that, despite many published descriptions of the disorder, few quantitative studies and 

even fewer that constitute experimental research exist (Kihlstrom, 2001). In other words, 

the scientific status of DID as a diagnostic category is not well established. For example, 

whether DID can be reliably diagnosed is unclear. According to its proponents, its signs 

are intermittent, and most DID patients do not recognize the existence of their alters 

before they begin therapy (see Piper & Mersky, 2004b). Therefore, unlike other disor-

ders for which people seek treatment because they are sad or anxious, the existence of 

alternate personalities is discovered only after the person is in therapy.

Another challenge for DID is that the terms used to describe the symptoms are 

difficult to define in a way that can be studied. Neither alter nor distinct personality 

state has a clear definition. Furthermore, the number of alters seems to be increasing 

exponentially since the publication of the studies of Eve and Sybil. One descriptive 

study (Putnam et al., 1986) indicated that among 100 adults with DID, the average 

number of alternate personalities was 13.3, ranging from 1 to 60. Some therapists 

reported that their patients had too many alters to count. The most common alter was 

a child aged 12 years or less. About half of the alters were of the sex opposite of the 

person seeking treatment, and most reported that the alter first made an appearance 

before age 12 although the patient was unaware of its presence.

Similarly, no agreement exists on what defines “taking control of the person’s 

behavior.” As a result, each therapist can use idiosyncratic definitions. How does an 

alter take control? Does the alter simply have to speak to the therapist to be legiti-

mate, or must the behavior be more complicated? Proponents of DID describe alters 

who engage in “doing schoolwork, selling illicit drugs, dancing in strip clubs, cleaning 

bathtubs” (Piper & Mersky, 2004a, p. 679). It is obvious that these questions have 

no clear answers. In the sections that follow, we examine further the validity of DID. 

However, from the perspective of psychological science, one must question the reli-

ability and validity of a disorder whose symptoms are not consistently present or can-

not be independently verified.

DEPERSONALIZATION DISORDER

During times of heightened emotionality or stress (e.g., panic disorder, post-traumatic 

stress disorder, depression, or near-death experiences) or altered physical states such as sub-

stance abuse or head injury, many people report feelings of being detached from the body 

or feeling as if the world around them were unreal (Baker et al., 2003; Kihlstrom, 2001). 
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In one group of people who reported these experiences, 62% had a documented medi-

cal condition, and 50% had a previous psychiatric diagnosis; most had depression and/or 

panic disorder (Baker et al.). In some people, these experiences occur with great fre-

quency and not necessarily in the context of emotional stress or physical illness.

Lucinda described multiple periods of time when the world suddenly felt unreal. Once, 

when she was with her friends, she felt as if they were in a movie and she was sitting in the 

audience, watching the others perform on the screen in front of her. Another time, she was 

walking and suddenly felt as if she were floating above the surface of the sidewalk.

When periods of dissociation are frequent and severe, 

the person may be suffering from depersonalization disorder,

described as feelings of being detached from one’s body or 

mind, a state of feeling as if one is an external observer of one’s 

own behavior. The changes occur suddenly and are perceived 

as unreal and inconsistent with a person’s prior experiences. 

People can experience either symptoms of depersonalization 

(being detached from one’s body) or derealization (a feeling of 

unfamiliarity or unreality about one’s physical or interpersonal 

environment). Most people with this disorder have symptoms 

of both types of dissociation (Baker et al., 2003).

FUNCTIONAL IMPAIRMENT

There are few data examining the impact of dissociative dis-

orders on social and occupational functioning ( Johnson et al., 

2006c). In many cases, the presence of other, comorbid disor-

ders does not allow a determination of whether the impairment 

is the result of another disorder, such as depression, or the result of dissociative disorders.

EPIDEMIOLOGY

The reported prevalence of dissociative disorders varies greatly depending on the char-

acteristics of the sample (community sample or clinic sample) or the degree to which the 

interviewer believes in the diagnosis. In one epidemiological sample, 0.8% had deper-

sonalization disorder, 1.8% had dissociative amnesia, and 1.5% had dissociative identity 

disorder ( Johnson et al., 2006c). Among inpatient samples, dissociative disorders affect 

from 4 to 21% of all psychiatric inpatients (Foote et al., 2006), and settings specifically 

established to treat these disorders report higher rates. Data from outpatient samples are 

very limited. Among one clinic sample of inner-city outpatients, 29% had a dissocia-

tive disorder. However, they also had many other disorders, including depression, post-

traumatic stress disorder, and anxiety disorders, and it is possible that depersonalization 

experiences were the result of one of those disorders. The issue of whether dissociative 

symptoms represent a primary disorder or are secondary to another disorder may seem 

to be simply an intellectual exercise. However, it is important for determining mental 

health policy, reimbursement for services, and approaches to treatment.

SEX, RACE, AND ETHNICITY

Both men and women suffer from dissociative disorders (e.g., Simeon et al., 2003). 

Worldwide prevalence estimates range from 18.5% of women in the general population 

of Turkey (Şar et al., 2007) to 8% of women in an inpatient sample in the Netherlands 

(Friedl & Draijer, 2000). These estimates are higher than those in the United States, 

suggesting that some of these disorders may represent culture-bound syndromes. 

depersonalization disorder  feelings of 
being detached from one’s body or mind, 
a state of feeling as if one is an external 
observer of one’s own behavior

In depersonalization disorder, a person feels 
detached from body or mind, as if observing 
his or her behavior from the outside. Or the 
person may feel that the external environ-
ment is unreal.
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Dissociative symptoms, such as trancelike states, are commonly part of religious experi-

ences throughout the world. In Uganda, dissociative amnesia and depersonalization are 

defined as psychological disorders much as they are in the United States (Van Duijl et al., 

2005), but dissociative fugue and DID are considered to result from spirit possession.

Mary was born in Malaysia but moved to the United States when she was in her 30s. Shortly 

after she arrived, she received word that her mother, still in Malaysia, had died suddenly. 

Mary was filled with grief. About 4 weeks after she received the news, she was waiting for 

the subway when someone suddenly bumped her on the platform. Mary became dissoci-

ated, alternating between talking incoherently and using foul language, pointing at what 

she said was a “snake.” After about 5 minutes (during which time the police arrived), she 

became quiet and contemplative. She claimed amnesia regarding the event.

When Mary’s husband arrived, he informed police that she had a long history of 

latah, a condition in which a person, after being startled by a sound or touch, suddenly 

falls into an altered state of consciousness during which he or she behaves as Mary 

did. The disorder occurs primarily among women from Malaysia, and those who are 

“latah” have numerous episodes, almost always precipitated by a sudden external event 

(Tseng, 2003). As this case shows, sociocultural factors may play a significant role in 

the experience of dissociative disorders.

DEVELOPMENTAL FACTORS

The average age of onset for depersonalization disorder ranges from 15.9 to 22.8 years 

(Baker et al., 2003; Simeon et al., 2003) although children as young as age 8 have been 

diagnosed with DID (Hornstein & Putnam, 1992). However, the children who were 

given this diagnosis also had many other psychological disorders as well as unusual 

beliefs (i.e., delusions), unusual perceptual experiences (hallucinations, such as hearing 

voices when no one is present), and histories of suicidal ideation and attempts. This 

means that as with adults, DID, if it exists at all, rarely occurs alone, even in children 

(Putnam, 1993; Vincent & Pickering, 1988).

ETIOLOGY

Because dissociative disorders are very rare, few controlled trials have examined their 

onset. Therefore, much of what has been written about the onset of dissociative dis-

orders is based on clinical experience and impressions, not empirical data. In some 

instances, this theorizing has negatively impacted individuals, often the parents of 

affected children, by falsely accusing them of committing child abuse. As you read the 

examples in this section, consider whether some of these behaviors remind you of the 

concept of emotional contagion, which we discussed in Chapter 1.

Biological Factors   Neurological disorders, such as temporal lobe epilepsy, head 

injury, tumor, cerebral vascular accident (stroke), migraine, and dementia may pro-

duce symptoms such as blackouts, fugues, depersonalization, amnesia, anxiety and 

panic symptoms, and auditory, visual, and olfactory hallucinations (Lambert et al., 

2002). Several empirical trials suggest that between 10 and 21% of patients with DID 

have abnormal brain activity (Sivec & Lynn, 1995). Therefore, although abnormal 

neurological function cannot account for the onset of all cases of dissociative disorders, 

some dissociative symptoms may result from neurological conditions.

Neuroanatomical and neurochemical studies of dissociative disorders are few (Şar 

et al., 2001; Simeon et al., 2001a; Vermetten et al., 2006), and those that exist are 

limited by small sample sizes, lack of adequate control groups, or failure to exclude the 
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presence of other disorders such as post-traumatic stress disorder (PTSD). Actually, 

a comparison of people with DID with people with PTSD indicated few differences 

in brain anatomy and brain function (Loewenstein, 2005). The common denomina-

tor in both of these conditions may be chronic stress. As discussed in Chapter 4, the 

chronic stress associated with PTSD can produce neuroanatomical changes in the hip-

pocampus and amygdala, brain regions known to be involved in memory functions. 

Neurochemical changes may also occur. During periods of stress, the availability of 

neuropeptides and neurotransmitters (known collectively as neuromodulators) in these 

regions is altered, which affects establishing memory traces for specific events (Bremner 

et al., 1996). These neuromodulators may have both strengthening and diminishing 

effects on memory based on the level of stress and the type of neuromodulator.

Psychosocial Factors   According to its proponents, DID is a failure of the normal 

developmental process of “personality integration.” The failure is hypothesized to result 

from traumatic experiences and disordered caregiver–child relationships during critical 

developmental periods. This leads to the development and elaboration of distinct person-

ality states (International Society for the Study of Dissociation, 2005). The traumas are 

most commonly incidents of physical and/or sexual abuse that occur during childhood.

Consistent with the suggested association between abuse and somatoform dis-

orders, data supporting the proposal that DID results from childhood trauma are 

correlational and based on samples of patients who are seeking treatment. Some pro-

ponents of this relationship assert that many or virtually all patients with DID were 

severely abused as children, but no controlled investigations support these assertions. 

The available longitudinal studies of the adult effects of childhood sexual abuse do 

not include DID as one of the negative outcomes (e.g., Bulik et al., 2001; Piper & 

Merskey, 2004a). Of course, large epidemiological studies are sometimes conducted 

using telephone interviews, and researchers make decisions about how best to use the 

interview time. Sometimes rarely occurring disorders such as DID are not included 

in epidemiological surveys because they occur so infrequently. This means that the 

disorder may be present but undetected. However, even if some people who are sexu-

ally abused develop DID, this does not mean that all abuse victims develop DID or 

that DID is the only result of sexual abuse. In one large twin study, a history of child-

hood sexual abuse was related to increased risk for many different outcomes, such as 

depression, suicide attempts, conduct disorder, substance abuse, social anxiety, adult 

rape, and divorce (Nelson et al., 2002b). Therefore, childhood sexual abuse appears to 

increase the risk for adult psychopathology in general, but it does not appear to predict 

the development of any one particular disorder (Bulik et al., 2001).

learning objective 5.4 Despite the lack of strong empirical data, clinicians who specialize in DID still 

propose that dissociation is used to cope with traumatic experiences, blocking painful 

events from awareness and allowing the person to function as if nothing traumatic 

had happened (Sivec & Lynn, 1995). Although blocking painful events might help 

someone cope in the short term, its repeated use results in functional impairments. 

However, this is where some theorists jump from a behavioral explanation to an etio-

logical theory without the corroborating evidence. They conclude that anyone who 

experiences dissociative symptoms must have been abused. Significant gaps in child-

hood memories are considered evidence of repeated trauma (Bass & Davis, 1988). 

Patients are often encouraged to “remember” the trauma as a way of overcoming 

their symptoms. There is a fallacy in this reasoning, however, because these theories 

ignore the evidence that memory gaps before the age of 6 are common in the general 
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population (Holmes et al., 2005). But what if people only “remember” abuse after a 

therapist explains that their symptoms are the result of unrecalled child abuse? Are 

these recovered memories or false memories?

The issue of repressed memories and recovered memories is an emotional and controver-

sial one for psychology and mental health professionals. Consider the following example:

In 1990, George Franklin, Sr., age 51, was found guilty of the murder of 8-year-old 

Susan Kay Nason. What made the case unusual was that the murder occurred more than 

20 years earlier, and the primary evidence was the recovered memory of Franklin’s 

daughter, Eileen, who was also 8 years old at the time. Eileen’s memory of the murder did 

not return at once but in bits and pieces. By the time it had all returned, Eileen described 

witnessing her father sexually assault Susan in the back of a van and then kill her by smash-

ing her head with a rock. Many people believed Eileen’s account even though many of the 

details could have been obtained from newspaper accounts. More disconcerting was the 

fact that many of the details she provided changed over time. For example, she initially 

stated that the event occurred in the morning. When later confronted with the fact that 

Susan had attended school that day, Eileen changed her testimony to state that the 

event occurred after school (from Loftus, 1993). Because of the inconsistency of Eileen’s 

testimony, George Franklin’s conviction was later overturned.

There is no way to determine whether Eileen’s memories were fact or fiction, yet 

throughout the 1980s and 1990s, many people reported “recovered” memories, most 

often having to do with incidents of child abuse. Many therapists believed that these 

memories were absolute fact without considering that memory is fallible; in other 

words, memory can be inaccurate or even in some cases, completely made up.

To understand the recovered memory controversy, understanding that memory is an 

active process is necessary. First, to remember something, you must have paid attention to it.

Tom was walking down the street when he was physically assaulted. When describing the 

event to the police, he was unable to recall the face of his assailant.

Some theorists propose that such selective amnesia indicates that the person’s mind 

has actively blocked this aspect of the traumatic event. However, experimental data sug-

gest that under conditions of high arousal, people pay attention to the central feature of an 

event at the expense of less important details (McNally, 2005). Tom may not have remem-

bered the face of his attacker because his attention was focused on the perpetrator’s gun.

Second, most people do not understand that “memory does not operate like a vid-

eotape recorder” (McNally, 2005, p. 818). Remembering is an active process and always 

involves reconstruction. Even very strong memories may change over time. The morning 

after the space shuttle Challenger exploded, undergraduate students were asked to write 

down where they were and what they were doing when they heard the news (Neisser 

& Harsch, 1992). Nearly 3 years later, they were interviewed again. The students were 

highly confident about the truthfulness of their memory, but the researchers detected 

many inaccuracies in their recall of the events, including very basic facts such as where 

they were and what they were doing. In short, memory changes as time progresses.

Just by asking a misleading question, memory researchers have demonstrated 

that eye witnesses can construct memories for events that did not occur. Ten months 

after a horrible plane crash that had national news coverage, people were asked “Did 

you see the television film of the moment that the plane hit the apartment building?” 

Actually, no such film was available, but when asked this question, more than 60% of 

the people responded that they had seen the film and were able to describe details of 

learning objective 5.5
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television coverage that did not exist (Cronbag et al., 1996). Other studies also illus-

trate that memories of entirely fictionalized events can be constructed. As part of a 

study of “childhood memories,” adult subjects were given three true stories about their 

childhood as well as a fourth, false story (i.e., that at age 5, they were lost in a mall; 

Loftus & Pickrell, 1995). During follow-up interviews, when adults described every-

thing they could remember about the four situations, 25% of the participants provided 

elaborate details about the event that had never occurred.

Even if we leave aside the issue of repressed/recovered memories, controlled clini-

cal trials still provide only limited evidence for the relationship between abuse and DID. 

There are two reasons for this controversial relationship. First, the descriptions of abuse 

often are not objectively documented. Second, the definition of abuse can be quite vari-

able. In some studies, it is limited to acts of physical or sexual abuse. In other studies, abuse 

is defined broadly to include emotional abuse and emotional/physical neglect, situations 

that are much more difficult to objectively define and quantify. In still other studies, the 

samples consist solely of individuals already diagnosed with dissociative disorders with no 

adequate comparison groups, yet the results are described as “definitive” (Lewis et al., 1997).

With these limitations in mind, the data from controlled trials suggest that trauma 

exposure plays only a limited role. In one sample, trauma exposure accounted for only 

4.4% of the dissociative symptoms (Briere et al., 2005). Emotional abuse plays an equally 

important, if not larger, role than sexual abuse (Simeon et al., 2001b). More general 

environmental factors, such as a generally poor relationship between parent and child 

(even without specific acts of abuse) contribute more to the onset of these disorders than 

does emotional abuse (e.g., Nelson et al., 2002).

Therapists who adhere to a post-traumatic model of DID believe that a person “com-

partmentalizes” responses to trauma in the form of alternate personalities. They believe 

that different patient behaviors indicate the possible presence of alters even if the person 

is unaware of their existence (Piper & Mersky, 2004b). Some therapists report that alters 

emerge only after repeated requests from the therapist. Could these actions actually cause 

DID? When the therapist or the therapy itself contributes to the onset of a disorder, the 

cause is said to be iatrogenic. An iatrogenic disease is one that is inadvertently caused by 

a physician, by a medical or surgical treatment, or by a diagnostic procedure. The socio-

cultural model postulates that DID is an iatrogenic disorder that develops using cues from 

the media and therapists, as well as from personal experiences and observations of others 

who have enacted multiple identities. These experiences and cues are legitimized and 

maintained by social reinforcement in therapeutic settings (Spanos, 1994; see the feature 

“Examining the Evidence: Can Therapy Cause Dissociative Identity Disorder?”).

ETHICS AND RESPONSIBILITY

What conclusions can we draw about the research on recovered/false memories? Even 

though a person provides a detailed memory and is confident that it is accurate, that 

does not always mean that the person remembered how an event really happened 

(Laney & Loftus, 2005). The issue of recovered/false memories is not simply an intel-

lectual curiosity but also an important element in the controversy surrounding child 

abuse and by extension, DID. It is important to remember that (a) some children 

do suffer abuse and (b) although some abused children may suffer from psychologi-

cal disorders as adults, no clear link exists between abuse and DID. Furthermore, 

despite the disagreement regarding recovered memories, all mental health profession-

als agree on one key point: Memories of childhood abuse that were always present are 

almost always authentic as are those that are spontaneously remembered outside of a 

therapeutic setting (Holmes et al., 2005).

iatrogenic  the term describing a disease that 
may be inadvertently caused by a physician, 
by a medical or surgical treatment, or by a 
diagnostic procedure
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TREATMENT

As noted, dissociative amnesia and dissociative fugue usually resolve without treat-

ment. No controlled pharmacological trials for derealization disorder or DID have 

been conducted, but clinical reports suggest that antidepressant medications may be 

helpful. It is unclear, however, whether these medications work on core dissociative 

symptoms or treat the associated anxiety and depression. The same conclusion may 

apply to CBT approaches, which hypothesize that people with dissociative disor-

ders misinterpret normal symptoms of fatigue, stress, or even substance intoxica-

tion as abnormal. CBT therapists challenge these misinterpretations by teaching the 

person to generate alternative explanations for their symptoms (a process known as 

cognitive restructuring). In some instances, people may avoid situations that elicit 

their symptoms, in which case exposure therapy (see Chapter 4) may help people 

examining 

� The Facts The number of cases of DID worldwide rose from 
79 in 1970 to approximately 6,000 in 1986 (Elzinga et al., 1998), 
a period of time corresponding to the appearance of the book 
and movie Sybil. By the year 2000, the number of cases was 
estimated to be in the tens of thousands (Acocella, 1998). The 
sociocultural model proposes that therapists (and the media) can 
influence people to develop alternate identities. Might these 
influences explain the dramatically increased prevalence of DID?

� The Evidence Among DID patients, 80 to 100% have no 
knowledge of their alters before they began therapy (Dell & 
Eisenhower, 1990; Lewis et al., 1997; Putnam, 1989). As they 
continue in therapy, the number of alters reported by a person 
continues to increase (e.g., North et al., 1993). Post-traumatic
model theorists address this phenomenon, explaining that 
patients with DID tend to hide their symptoms before treat-
ment. Perhaps this is so, but are there alternative hypotheses?

� Let’s Examine the Evidence Several lines of evidence sug-
gest that therapists may shape people to produce alternative 
personalities (Lilienfeld et al., 1999).

First, when people with no psychological disorders are 
given appropriate cues, they can successfully produce DID 
symptoms including reports of physical, sexual, and satanic 
abuse rituals (Stafford & Lynn, 2002).

Second, both the increase in the number of patients with DID 
and the number of alters that appear during the course of treat-
ment coincide with increased therapist awareness of the diagnos-
tic features. In other words, the more the therapist believes in the 
diagnosis, the more likely the patients will be given the diagnosis.

Third, one DID expert recommends to novice therapists 
that when an alter does not emerge spontaneously, “Asking 
to meet an alter directly is an increasingly accepted interven-
tion” (Kluft, 1993, p. 29). Other advice includes giving the 
person the hypnotic suggestion that “everybody (meaning all 
the personalities) listen.” Would such suggestions lead the 
patient to believe (i.e., shape the patient to believe) that other 
personalities must exist?

Such shaping did occur in the case of children’s testimony 
during the McMartin preschool molestation trial in California 
in the 1980s, a notorious case in which a number of day care 
workers were falsely accused and convicted of sexually molest-
ing the children in their care. Later testimony refuted the 
original claims. Children who initially denied being molested 
by day care workers were repeatedly interviewed until, as one 
child later reported, “Anytime I would give them an answer 
they didn’t like, they would ask me again and encourage 
me to give them the answer they were looking for” (Zirpolo, 
2005). In effect, the children were encouraged to provide 
answers consistent with the therapist’s preexisting beliefs.

� Conclusion The post-traumatic model asserts that most 
therapists do not diagnose DID because they neglect to suf-
ficiently probe for its features (Ross, 1997). However, both 
basic laboratory and behavioral observation data suggest that 
college students and patients may be vulnerable to therapists’ 
expectations and may produce alters because of suggestions 
(or probing) by a therapist. This evidence indicates that iatro-
genesis and the sociocultural model explanation for the exis-
tence of DID cannot be discounted.
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enter these feared situations. CBT has been reported to be efficacious for deperson-

alization disorder, although controlled trials are not available (Holmes et al., 2005; 

Hunter et al., 2005).

concept CHECK

� Dissociative experiences occur in people with dissociative disorders, people with no psy-

chological disorder, and people with many different types of psychological disorders.

� The existence of dissociative disorders as distinct psychological disorders is controver-

sial, and among the entire group of disorders, DID is the most controversial.

� Despite its proponents, few data support the hypothesis that those who experience dis-

sociative disorders are suffering from repressed memories or that when these memories 

are recovered through the therapeutic process, they are accurate in content.

� Similarly, few data indicate that childhood sexual or physical abuse is a frequent cause of 

dissociative disorder or that it is a unique etiological component.

CRITICAL THINKING QUESTION Most psychological disorders show a steady rise in preva-

lence from the mid-1980s throughout the year 2003. By contrast, the number of publica-

tions regarding dissociative amnesia and DID rose from low levels in the mid-1980s to a 

sharp peak in the 1990s followed by an equally sharp decline by 2003 (Pope et al., 2006a). 

Worldwide, in 2003, the literature reported only 13 explicit cases of dissociative amnesia 

reported in the literature. How would you explain this phenomenon?

Factitious Disorders
There is a third group of disorders that involve the interplay of psychological factors and 

physical symptoms. Factitious disorders differ from somatoform and dissociative disor-

ders in one very important way: Physical or psychological signs or symptoms of illness 

are intentionally produced in what appears to be a desire to assume a sick role. Unlike 

malingering, in which a person intentionally produces physical symptoms to avoid mili-

tary service, criminal prosecution, or work or to obtain financial compensation or drugs, 

symptom production in factitious disorders is not associated with any external incen-

tives. People are aware that they are producing the symptoms and making themselves ill 

but appear to be unaware of why they do it. People with factitious disorders may produce 

either primarily physical symptoms, primarily psychological symptoms, or both.

First described in 1951, factitious disorder was originally called Munchausen syn-

drome, named after Baron Karl Friedrich Hieronymus von Munchausen, an eighteenth-

century German nobleman known for telling tall (and mostly false) tales. People with 

factitious disorder engage in deceptive practices to produce signs of illness. These 

behaviors include faking elevated body temperature, putting blood in urine to simu-

late kidney/urinary tract infections, or taking blood-thinning medications to produce 

symptoms of hemophilia. In addition, people with factitious disorder deliberately 

and convincingly fake chest pain or abdominal pain. They are also very willing to go 

through numerous invasive and dangerous diagnostic and therapeutic procedures. To 

convince physicians that they are physically ill, people with factitious disorder manipu-

late laboratory results to substantiate their illness claims. Many of these manipulations 

are quite sophisticated, but Table 5.3 lists some of the simple things that patients do 

to convince health personnel that they are truly ill. Although patients with factitious 

disorders seek and often beg for medical intervention, they never reveal the fact that 

they are creating their own physical distress.

factitious disorder  the condition in which 
physical or psychological signs or symptoms 
of illness are intentionally produced in what 
appears to be a desire to assume a sick role

malingering  a condition in which physical 
symptoms are produced intentionally to avoid 
military service, criminal prosecution, or work, 
or to obtain financial compensation or drugs

learning objective 5.6



somatoform, dissociative, and factitious disorders 191

People with factitious disorder (see the feature “DSM-IV-TR: Factitious Disorders”) 

often go to emergency rooms during evenings and weekends when they are more likely to 

be evaluated by junior clinical staff (Ford, 2005). Furthermore, they sometimes invent false 

demographic information, including aliases and false information about their past (they 

may claim to be a Medal of Honor winner or a former football player). If hospital staff 

become suspicious, they sometimes get angry, threaten to sue the hospital, and leave.

Although most people with factitious disorder fabricate physical symptoms, some 

patients may fabricate psychological symptoms (see the feature “Real People, Real 

Disorders: The Piano Man—Dissociative Fugue, Factitious Disorder, or Malingering”). 

Common psychological symptoms include grief and depression over the recent death of 

a relative, such as a spouse or a child. Later, the “dead” person turns out to be alive or 

has been dead for a very long time (Ford, 2005). People may also fake other psychologi-

cal disorders, including multiple personality disorder (see the feature “Real People, Real 

Disorders: The Hillside Strangler” in Chapter 15), substance dependence, dissociative 

and conversion disorders, memory loss, and posttraumatic stress disorder.

TABLE 5 .3

Presenting Complaint Laboratory Evidence

American Journal of Psychiatry, 160
Archives of Internal Medicine, 154

DSM-IV-TR

Factitious Disorders

Factitious Disorder

A.  Intentional production or feigning of physical or psycho-
logical signs or symptoms.

B.  The motivation for the behavior is to assume the sick role.

C.  External incentives for the behavior (such as economic 
gain, avoiding legal responsibility, or improving physical 
wellbeing, as in Malingering) are absent.

Factitious Disorder by Proxy

A.  Intentional production or feigning of physical or psycho-
logical signs or symptoms in another person who is under 
the individual’s care. 

B.  Motivation for the perpetrator’s behavior is to assume the 
sick role by proxy.

C.  External incentives for the behavior (such as economic 
gain) are absent.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text 
Revision (Copyright 2000). American Psychiatric Association.
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factitious disorder by proxy  a condition 
in which physical or psychological signs or 
symptoms of illness are intentionally produced 
in another person, most often in a child by a 
parent

For a time, he was the world’s most enigmatic young 
man—a haunted, gaunt figure known only as the “Piano 

Man.” On April 7, 2005, police found him in Kent, England, 
soaking wet in a suit with the labels cut out. He had no pass-
port, no credit cards, and no money. He was mute. Police 
put him in the care of psychiatrists, who gave him a pen 
and paper in the hope he would write his name. Instead, he 
drew a detailed sketch of a grand piano. When they brought 
him a piano, it was reported that he played for hours at a 
time. His condition set off a media frenzy in Europe, both to 
discover his identity and to determine his condition.

Many mental health professionals thought that he 
might have autistic disorder (see Chapter 12). His abil-
ity to play the piano was interpreted as an example of 
the highly specific talents often seen among people with 
this disorder. As discussed by a spokesperson for the 
National Autistic Society, the fact that he had ripped out 
the labels from his clothing and that he rarely made eye 
contact were further clues that he had autistic disorder. 
A clinical psychologist commented that the behaviors 
could also suggest schizophrenia. Depression or post-
traumatic stress disorders were also possibilities. Medical 

administrators denied that he was faking his 
symptoms. He was described as very nervous 
and anxious.

Five months later, a nurse went into his 
room and said “Are you going to speak to us 
today?” He replied “Yes, I think I will.” He told the 
staff that he was German, had been working in Paris but 
had lost his job, and after a broken love affair, had trav-
eled by train to Great Britain. He was trying to commit 
suicide when the police picked him up on the beach. He 
had worked previously with mentally ill patients and had 
copied some mannerisms that successfully fooled the 
staff, including two very senior doctors. He said he drew 
a piano because that was the first thing that came into 
his head. Contrary to previous reports, he didn’t play the 
piano; he just kept tapping the same key. After his revela-
tion, he was sent home to Germany.

After you finish reading this chapter, decide for your-
self. Did the Piano Man suffer from a dissociative fugue? 
Did he have factitious disorder? Did he have depression? 
Or was he malingering?

 http://www.mirror.co.uk/news/headline=piano-man-sham

real people, real disorders

Factitious Disorder by Proxy The physicians were puzzled by 6-year-old Jenny’s ill-

nesses. The pieces just did not seem to fit together. Her mother had brought her to the 

emergency room at least once a month for the past year. Jenny complained of constant 

nausea, but there did not seem to be a medical reason. She had a multitude of gastro-

intestinal procedures—upper GI series, lower GI series, CT scans, and endoscopy. Her 

mother had taken her to seven different hospitals in the same state, and she insisted on 

the same tests at each hospital. Jenny saw numerous specialists, and on many occasions, 

her mother insisted that Jenny be hospitalized. The medical staff became suspicious 

when Jenny’s nausea disappeared upon hospitalization. Their first thought was that there 

was conflict between Jenny and her mother, and Jenny was experiencing severe anxiety. 

In children, stomachaches are a common symptom of anxiety. Jenny’s mother became 

angry at the suggestion. She would not consider the possibility that Jenny’s distress was 

psychological. On the latest visit to the emergency room, her mother brought in Jenny’s 

bloody stool sample. The medical staff was informed by the lab that there was definitely 

blood in the stool—but it was not Jenny’s blood type.

When one person induces illness symptoms in someone else, the disorder is 

known as factitious disorder by proxy or Munchausen by proxy. In most instances, a 

http://www.mirror.co.uk/news/headline=piano-man-sham
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FUNCTIONAL IMPAIRMENT

People with factitious disorder often have numerous hospitalizations and can develop 

real disorders as a result of their self-administered injuries. For example, scar tissue 

may develop as a result of numerous surgical operations or self-injections. Sometimes 

a phenomenon known as peregrination occurs, in which the patient seeks treatment at 

different hospitals and sometimes travels from state to state or even country to country 

using false names. Factitious disorders are considered chronic, and although data from 

controlled trials are not available, it would appear that this disorder would affect social 

and occupational functioning.

Among child victims of factitious disorder by proxy, 6 to 22% die as a result of the 

medical illnesses inflicted upon them, as do 25% of their siblings. The most common 

cause of death is suffocation or apnea (Ayoub et al., 2002; Sheridan, 2003). In one inves-

tigation (Sheridan, 2003), 7.3% of the child victims had long-term or permanent injuries.

ETHICS AND RESPONSIBILITY

Because factitious disorder by proxy may result in serious injury or death, psycholo-

gists have a responsibility to act in the best interest of the child. In these cases, a 

report to the state child protection agency is the first step. The investigation requires 

collaboration between child protection officials, medical personnel, and psychological 

professionals (Day & Moseley, 2010). The child must be evaluated by a medi-

cal specialist to make sure that there is no medical reason for the child’s symptoms. 

This can often be difficult to do as parents often use different physicians and hos-

pitals in order to avoid detection. Sometimes a child is hospitalized in order to 

observe symptom patterns, as symptoms often disappear when parents can no 

longer have unfettered access to their children. In other instances, video observation 

of parent and child interactions in the hospital may reveal the parent engag-

ing in behaviors designed to produce symptoms. Whereas medical professionals 

and child protection personnel may be most involved in determining whether the child 

has a legitimate medical disorder or is a victim of factitious disorder by proxy, mental 

health personnel are the professionals who attempt to treat the offending parent.

EPIDEMIOLOGY

There are no known epidemiological data on the prevalence of factitious disorders 

in the general population. Among patients referred to one psychiatric consultation-

liaison service, 0.8% of referrals over a 20-year period had factitious disorder (Sutherland 

mother produces physical symptoms in the child, as in Jenny’s case. After inducing the 

symptoms, the mother brings the child to the hospital and gives permission, or some-

times insists that the child undergo invasive and dangerous diagnostic procedures. 

There are few data describing the child victims of this disorder, but what exist indicates 

that children range in age from infancy through the teenage years and can have many 

different symptoms, including apnea (the child stops breathing), anorexia/feeding 

problems, diarrhea, seizures, cyanosis (turning blue from lack of oxygen), behavior 

problems, asthma, allergy, fevers, and pain (Sheridan, 2003). Child victims average 

3.25 medical problems, ranging as high as 19 illnesses in a single child. Factitious dis-

order by proxy, when proved, is considered a form of child abuse, and the parent can 

be prosecuted. Occasionally, this disorder also occurs in nursing homes, where health 

care personnel inflict these physical symptoms on adult residents.

20 40 60 80Birth
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In factitious disorder by proxy, which occurs 
more commonly in children than adults, some-
one else produces the physical symptoms.
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& Rodin, 1990). At children’s hospitals, the annual incidence was 2/100,000 or 0.002% 

(McClure et al., 1996 in Ford, 2005).

SEX, RACE, AND ETHNICITY

Although few data are available, factitious disorder is more likely to occur in women. 

Compared with men with the disorder, women in one sample were younger and more 

likely to have had health care training or health care jobs (Krahn et al., 2003). By con-

trast, those with the most severe disorder, including symptoms of peregrination and 

the adoption of aliases, are more likely to be male. Among people with factitious dis-

order by proxy, 77 to 98% are women, typically the child’s biological mother, although 

fathers and foster mothers are also occasional perpetrators (Ayoub, 2006). There are 

no data available on race or ethnicity.

DEVELOPMENTAL FACTORS

Factitious disorder is most common in adults, but it does exist among children and 

adolescents as well. In one sample (Libow, 2000), children ranged in age from 8 to 

18, and 70% were female. Children most commonly produce symptoms such as fever 

(heating the thermometer to fake a fever), diabetic insulin insufficiency (deliberately 

manipulating their insulin levels), bruises, and infections.

ETIOLOGY AND TREATMENT

Despite much speculation about the etiology of factitious disorders, few empirical 

data exist. Data from individuals suggest the presence of nonspecific neuroanatomical 

abnormalities, but in addition to lacking experimental controls, the findings are not 

consistent (Eisendrath & Young, 2005). Among the psychological theories, psycho-

dynamic models explain factitious disorder as (a) an attempt to gain mastery or control 

that was formerly elusive, (b) a form of masochism (where pleasure occurs as a result 

of physical or psychological pain inflicted by oneself or another person), (c) the result 

of a deprived childhood, in which a child did not receive attention or care, or (d) an 

attempt to master trauma that was experienced as a result of physical or sexual abuse, 

with the physician unknowingly assuming the symbolic role of the abuser (Eisendrath 

& Young, 2005).

From a behavioral perspective, factitious behaviors are maintained because other 

people positively reinforce the person’s illness behaviors or expressions. From a cogni-

tive perspective, people with factitious disorders, through biased cognitive processes, 

misinterpret normal physical processes as indicators of physical illness; this cognitive 

perspective is similar to the hypotheses put forth to explain the etiology of somatoform 

disorders.

With respect to treatment, there are no controlled trials for factitious disorders. 

As we noted earlier, patients typically become angry when their manipulative behav-

iors are addressed by health or mental health personnel and they leave the treatment 

setting.

Malingering  As we noted in the Real People, Real Disorders feature in this chap-

ter, one possibility was that the Piano Man was creating his psychological symptoms 

for personal gain (in this place, having a place to live and people to take care of him 

for a period of time). You may have engaged in malingering behavior at sometime if 
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you ever feigned illness (played sick) in order to avoid going to school, taking a test,  

or engaging in some other activity. For most of us, these are isolated events. Some 

individuals however, may feign psychological disorders in order to avoid crimi-

nal prosecution (see Chapter 15). It is extremely important for psychologists to be 

able to detect malingering. Yet, because diagnosing psychological disorders often 

depends upon a person’s self-report (yes, I feel sad or no, I do not hear voices), how 

does a psychologist determine whether a person might be feigning a psychological 

disorder?

A growing concern on college campuses are students who do not have a his-

tory of attention deficit hyperactivity disorder (ADHD) but who would like to get 

stimulant medication or increased testing time in order to enhance their academic 

performance. The challenge for psychologists is to determine students who are 

really suffering from ADHD (and may not have been diagnosed as a child) and who 

are in need of psychiatric medication. In some cases, cognitive measures, known 

as symptom validity tests (SVTs), which measure cognitive abilities and not reports 

of symptomatology, are useful parts of the diagnostic evaluation. For example, 

among college students seeking evaluation for ADHD, 31% failed a word memory 

test. In fact, even though these students were functioning at a cognitive level that 

allowed them to be admitted to college, they failed a test usually passed by peo-

ple with severe traumatic brain injury (Suhr et al., 2008), indicating that they were 

faking memory problems. In another investigation, college students were asked to 

“fake ADHD” and were given information about the disorder from the internet. 

When evaluated by diagnosticians blinded to whether the student really had ADHD 

or was faking, the two groups had equal scores on ADHD symptom profiles, indi-

cating that they had adequately learned the symptoms of this disorder (Sollman et 

al., 2010). However, on tests of memory and concentration, the group pretending to 

have ADHD actually did much worse than students who had a legitimate diagnosis, 

indicating that these cognitive tests were much less susceptible to feigning a psy-

chological disorder. The issue of malingering is an important and understudied area 

of psychology. Most people seeking psychological help do indeed have legitimate 

psychological symptoms. Detecting malingering behavior is important not only in 

forensic (criminal) evaluations or college student campuses, but in any diagnostic 

interview. The treatment of psychological disorders involve significant financial and 

professional resources, and it is important that these limited resources are not used 

inappropriately.

concept CHECK

� In contrast to somatoform or dissociative disorders, people with factitious disorders 

deliberately create physical symptoms in themselves or others.

� Whereas people who malinger do so for the purpose of compensation or to avoid a 

negative event, these factors are not apparent in people with factitious disorders.

� People can create symptoms of illness in themselves, as in factitious disorder, or can cre-

ate illness in another person, as in factitious disorder by proxy.

CRITICAL THINKING QUESTION What factors do you think would cause someone to decide 

to create illness symptoms in another person (as in a mother making her child/children ill) 

rather than creating those symptoms in herself?
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THE TREATMENT OUTCOME

THE TREATMENT

THE PROBLEM

THE DIAGNOSTIC ASSESMENT

THE PATIENT

Nancy—A Case of Conversion Disorder

 people disorders

Nancy, 55 years old, comes to the psychiatric emergency room 
accompanied by her husband, George.

Her complaint is as follows: “I have these fits and no one can 
find the cause.” Nancy describes the sudden onset of seizures 
during which she falls down and shakes uncontrollably. She 
does not lose consciousness, and the seizures do not result in 
any injury. As a matter of fact, when she “falls,” she usually falls 
slowly into a chair or onto the couch, suggesting some degree 
of control over her body movements. The last physician that she 
saw gave her husband some syringes with “antiseizure” medica-
tion, which he used to stop her seizures once they began.

After detailing the physical symptoms, the psychologist began 
to interview Nancy about her personal history. As a child, Nancy 
recalls her mother often taking her to the pediatrician. “My 
mother was very health conscious. She always worried about us 
when we were ill. If we had a fever or a headache, she would 
make us stay in bed, but she would stay in the room with us, 
playing games to keep us occupied. Once I was in the hospital 
to have my tonsils removed. This was before the time that par-
ents were encouraged to stay in the hospital with their children. 
But my mother made such a fuss, the nurses let her stay. She 
showed me how much she loved me by refusing to leave me, 
even in the care of health professionals.”

Nancy and George have been married for 35 years. She 
described her marriage as mediocre—she married George 
because she was pregnant. Her parents were both alcoholic, 
and as a child, she was subjected to a great deal of emotional 
abuse. Marriage was her way of getting out. George and Nancy 
have six children. Nancy never worked; her life revolved around 
her children. As a matter of fact, Nancy and George had noth-
ing in common but their children. Recently, the youngest child 
moved out of the house. Now there was no one but Nancy and 
George, a marriage without communication or affection.

When asked how George was responding to her seizures, 
Nancy’s face brightened. “It’s the funniest thing” she said. 

“Ever since my seizures developed, George has become 
really attentive. He hasn’t been this nice since I was pregnant. 
And I’ve been really lucky—George has been there every time 
that I’ve had a seizure to give me my medication. As soon as 
I get the injection, my tremors disappear.” George had 
brought one of the syringes to the meeting. When he gave it 
to the psychologist, she could clearly see the words “saline 
injection” on the side. In fact, Nancy’s antiseizure medication 
was salt water.

The therapist determined that Nancy was suffering from 
conversion disorder and that a number of environmental and 
social factors were maintaining her condition. However, because 
Nancy was convinced that her symptoms had a physical cause, 
the psychologist did not attempt to convince her otherwise. 
First, she had Nancy keep a log of what was happening every 
time that she had a “seizure.” It became clear that her seizures 
occurred after conflict with her husband, children, and her sister. 
In most instances, the conflict centered on Nancy’s inability to 
assert herself. Therefore, treatment focused on assertiveness 
training and general social skills training to increase her ability 
to express her wants and desires to her family. In addition, the 
therapist instructed George that when a seizure occurred, he 
should give Nancy her medicine but should not focus on or dis-
cuss the seizure in any way. This decreased family attention on 
this behavior. The therapist also gave George and Nancy home-
work assignments to do one pleasant thing per week—having 
dinner out with friends, going to a movie, taking a French 
cooking class.

After 6 months, Nancy’s attacks had decreased from 3 times 
per week during the first month to only one in the past 8 weeks. 
She reported some increased marital satisfaction and was get-
ting along better with her adult children. Her sister remained the 
only source of distress, but Nancy was vowing to continue to 
work on that relationship.
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1 Vague physical sensations, without any apparent organic 
cause, are common in the general population. These types 
of complaints are among the most common reasons for 
visits to primary care physicians. Among people who suffer 
from somatoform disorders, these symptoms create signifi-
cant distress and cannot be reasoned away. It is important 
to understand that even if the cause of the physical symp-
toms is not organic, the pain and distress are very real.

2 Somatoform disorders are defined by the presence of 
physical symptoms or concerns about an illness that cannot 
be explained by an established medical or psychological 
disorder. Biological, psychological, and environmental fac-
tors may play a role in the onset of somatoform disorders. 
Environmental events, such as chronic stress, may create 
alterations in neurochemical response systems that auto-
matically respond in times of stress. These altered responses 
may produce physical symptoms that cause psychological 
concern. Furthermore, reinforcement of the expression of 
physical complaints by parents or significant others may cre-
ate physician-seeking or doctor-shopping as well as social 
and occupational impairment.

3 Dissociative disorders involve disruption in the integrated 
functions of consciousness, memory, identity, or perception, 
as in depersonalization, derealization, amnesia, or confusion 
or alteration of identity. Dissociative disorders are a contro-
versial category of psychological dysfunction. Dissociative 
symptoms and disorders may represent culture-bound 
syndromes. Some researchers have suggested that DID is a 
culture-bound disorder that is limited to Western cultures.

4 Despite retrospective accounts of patients identified with 
these disorders, few empirical data support the post-
traumatic hypothesis that childhood abuse is a major cause 
of dissociative disorders. By contrast, there are empirical 
data to support an iatrogenic model of dissociative identity 
disorder. It is very important to remember that an iatrogenic 
or sociocultural model does not mean that the disorder 
does not exist. Rather, it reflects an understanding of how 
these disorders are acquired.

5 The concept of repressed/recovered memories is incon-
sistent with current scientific knowledge regarding normal 
memory processes. Despite the existence of post-traumatic 
models, amnesia regarding activities before age 6 is com-
mon, and creating false memories, even of events as hor-
rific as sexual abuse, is possible. This does not mean that 
childhood sexual abuse does not exist or is not a prob-
lem. However, most people who were abused as children 
remember it without prompting.

6 Malingering involves the creation of physical symptoms 
and illnesses for the purpose of gaining money or drugs, or 
avoiding negative events such as work, criminal prosecution, 
or military service. Factitious disorders involve the deliber-
ate creation of physical symptoms or illness, but there is no 
apparent observable goal. In contrast, people with dissocia-
tive or somatoform disorders do not deliberately produce 
their physical symptoms and do not understand why the 
symptoms occur.

R E V I E W I N G

learning objectives

TEST yourself
1. Julie has been diagnosed with a somatoform disorder. This 

means she is suffering from a condition in which her physical 
symptoms
a.  are faked in order to receive some type of external com-

pensation
b. can be explained by a psychological disorder
c.  cannot be explained by a medical or psychological 

disorder
d. are confined to a part of her body that is particularly 

stressed

2. A patient with somatization disorder would, over the course 
of a lifetime, have which of the following categories of physi-
cal complaints?
a. pain in the head, abdomen, back, joints, and extremities
b. pain, gastrointestinal distress, sexual dysfunction, and 

pseudoneurological symptoms
c.  nausea, bloating, vomiting, diarrhea, and food 

intolerance.
d. sexual disinterest, irregular menstruation, vomiting, and 

enuresis

For more review plus practice tests, flashcards, 
and Speaking Out: DSM in Context videos, 
log onto www.MyPsychLab.com

www.MyPsychLab.com


3. Patients suffering from conversion disorder have symptoms 
that consist primarily of
a. pseudoneurological complaints
b. severe headaches
c. unexplained pain
d. gastrointestinal distress

4. Glove anesthesia is considered a classic conversion disorder. 
This is because glove anesthesia
a. occurs in only one hand
b. does not follow known neurological patterns
c. follows known pain patterns
d. occurs when the hand is in one position for a long time

5. Susan is always going to her doctor asking to be examined 
for cancer or heart disease even though she doesn’t have 
any symptoms. Her physician says she has hypochondriasis. 
People with this disorder
a.  have anxiety about their health that leads them to deny 

their physical symptoms
b. have a dysfunctional mind-set that leads them to worry 

excessively about their health
c. avoid medical care because their symptoms aren’t real
d. are typically in poor health and should monitor their 

symptoms carefully

6. A patient who is successfully recovering from gall bladder 
surgery and is reluctant to engage in any physical activities 
even when approved by a physician may be suffering from
a. hypochondriasis
b. pain disorder
c. la belle indifference
d. transient hypochondriasis

7. A patient with body dysmorphic disorder (BDD) is best 
described as someone who
a. has pain in many parts of his or her body
b. has a delusional preoccupation with his or her body
c. complains constantly of illness but is not sick
d. experiences anxiety when undergoing medical 

procedures

8. One of the difficulties in making a diagnosis of somatoform 
disorder is that it is difficult to distinguish it from comorbid 
or coexisting conditions such as
a. PTSD
b. malingering and/or factitious disorders
c. anxiety and/or depressive disorders
d. hypochondriasis

9. The significance of shenjing shuairuo to the discussion of 
somatoform disorders across cultures demonstrates that
a. there is significant cultural variation in the diagnosis
b. there is little cultural variation in the diagnosis
c. somatoform disorders are more common in Asian cultures
d. somatoform disorders are more common in African 

cultures

10. Environmental factors often associated with somatoform dis-
orders include
a. country of origin
b. time of year
c. family conflict/violence
d. presence of toxins in the soil

11. Which of the following cognitive factors have been associ-
ated with somatoform disorders?
a. somatic amplification
b. heightened sensory and perceptual sensitivity
c. inaccurate beliefs
d. all of the above

12. The first challenge in treating people with somatoform disor-
ders is that they are often
a. suffering from several serious medical conditions
b. unwilling to consult only one doctor
c.  reluctant to consult a professional, especially a 

psychologist
d. too depressed or anxious to seek treatment

13. One form of treatment that has been found to be very help-
ful with somatoform disorders is
a. electroconvulsive therapy (ECT)
b. symptom-focused cognitive-behavior therapy (CBT)
c. MAO inhibitors
d. recovered memory therapy (RMT)

14. A client goes to see a therapist with the following com-
plaints: She feels detachment from her body and is experi-
encing herself as strange or unreal. In some situations she 
feels as if she were watching herself. The therapist says she 
is experiencing
a. depersonalization
b. amnesia
c. multiple personalities
d. post-traumatic stress disorder

15. A patient is referred to a neurologist for isolated memory 
loss; the diagnosis of dissociative amnesia is made. The 
most likely etiology in this patient is
a. head injury
b. repeated drug overdose
c. extreme emotional trauma
d. stroke

16. A man who owns a hardware store in a New England 
town mysteriously disappears. Years later the man is 
discovered in California. His name is changed, he has 
remarried, and he now works in a different occupation. He 
claims that he has no memory for his past life. The man may 
be suffering from
a. psychogenic fugue
b. depersonalization
c. dissociative identity disorder
d. post-traumatic stress disorder

17. Some experts argue that dissociative identity disorder, 
DID, is an iatrogenic disease, which means that it is 
caused by
a.  the interaction of biological, social, and environmental 

factors
b. the experience of therapy itself
c. repeated exposure to risk factors
d. lifestyle factors that are difficult to change
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18. The sociocultural model postulates that DID develops when 
individuals use cues from
a. the media
b. therapists
c. other people who display multiple identities
d. all of the above

19. Patients with factitious disorders have which of the following 
characteristics?
a. brief medical histories
b. self-administered injuries
c.  symptoms that consist primarily of pseudoneurological 

complaints
d. extreme fear and avoidance of medical professionals

20. An 18-month-old infant in the pediatric ICU has been expe-
riencing episodes of difficulty breathing and rapid heart rate 
with no apparent cause. All tests are negative. These symp-
toms only occur when the mother is with the child. The most 
likely cause of the infant’s symptoms is
a. congenital heart disease
b. asthma
c. factitious disorder by proxy
d. seizure disorder

Answers:  1 c, 2 b, 3 a, 4 b, 5 b, 6 d, 7 b, 8 c, 9 a, 10 c, 11 d, 12 c, 13 b, 
14 a, 15 c, 16 a, 17 b, 18 d, 19 b, 20 c.

somatoform, dissociative, and factitious disorders 199



What Are Mood Disorders?

Suicide

The Etiology of Mood Disorders

The Treatment of Mood Disorders

At the end of this chapter, you should be able to:

1
2

3
4

5

6

L E A R N I N G

objectives

C H A P T E R

outline



Elaine and Zack met in college and 

fell in love. Inseparable for 4 years, 

they couldn’t wait to get married and 

start a family. Zack studied account-

ing and Elaine majored in commu-

nications. Right after college they married 

and moved to Elaine’s home town. Zack 

got a job with an accounting firm, and 

Elaine wrote news copy for a local TV sta-

tion. They were very happy in their mar-

riage, reveled in building their first home, 

and were already thinking about children.

One stormy evening while cooking din-

ner, Elaine got a phone call saying that her 

husband had been in an accident and that 

she needed to get to the hospital right away. 

She arrived too late; Zack had already been 

pronounced dead.

Elaine was inconsolable. At first, she 

couldn’t believe what had happened. She kept 

expecting to see Zack again or that some-

how she would wake up from this nightmare. 

When the reality of Zack’s death finally regis-

tered, she cried for hours at a time, was unable 

to eat or sleep, and could barely get dressed. 

She saw no reason to live without him. None 

of the help her family and friends gave her 

could touch the pain she felt.

For the first 6 months, her grief was 

extreme. She went back to work and spent 

time with her family, but she felt she was 

just going through the motions. She would 

still come home and cry—surrounded by 

memories of the love of her life.

A year after Zack’s death, Elaine’s par-

ents convinced her to sell their house and 

move somewhere the memories were not so 

strong. This wise move helped Elaine begin 

to experience life again as more than just pain. 

Although the loss of her husband will always 

be part of her innermost being and at times 

the pain returns, she has been able gradually 

to begin to re-engage in life and to live life the 

way Zack would have wanted her to.

Linda was a senior in high school. She 

had good grades (As and Bs), was involved 

in extracurricular activities, and played var-

sity sports. Although she was a worrier by 

temperament, she had friends and a busy 

high school schedule.

In her senior year, she started losing 

interest in her activities. She quit the stu-

dent newspaper and found it difficult to drag 

herself to practice. All she wanted to do was 

stay at home in her room; she stopped seeing 

her friends and avoided their phone calls.

She went to bed at a decent hour but 

woke up first at 5 a.m. and then gradually 

earlier and earlier. Soon she was wide awake 

at 3 a.m. and unable to fall back to sleep. 

She lost her appetite. Everything tasted like 

cardboard, and she lost 7 pounds that she 

didn’t have to lose. She felt restless. She 
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Both Elaine and Linda had loss of energy and appetite, trouble sleeping, and a 

very sad mood, but their stories illustrate vastly different sources of internal pain. 

Elaine was experiencing a classic grief reaction following the death of her husband 

whereas Linda could not identify a cause for her depressed mood.

Linda’s symptoms are a clear example of a mood disorder characterized most 

prominently by a pervasive and unshakable low mood. Linda’s problems distressed 

her and bewildered those around her. Once a high-functioning and active girl both 

socially and athletically, she had become a social recluse. The cluster of signs and 

symptoms that Linda experienced, including social withdrawal, lack of energy and 

interest, loss of appetite, insomnia, irritability, and restlessness, constitute a disorder 

known as major depression.

Major depression is just one type of mood disorder. Actually, mood disorders con-

sist of several different conditions characterized by various degrees of depressed (low) or 

manic (high) moods. People with these syndromes have physical, emotional, and cogni-

tive symptoms that may interfere with their ability to work, study, sleep, eat, interact 

with others, have sexual relations, and enjoy daily life. Although all of us have mood 

fluctuations from time to time, major depression is not the same as a transient “blue” 

mood or sad feelings, and mania is not the same as being elated. This chapter exam-

ines how and why the mood disorders involve more than just bad (or good) moods. 

Watch on mypsychlab.com

What Are Mood Disorders?
Mood disorders are syndromes whose predominant feature is a disturbance in mood. 

The disturbance can take the form of mood that is abnormally low—depression—or 

abnormally high—mania. The three distinct mood disorders are major depressive dis-

order, dysthymic disorder (or dysthymia), and bipolar disorder. These disorders are 

distinguished from each other by the presence of depressed or elated mood (or both) 

and by the length of time that the mood abnormalities persist.

MAJOR DEPRESSIVE DISORDER

The core symptom of major depressive disorder is a persistent sad or low mood 

that is severe enough to impair a person’s interest in or ability to engage in normally 

was irritable with her younger brother and 

lashed out at her parents, which she had 

never done before. She stared at her home-

work for hours, reading the same paragraph 

again and again. Her grades plummeted, 

and she became ineligible for athletics.

One of her teachers recommended that 

she see the school counselor, which she did 

begrudgingly. Her thoughts became very 

dark, and she often felt there was no reason 

to live. She considered killing herself and 

had begun to explore how she might do it.

Linda had never felt this way before. 

She told the counselor that her maternal 

grandmother had been in a psychiatric hos-

pital and that she had seen Prozac in her 

mother’s medicine cabinet. The counselor 

contacted Linda’s mother and helped her 

set up an appointment with a psychiatrist 

immediately. As it turned out, Linda’s 

mother also had had several depressive epi-

sodes (often in the autumn months) and 

had been on medication for years. Linda 

started antidepressant medication and saw 

a psychologist for cognitive-behavioral 

therapy to help her develop skills to com-

bat the negative thought patterns that often 

accompany depression.

mood disorder  a syndrome in which a distur-
bance in mood is the predominant feature

depression  a mood that is abnormally low

mania  a mood that is abnormally high

Depression

The Case of Helen

“I had electroshock treatments 
every other day for two weeks.”

www.mypsychlab.com

major depressive disorder  a persistent sad 
or low mood that is severe enough to impair 
a person’s interest in or ability to engage in 
normally enjoyable activities

learning objective 6.1

www.mypsychlab.com
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enjoyable activities. In adults, depressed mood is 

central to major depressive disorder, but in chil-

dren, the persistent mood disturbance may take 

the form of irritability or hostility. Major depres-

sive disorder can be extremely debilitating in part 

because of other psychological, emotional, social, 

and physical problems that often accompany 

the persistent depressed mood. People with this  

disorder may feel completely worthless or extremely 

guilty, and they may be at risk for harming  

themselves. Major depressive disorder can affect a 

person physically by disrupting sleep, appetite, and 

sexual drive (see the DSM-IV-TR box). Often, 

this means problems falling or staying asleep, feel-

ing tired all the time, and having decreased appe-

tite. However, about 40% of people diagnosed 

with major depressive disorder actually sleep and eat more than usual (referred to as 

“atypical depression”). Either way, the changes in sleep and appetite can lead to major 

problems with attention and concentration and can increase an already overwhelming 

sense of inadequacy and inclination to withdraw from the world.

Major depression is an episodic illness. During their lifetime, some people have 

only one episode (single episode), but others suffer from multiple episodes separated 

by periods of normal mood (recurrent). Major depression is a prevalent psychological 

disorder: approximately 7 to 18% of the United States population experiences at least one 

episode of major depression by age 40. A single episode, according to the Diagnostic and 

Statistical Manual of Mental Disorders (DSM-IV-TR), lasts at least 2 weeks, but often 

episodes can persist for several months. Refer to Figure 6.1 for an illustration of the 

course of the different forms of depression. Watch on mypsychlab.com

Inability to fall asleep or stay asleep is one of 
the symptoms of depression.

DSM-IV-TR

Major Depressive Episode

Major Depressive Disorder, Single Episode 

A.  Presence of a single Major Depressive Episode

B.  The Major Depressive Episode is not better accounted 
for by Schizoaffective Disorder and is not superimposed 
on Schizophrenia, Schizophreniform Disorder, Delusional 
Disorder, or Psychotic Disorder Not Otherwise  
Specified.

C.  There has never been a Manic Episode, a Mixed Episode, or 
a Hypomanic Episode.

Major Depressive Disorder, Recurrent

A.  Presence of two or more Major Depressive Episodes.

   Note: To be considered separate episodes, there must be 
an interval of at least 2 consecutive months in which criteria 
are not met for a Major Depressive Episode.

B.  The Major Depressive Episodes are not better accounted 
for by Schizoaffective Disorder and are not superimposed 
on Schizophrenia, Schizophreniform Disorder, Delusional 
Disorder, or Psychotic Disorder Not Otherwise Specified.

C.  There has never been a Manic Episode, a Mixed Episode, 
or a Hypomanic Episode. 

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text 
Revision (Copyright 2000). American Psychiatric Association.

learning objective 6.2
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In addition to symptoms that last for 2 weeks, another factor that distinguishes 

major depressive disorder from sad mood is that the symptoms must affect the  

person’s ability to function in social or work settings. Symptoms of depression may 

sometimes result from physical disorders such as Cushing’s syndrome (hypercorti-

solism, or too much of the hormone cortisol) and hypothyroidism (lack of sufficient 

thyroid hormone); however, depression is not diagnosed if the symptoms are caused 

by medical conditions such as these. Nor is the diagnosis made if the depressed feel-

ings result from a life event such as the death of a loved one, as was the case for Elaine  

(American Psychiatric Association [APA], 2000). Finally, depression can occur even 

after events that are not typically associated with sadness, such as after having a baby.

DYSTHYMIA

Dysthymia, or dysthymic disorder, can best be conceptualized as a chronic state of 

depression (see the DSM box Dysthymia). The symptoms are the same as those of 

major depression, but they are less severe. Whereas major depression is an episodic 

disorder with patients often achieving euthymia, or normal mood, between episodes, 

dysthymia is the consistent persistence of depressed mood. By definition, dysthymia 

lasts 2 or more years, and the individual is never without symptoms for more than  

2 months (APA, 2000). Although on a day-to-day basis, the symptoms are typically 

milder than those of major depression and because they are so persistent, they may 

lead to severe outcomes (e.g., social isolation, high suicide risk) that affect not only 

the sufferer but also extended family and friends. Because symptoms are generally less 

severe than those seen in major depression, people can suffer from dysthymia for years 

before seeking treatment. Meanwhile, friends and family may turn away, often misla-

beling the person as too moody and difficult.

Louise was under a constant gray cloud. She felt as if she had lived through the marriage 

of her daughter and the birth of her first two grandchildren like a zombie. She felt no 

joy, no wonder, and would rather stay home and cry than visit and play with her grand-

children. When all of the other women at church beamed about the accomplishments 

of their families, she could only feel guilty for not being part of her own children’s lives.

FIGURE 6 .1

Depression is not a single disorder, and its 
course and severity may differ depending on 
the specific condition. Contrast each of these 
patterns to normal mood fluctuations.
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dysthymia  a chronic state of depression in 
which the symptoms are the same as those of 
major depression but are less severe

Major Depression

The Case of Everett

“You feel absolute worthless-
ness. You feel there is no hope 

for the future.”
www.mypsychlab.com
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DSM-IV-TR

DSM-IV-TR

Dysthymic Disorder

Manic Episode

A.  Depressed mood for most of the day, for more days than 
not, as indicated either by subjective account or observa-
tion by others, for at least 2 years. Note: In children and 
adolescents, mood can be irritable and duration must be 
at least 1 year.

B.  Presence, while depressed, of two (or more) of the following:

  1.  Poor appetite or overeating

  2.  Insomnia or hypersomnia

  3.  Low energy or fatigue

  4.  Low self-esteem

  5.  Poor concentration or difficulty making decisions

  6.  Feelings of hopelessness

C.  During the 2-year period (1 year for children or adoles-
cents) of the disturbance, the person has never been 
without the symptoms in Criteria A and B for more than 
2 months at a time.

D.  No Major Depressive Episode has been present during 
the first 2 years of the disturbance (1 year for children and 

adolescents); i.e., the disturbance is not better accounted 
for by chronic Major Depressive Disorder, or Major 
Depressive Disorder, In Partial Remission.

E.  There has never been a Manic Episode, a Mixed Episode, 
or a Hypomanic Episode, and criteria have never been met 
for Cyclothymic Disorder.

F.  The disturbance does not occur exclusively during 
the course of a chronic Psychotic Disorder, such as 
Schizophrenia or Delusional Disorder.

G.  The symptoms are not due to the direct physiologi-
cal effects of a substance (e.g., a drug of abuse, a 
medication) or a general medical condition (e.g., 
hypothyroidism).

H.  The symptoms cause clinically significant distress or 
impairment in social, occupational, or other important 
areas of functioning.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text 
Revision (Copyright 2000). American Psychiatric Association.

A.  A distinct period of abnormally and persistently elevated, 
expansive, or irritable mood, lasting at least 1 week (or any 
duration if hospitalization is necessary).

B.  During the period of mood disturbance, three (or more) of 
the following symptoms have persisted (four if the mood is 
only irritable) and have been present to a significant degree:

  1.  Iinflated self-esteem or grandiosity

  2.  Decreased need for sleep (e.g., feels rested after only 
3 hours of sleep)

  3.  More talkative than usual or pressure to keep talking 

  4.  Flight of ideas or subjective experience that thoughts 
are racing

  5.  Distractibility (i.e., attention too easily drawn to unim-
portant or irrelevant external stimuli)

  6.  Increase in goal-directed activity (either socially, at work 
or school, or sexually) or psychomotor agitation

  7.  Excessive involvement in pleasurable activities that 
have a high potential for painful consequences (e.g., 
engaging in unrestrained buying sprees, sexual indis-
cretions, or foolish business investments)

C.  The symptoms do not meet criteria for a Mixed Episode.

D.  The mood disturbance is sufficiently severe to cause 
marked impairment in occupational functioning or in usual 
social activities or relationships with others, or to neces-
sitate hospitalization to prevent harm to self or others, or 
there are psychotic features.

E.  The symptoms are not due to the direct physiological 
effects of a substance (e.g., a drug of abuse, a medication, 
or other treatment) or a general medical condition (e.g., 
hyperthyroidism).

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text 
Revision (Copyright 2000). American Psychiatric Association.
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double depression  a combination of epi-
sodic major depressions superimposed on 
chronic low mood

bipolar disorder  a state of both episodic 
depressed mood and episodic mania

learning objective 6.1

DSM-IV-TR

Bipolar I Disorder 

There are six separate criteria sets for Bipolar I Disorder: Single 
Manic Episode, Most Recent Episode Hypomanic, Most Recent 
Episode Manic, Most Recent Episode Mixed, Most Recent 
Episode Depressed, and Most Recent Episode Unspecified. 

Bipolar I Disorder, Single Manic Episode, is used to describe 
individuals who are having a first episode of mania. The 
remaining criteria sets are used to specify the nature of the 
current (or most recent) episode in individuals who have had 
recurrent mood episodes. 

Bipolar II Disorder (Recurrent Major Depressive Episodes 

with Hypomanic Episodes)

A.  Presence (or history) of one or more Major Depressive 
Episodes.

B.  Presence (or history) of at least one Hypomanic Episode.

C.  There has never been a Manic Episode or a Mixed 
Episode.

D.  The mood symptoms in Criteria A and B are not bet-
ter accounted for by Schizoaffective Disorder and are 
not superimposed on Schizophrenia, Schizophreniform 
Disorder, Delusional Disorder, or Psychotic Disorder Not 
Otherwise Specified.

E.  The symptoms cause clinically significant distress or 
impairment in social, occupational, or other important 
areas of functioning.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text 
Revision (Copyright 2000). American Psychiatric Association.

Bipolar I and Bipolar II Disorder

People with dysthymia may also have major depressive episodes (this is known as 

double depression). The combination of episodic major depressions superimposed on 

chronic low mood is often associated with poorer long-term outcome and higher relapse 

risk than either disorder alone (Keller et al., 1997). In many instances, dysthymia is 

undiagnosed until the person has a major depressive episode. When the person seeks 

help for the more severe depressive symptoms, the longer history of dysthymia is iden-

tified. See Figure 6.1 for the time course of dysthymia and double depression.

BIPOLAR DISORDER

Mood disturbance can include mood that is too low or too high with the latter known 

as mania. Mania is different from elated mood in which excitement and good feelings 

naturally match a happy or an enjoyable experience. Rather, mania is high mood that is 

clearly excessive and is often accompanied by inappropriate and potentially dangerous 

behavior, irritability, pressured or rapid speech, and a false sense of well-being (see the 

DSM box “Bipolar I and Bipolar II Disorder”). The case studies illustrate the con-

trast between normal elation and mania. Because recurrent mania in the absence of any 

depressive episodes is extremely rare, the DSM does not recognize it as a separate dis-

order. Manic episodes almost always occur in tandem with episodes of depression, and 

a person who has only a single manic episode will very likely have depression as well. 

Generally, a person is said to suffer from bipolar disorder (formerly known as manic-

depressive disorder) when both episodic depressed mood and episodic mania are present.

Watch on mypsychlab.com

Bipolar disorder consists of dramatic shifts in mood, energy, and ability to function. 

It is a long-term episodic illness in which mood shifts between the two emotional “poles” 

of mania and depression. In a depressed period, a person may be all but immobile, feeling 

unable to get out of bed. In a manic period, the same person may be so full of energy as to 

try to start a new business, buy a house, and plan a trip around the world on the same day. 

At either extreme, the person cannot cope with the demands of everyday life. Periods of 

normal feelings and energy commonly occur between these mood changes.

Bipolar Disorder

The Case of Ann

“I felt very tense, like my mind 
was racing; that I was making 

unusual connections; that I couldn’t sleep at 
night.”
www.mypsychlab.com

www.mypsychlab.com
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Bipolar disorder is commonly categorized as either bipolar I or bipolar II (see the 

accompanying DSM box “Bipolar I and Bipolar II Disorder”). The main difference is 

the degree of mania. In bipolar I, full-blown mania alternates with episodes of major 

depression; it also includes a single manic episode with or without periods of depres-

sion. In bipolar II disorder, hypomania alternates with episodes of major depression. 

Hypomania is a mood elevation that is clearly abnormal but not severe enough to impair 

functioning or to require hospitalization. Behaviorally, a person in a hypomanic state 

may be overly talkative, excitable, or irritable, but there are no impulsive acts or gross 

lapses of judgment that are common during mania (such as telephoning Washington 

to tell the president how to run the country). Hypomania is “mild mania” and lasts at 

least 4 days (APA, 2000). More common than bipolar I, bipolar II disorder is defined 

by having at least one episode of major depression and at least one hypomanic event. 

Bipolar II can be especially tricky to diagnose because a person experiencing hypomania 

may associate these episodes with periods of high productivity or creativity and are less 

likely to report their symptoms as distressing or problematic.

Jack felt on top of the world. He had never had his ideas flow so fast and furious. All week 

he needed only 2 hours of sleep per night, and he woke up totally refreshed and ready 

to go. He felt like a people magnet. He was funny, engaging, and full of energy. He was 

instant messaging people at all hours of the night and couldn’t figure out why other people 

were signing off when he was in such good form. He wished this feeling could last forever.

The frequency of mood elevations varies considerably across individuals and 

even within the same individual across time. Some people have episodes yearly or even 

less frequently. Mood shifts come out of the blue and are not necessarily in response 

to environmental events. In contrast, people with rapidly cycling bipolar disorder have 

four or more severe mood disturbances within a single year (APA, 2000). Even less 

common is an extremely rapid cycling pattern in which multiple shifts between manic 

and depressed mood occur within a single day. Finally, people who have symptoms 

of mania and depression at the same time suffer from a mixed state; symptoms can 

include agitation, insomnia, changes in appetite, psychosis, and suicidal thoughts. A 

person in a mixed state can feel very sad and very energized at the same time. See 

Figure 6.2 for an illustration of the episodic nature of bipolar I disorder, bipolar II 

disorder, and rapidly cycling bipolar disorder.

FIGURE 6 .2

Each type of bipolar disorder (bipolar I dis-
order, bipolar II disorder, and rapid cycling 
bipolar disorder) has a different course of 
illness.

Depression

Dysthymia

Euthymia

Hypomania

Mania

Bipolar I disorder

Rapidly cycling bipolar disorder

Bipolar II disorder

bipolar I  full-blown mania that alternates with 
episodes of major depression

bipolar II  hypomania that alternates with 
episodes of major depression

hypomania  a mood elevation that is clearly 
abnormal yet not severe enough to impair 
functioning or require hospitalization

mixed state  a state characterized by symp-
toms of mania and depression that occur at 
the same time

Catherine Zeta-Jones recently revealed that 
she has struggled with bipolar II disorder, 
characterized by hypomanic episodes that 
alternate with periods of depression.
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Bipolar disorder requires lifelong maintenance treatment and clinical management 

(Mahli, Adams & Berk, 2010). Although some people with bipolar disorder are symptom 

free between episodes, many have some continuing symptoms. Even when controlled 

by medication, many patients report mild-to-moderate residual symptoms between epi-

sodes—typically symptoms of depression rather than mania ( Judd et al., 2002; Keller et al., 

1993; Post et al., 2003). Others, despite treatment, have chronic unremitting symptoms. 

Bipolar disorder is frequently depicted in literature as the mental illness that rests between 

the boundaries of creativity and madness although this is not accurate. (See the feature 

“Examining the Evidence: Is There a Link Between Art and Madness.”)

Another disorder, cyclothymic disorder, is characterized by fluctuations that 

alternate between hypomanic and depressive symptoms. In cyclothymia, the episodes 

are not as severe as with mania or major depression, but they persist for at least 2 years 

and as a result of the cyclical and often unpredictable mood changes, cause impairment 

(Akiskal, 2001).

side by side   case studies 

NORMAL BEHAVIOR CASE STUDY
Elation Due to Academic Success

George was the first person in his family to go to college. His 

parents had immigrated to the United States from Cuba and had 

given him every possible advantage. He was valedictorian of his 

high school class and worked hard for the honor. He was never 

one to party or waste time—for him, school was all about academ-

ics and sports. He lettered in baseball and led his school to the 

state championships.

He got a full baseball scholarship to an Ivy League school. 

He was grateful for his athletic skills and was an All-American start-

ing pitcher for the team, but political science was his first love.

George’s teachers recognized that he had a keen sense of 

international relations, and they felt he had the potential to go far. 

Given his academic record and athletic success, they encouraged 

him to apply for a Rhodes scholarship. George thought that the 

son of immigrants would never have a chance at getting a Rhodes. 

He was so convinced of this that after he sent in his application, he 

put it out of his mind, forgetting about the decision date.

When the letter arrived in the mail, he remembered and his 

heart jumped into his throat. He talked himself down, reminding 

himself of the competition and his background. Then he opened 

the letter and found he had been selected. He started jumping up 

and down, knocking on everyone’s dorm room, yelling “you’re not 

going to believe this!” He jumped into the shower with his clothes 

on, shouting “omigod, omigod!” When he called his parents, he 

was talking so fast in a combination of Spanish and English that 

they could not understand him. He was positively over the moon! 

But after the news sank in, he came down to earth, thrilled and 

honored by the possibilities his future held. 

ABNORMAL BEHAVIOR CASE STUDY
First Manic Episode

Alexis was walking the street in a short red dress, fashion gloves, 

and jewelry. Her face was completely and overly made up with 

gaudy red lipstick. She was approaching men she didn’t know, 

asking for a light and coming on to them sexually. An older man, 

concerned for her well-being, notified the police.

In the psychiatric emergency room, she was fawning over 

the police officer, showing off her legs. She kept walking across 

the room to strike up conversations with other patients—the top-

ics were inappropriate and flirtatious. Her energy had an edge. 

She kept asking when she was going to be seen, and “what’s 

wrong with this joint that you can’t get served.”

Given her disruptive behavior, the attending psychiatrist 

and the resident evaluated her immediately. During the inter-

view, she told the resident he was a hunk and asked him what he 

was doing later that night. Her speech was rapid and pressured, 

the doctors couldn’t get a question in edgewise, and whatever 

answers she gave were not to the questions they asked. The 

attending physician gave her a medication to calm her down until 

her parents could arrive. As it turned out, she had just maxed 

out her credit cards buying all of the clothes, makeup, and jew-

elry she was wearing. Her parents had called in a missing persons 

report the previous evening and provided more information.

Her drug screen was negative, and there were no other 

medical reasons for her bizarre behavior. Her family history was 

positive for bipolar disorder, and this was her first manic episode. 

Alexis was admitted to the hospital and started a course of  

lithium medication. She also received psychoeducation about 

bipolar disorder and lithium and started psychotherapy to help 

her adjust to living with her diagnosis. 

cyclothymic disorder  a condition character-
ized by fluctuations that alternate between 
hypomanic symptoms and depressive  
symptoms

Dimensions of Behavior: From Normal to Abnormal
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EPIDEMIOLOGY OF DEPRESSION

Major depression is the most common psychiatric disorder in the United States 

(Kessler et al., 2005). According to the National Comorbidity Study-Replication, 

approximately 16.2% of people over the age of 18 report major depressive dis-

order at some point in their lifetime which equates to 32.6 to 35.1 million U.S. 

adults (Kessler et al., 2005). The median age of onset of major depression is 

30 years (Kessler et al., 2005). Dysthymia is less common, affecting approximately 2.5% 

examining 

� The Facts Throughout history, many remarkably talented 
artists have struggled through the tumultuous peaks and pit-
falls associated with mood disturbances. In many cases, their 
personal experiences became the substance of their artistic 
expression: As Byron observed, “We of the craft are all crazy. 
Some are affected by gaiety, others by melancholy, but all 
are more or less touched.” But is there really a relationship 
between art and madness?

� The Evidence In Touched with Fire, Johns Hopkins 
Professor Kay Redfield Jamison examined the lives, works, 
and familial pedigrees of writers, poets, artists, and musi-
cians and described a common thread among them: volatile 
cycles of compelling imagination, exuberance, and intelli-
gence countered by periods of grim isolation and melancholy. 
Emily Dickinson, T. S. Eliot, Ernest Hemingway, Victor Hugo, 
Michelangelo, Charles Mingus, Georgia O’Keeffe, Sylvia Plath, 
Peter Tchaikovsky, Vincent van Gogh, and Virginia Woolf are 
just a few on Jamison’s list with probable cyclothymia (cycling 
between dysthymia and hypomania), major depression, or 
manic-depressive illness. But without sound psychological and 
biological data to corroborate the diagnosis, these historical 
observations are not hard evidence that these individuals actu-
ally suffered from psychiatric illness. The question remains: 
What empirical evidence supports this link?

� Let’s Examine the Evidence In his research, University 
of Kentucky Professor Arnold Ludwig found that writers had 
much higher rates of depression and mania than matched 
controls. In his work The Price of Greatness, he writes that 
members of the artistic professions or creative arts are more 
likely than others to suffer from a lifetime mental illness. 

Similarly, in The Hypomanic Edge, Johns Hopkins psychologist 
John Gartner notes that hypomania may be a common (and 
potentially positive) trait among those who thrive in Western, 
bigger-better-faster culture. Yet not all individuals who have 
mood disorders are creative, and not all artists have mood 
disorders. So is there another variable that may influence the 
relationship between mood disorders and creativity?

� What Are Alternative Explanations for This 
Relationship? Jamison suggests that mood disorders may 
foster imaginative thought, and she notes that diagnostic 
criteria for mania include “sharpened and unusually creative 
thinking.” Combined with the breadth of deep emotions 
present in some mood disorders, such intellectual inspiration 
might lend itself to artistic creativity. “Ludwig speculates that 
those with mood disorders might be naturally drawn to artistic 
professions, given the potential normalization of the artistic 
temperament in such fields.”

� Conclusion  The link between creativity and mood disor-
ders is still not well understood but potentially has many 
implications for artists, medicine, and society. When creativity 
is a necessary aspect of an individual’s work, what are the 
potential implications of dampening this temperament with 
pharmacology? What if the person refuses to take medication 
because of the potential loss of creative ability? What are the 
implications of untreated depression? How would you feel if 
you were an artist and your best work occurred during what 
clinicians referred to as hypomanic episodes, which were often 
followed by depression? Would you give up your creativity 
(and perhaps your livelihood) for an opportunity to be free of 
severe mood swings?

Gartner, J. (2005). The hypomanic edge: The link between (a little) Craziness and (a Lot of) Success in America.
New York: Simon & Schuster; Jamison, K. (1993). Touched with fire: Manic-depressive illness and the artistic tem-
perament. New York: Free Press/Macmillan and Jamison, K. (1995). Manic-depressive illness and creativity. 
Scientific American, 272, 62–67; Ludwig, A. (1995). The price of greatness. New York: Guilford Press.
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of the general population (Kessler et al., 2005). Depression 

ranks fourth in terms of the global burden of disease (WHO, 

2011). Disease burden uses an indicator called disability 

adjusted life years (DALY), which measures the total amount 

of healthy life lost to all causes whether from premature 

death or disability. People with depression reported a fivefold 

increase in the time away from work than people without 

depression (Kessler & Frank, 1997). Clearly, major depres-

sion is a burden to both the individual and society.

SEX, RACE, AND ETHNICITY

Despite their commonality, mood disorders do not occur 

with equal frequency across all sex, racial, and ethnic groups. 

Although the precise reasons are unknown, some differ-

ences—especially the disproportionate number of women 

affected by depression—have consistently been observed 

and remain a topic of considerable scientific debate.

Depression in Women  Across cultures, almost twice as many women as men suf-

fer from major depression (Weissman et al., 1993), but the exact ratio changes with 

age (Angold et al., 1991). Depressive symptoms are more common among women 

who have few financial resources, are less educated, and are unemployed (McGrath  

et al., 1990). Even among women, rates of depression vary by age. Reproductive 

events such as puberty, the premenstrual period, pregnancy, the postpartum period, 

and menopause all are risks for mood disturbances (Angold & Costello, 2006; Harsh 

et al., 2009; Bennett et al., 2004; Driscoll, 2006), suggesting that the ebb and flow 

of female hormones may have some role. Yet the precise manner in which hormonal 

fluctuations influence risk for mood disorders is unclear.

Postpartum Depression (PPD)  All of the books painted such a rosy picture—the happy 

mothers breastfeeding, talking with other moms, developing that special bond with their new 

babies. What is wrong with me? Why do I just want this child to stop crying and go away?  

I can’t bear to have my husband touch me. What kind of a mother am I? All the baby does is 

scream. Help me! Where’s the joy? Why can’t I feel what they’re feeling?—Susan, new mother

As many as 80% of new mothers develop the “baby blues’’ within a few days of child-

birth. These mild mood symptoms (tearfulness, sadness, mood swings, irritability, 

fatigue) generally subside 2 weeks postpartum, that is, after childbirth (Henshaw, 

2003). Although for many women the blues are transient, they are a risk factor for the 

development of postpartum depression (Reck et al., 2009). The prevalence of depres-

sion with onset in the first 6 months postpartum ranges from 6.5 to 12.9% across 

studies, peaking at 2 and 6 months after delivery (Gavin et al., 2005).

This disorder not only negatively affects mothers’ functioning but also is associ-

ated with temperamental, social, emotional, cognitive, and behavioral difficulties in 

the children (Pearlstein, Howard & Zlotnick, 2009). In very rare cases, women may 

suffer a different condition known as postpartum psychosis (see Chapter 10).

Depression in Racial and Ethnic Minorities and Across Cultures    In the 

United States, whites experience higher rates of depression than non-Hispanic  

black and Hispanic populations (Breslau et al., 2005). The National Comorbidity 

In a manic state, people with bipolar disorder 
may act impulsively, such as spending exces-
sive amounts of money.

learning objective 6.3
Discuss sex differences in the risk for 
depression.

The “baby blues” is common among new 
mothers, but postpartum depression is a
serious psychological disorder.
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Study-Replication reported a higher prevalence of major depression in whites (17.9%) 

than non-Hispanic Blacks (10.8%) or Hispanics (13.5%) (Breslau, 2005).

Understanding racial, ethnic, and cultural differences requires an appreciation of 

culture and context. Breslau et al. underscore the importance of exploring facial and 

ethnic factors that may be protective against the emergence of depression. In fact, two 

factors, ethnic identity (Herd & Grube, 1996; Mossakowski, 2003) and religious par-

ticipation (Lee & Newberg, 2005; Varon & Riley, 1999; Wallace & Forman, 1998) 

seem to function as protective factors, lowering risk for depression.

A more fundamental question is whether the concept of depression is based primarily 

on a European (Western) understanding of mental illness. Many languages and cultures 

do not have words for depression, so simple translations of Western interview questions 

can complicate the diagnostic process, yielding inaccurate diagnosis and incorrect preva-

lence data. Overall, individuals from various cultures tend to report both psychological and 

physical symptoms of depression (Simon et al., 1999). Nonetheless, culturally appropri-

ate terminology would ensure recognition of depression across cultures, races, and ethnic 

groups in addition to the enhanced treatment delivery and adherence (Patel, 2001).

EPIDEMIOLOGY OF BIPOLAR DISORDER

Much less common than major depression, bipolar disorder affects approximately 1% 

of people in North America over their lifetimes (Merikangas et al., 2007). The aver-

age age of onset of the first manic or depressive episode is 18.2 years (Merikangas). 

Bipolar disorder is unrelated to sex, race/ethnicity, and family income and is commonly 

comorbid with substance use disorders, anxiety disorders, and impulse control disor-

ders (Merikangas). Unlike major depression, bipolar disorder affects males and females 

more equally (0.9% and 1.3%) (Merikangas). Watch on mypsychlab.com

DEVELOPMENTAL FACTORS IN DEPRESSION

The primary age-band of risk for depression is between 18 and 43 with the median 

age of onset around 30 years (Kessler et al., 2005). However, depression exists across 

all ages, and emerging data suggest that the risk of depression in children, adolescents, 

people with chronic illnesses, and the elderly (especially older people with health 

problems) is increasing (National Institute of Mental Health, 2003).

An estimated 2.5% of children and 8.3% of adolescents in the United States report 

suffering from depression (National Institute of Mental Health, 2000). Although the 

diagnostic criteria are the same, the observable signs of depression may differ, and young 

people may lack the necessary vocabulary and insight to describe depressed mood. 

Warning signs can include nonspecific physical complaints such as headaches, muscle 

aches, stomachaches, or tiredness; school absence or poor performance; unexplained 

irritability; crying spells; boredom; social withdrawal; alcohol or substance abuse; anger 

or hostility; relationship difficulties; and recklessness (National Institute of Mental 

Health). If untreated, depression in adolescence can lead to school failure, alcohol or 

other drug use, and suicide (U.S. Department of Health and Human Services, 2003).

Developmental factors also influence the sex ratio of depression. Throughout 

childhood, girls and boys are equally likely to have depression. However, around 

age 13, rates begin to climb for girls but remain constant or even decrease for boys 

(Cyranowski et al., 2000; Nolen-Hoeksema, 2001; Parker & Brotchie, 2004). By late 

adolescence, the 2:1 ratio (girls to boys) is established and thereafter remains fairly 

constant. As yet there is no clear explanation for this developmental sex difference, but 

Children as well as adolescents and adults 
may suffer from depression, but the signs and 
symptoms of the disorder may be different in 
children.

Bipolar Disorder

The Case of Feliziano

“Depression is the worst part. 
My shoulders feel weighted 

down, and my blood feels warmer than it is.  
I sink deeper and deeper.”
www.mypsychlab.com

20 40 60 80Birth

18–43
�

The peak age of onset for major depression 
is between 18 and 43 but onset can occur at 
any time.

www.mypsychlab.com
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biological, psychological, and environmental factors may be involved. These factors 

may include hormones, self-consciousness about bodily changes during puberty, poor 

sense of competence, socioeconomic disadvantage, victimization, chronic life stress-

ors, low self-esteem, and higher reactivity to stress. Any or all of these factors may 

converge to both increase risk and perpetuate mood disturbances in women (Nolen-

Hoeksema; Parker & Brotchie; Angold & Costello, 2006).

In addition to female sex, high neuroticism (i.e., the tendency to be sad, anxious, 

and emotionally reactive) is also associated with depression. Children high on the 

neuroticism trait may be more vulnerable to major depression (and anxiety disorders) 

(Parker & Brotchie, 2004). Using the biopsychosocial model (see Chapter 1), hormonal 

influences on the female brain (the biological factor) may be particularly powerful in 

those with higher neuroticism (the psychological factor), thereby increasing their vul-

nerability to social stress (the social factor) and the likelihood of experiencing depres-

sion during and after puberty. Depression often goes unrecognized and untreated in 

children and adolescents (Wang et al., 2005). This is unfortunate because early onset 

depression often persists, recurs, and continues into adulthood (Weissman et al., 1999).

On the other end of the developmental spectrum, about 10.6% of those over 

the age of 60 suffer from depression (Baldwin et al., 2002) (see Chapter 13), and 

approximately 1.3% suffer from dysthymia (Kessler et al., 2005). Older adults are also 

more likely to suffer from medical illnesses. Both the illnesses and the medications 

used to treat them can complicate the detection and diagnosis of depression (Árean & 

Reynolds, 2005). We are already seeing the emergence of depression earlier in life than 

previously; as the average age of the American population increases, researchers will be 

monitoring increases in the incidence of depression in late life (see Chapter 13).

20 40 60 80Birth

> 60
�

Depression in the elderly can be associated
with declining heatlh or use of certain 

medications. The word that older adults use 
to describe depression also can be different 

from younger adults.

DEVELOPMENTAL FACTORS IN BIPOLAR DISORDER

Children suffer from bipolar disorder, but the symptoms may be very different from those 

seen in adults. Symptoms of mania are also somewhat different. In children, mania may 

be chronic rather than episodic, may cycle rapidly, or may appear as a mixed state (Geller 

& Luby, 1997). During a manic episode, they are more likely to display irritability and 

temper tantrums rather than a euphoric “high.” These different symptoms make it difficult 

for mental health professionals to distinguish this disorder from other conditions such as 

attention-deficit/hyperactivity disorder, conduct disorder, oppositional defiant disorder, or 

even schizophrenia (National Institute of Mental Health, 2000; Weller et al., 1995) (see 

Chapters 10 and 12). Accurate diagnosis is critical because the onset of bipolar disorder in 

childhood or early adolescence may represent a different and possibly more severe condition 

than the condition that develops in adulthood (Carlson & Kashani, 1988; Geller & Luby).

On the other end of the age spectrum, only 1% of adults over the age of 60 

report bipolar disorder (Kessler et al., 2005) (see Chapter 13). After that age, manic 

and depressive symptoms often develop in association with medical illness, especially 

stroke (Van Gerpen et al., 1999). Older patients who may have had some elements 

of mania in younger years can experience manic symptoms later in life (Keck et al., 

2001). Among older people, intervals between mania and depression are shorter and 

the episodes longer than among younger patients (Keck et al.).

COMORBIDITY

Depression may co-occur with many medical conditions, including cardiovascular 

disease, central nervous system diseases, cancer, and migraines (Fleischhacker et al., 

2008). Coronary heart disease often coexists with depression, and depression can influ-

ence outcome from coronary illness (van Melle et al., 2004). Major depression also 



mood disorders 213

commonly coexists with other psychiatric conditions. Nearly three fourths (72.1%) 

of people with lifetime major depressive disorder had at least one additional disorder 

including anxiety disorders (59.2%), substance use disorder (24%), and impulse control 

disorders (30%) (Kessler et al., 2005). In most cases, depression occurred before the 

other conditions.

In addition to the presence of medical conditions, depression is commonly 

accompanied by other psychiatric illnesses. Chief among them are substance use dis-

orders (Grant et al., 2005), which can complicate the clinical presentation and the 

treatment approach. Depression is also the most common comorbid disorder in eating 

disorders (Fernandez-Aranda et al., 2007) and often persists even after recovery from 

the eating disorder (Sullivan et al., 1998).

Much research has been directed at understanding the relation between anxiety and 

depression. Twin studies examine how the same genetic and environmental factors can con-

tribute to two different disorders. In fact, the genetic correlation between major depres-

sion and generalized anxiety disorder is 100% (Kendler, 1996; Kendler et al., 2007; Kendler 

et al., 1992), suggesting that the same genetic factors influence the risk for both disorders. 

Genetically vulnerable individuals may develop major depression, generalized anxiety disor-

der, or both, depending on their environmental experiences. In other words, genes provide 

the vulnerability to a negative mood state, and the environment shapes which negative mood 

state emerges. This conclusion—that depression and anxiety represent the same gene(s) 

but different environments—is one compelling explanation for why these two disorders 

co-occur so commonly. As yet, we have not unraveled the second part of the equation—

namely, which environmental experiences result in depression, anxiety, or both?

concept CHECK

� Major depressive disorder is an episodic disorder and is marked by persistent low mood 

lasting at least 2 weeks. Dysthymia has a more chronic profile and consists of persistent 

low mood lasting a period of 2 years or more.

� Across the life span and across sexes, the prevalence of depression varies. Overall, 

depression is almost twice as common in women as in men.

� Bipolar I disorder is marked by the presence of manic episodes either with or without 

depressive episodes. Bipolar II is characterized by hypomanic episodes coupled with 

depression.

� Depression may look different in children and adolescents in part because of their level 

of cognitive development, insight, and available vocabulary to describe their feelings.

� Bipolar disorder in children is often marked by irritability rather than euphoria.

� Ethnic, racial, and cultural issues must be considered when determining the prevalence 

of depression across various groups.

CRITICAL THINKING QUESTION Depression in women is associated with both reproductive 

events and socioeconomic disadvantage. How would you go about determining the rela-

tive contribution of biology and environment?

Suicide
Although not all suicides are associated with depression, thoughts of suicide or of 

death are a frightening component of depression both for the sufferer and for family 

and friends. Suicide is one of the most perplexing of human behaviors and the most 

devastating outcome of depression. Its effects reach far beyond the person who dies 
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and can have a deep and long-lasting impact on family, friends, the community, the 

nation, and sometimes even the world. Family members and friends may never under-

stand what drove a person to suicide.

Suicide currently ranks as the eighth leading cause of death in the United States. It 

is estimated that between 2 and 5% of people in the United States attempt suicide some-

time in their lives (Moscicki, 1999). The World Health Organization (WHO) estimates 

that every year, nearly one million people die from suicide yielding a “global” mortal-

ity rate of 16 per 100,000. Globally, suicide rates have increased by 60% in the past 

45 years. Suicide is among the three leading causes of death among those aged 15-44 

years in some countries, and the second leading cause of death in the 10-24 years age 

group (WHO, 2011). It is commonly believed that suicide rates are underreported due 

to the misclassification of cause of death in situations such as single-vehicle car accidents.

Rates differ across the world. According to the latest official figures released 

by WHO, the highest rates of male suicide are found in Belarus, Lithuania, and the 

Russian Federation—all reporting rates greater than 50 per 100,000. In contrast, 

rates of male suicide in the United States are 17.7 per 100,000 and in females 4.5 per 

100,000 (WHO, 2011).

SUICIDAL IDEATION, SUICIDE ATTEMPTS,
AND COMPLETED SUICIDE

Suicidal ideation and behavior range from mere thoughts about suicide or death to 

plans about how to commit suicide to the completed act. Although varying in inten-

sity, at each level, these thoughts and behaviors should be taken seriously and should 

raise concern about the person’s psychological well-being.

Thoughts of death, also known as suicidal ideation, may take different forms. 

Passive suicidal ideation is a wish to be dead but does not include active planning about 

how to commit suicide. Active suicidal ideation includes thoughts about how to commit 

the act, including details such as where, when, and how. Although some suicidal acts 

are impulsive, detailed suicidal plans are of considerable clinical concern because they 

indicate premeditation and determination to complete the act.

Suicidal acts are evaluated based on lethality and intent. Some acts, occasionally 

called parasuicides, are behaviors such as superficial cutting of the wrists or overdoses of 

nonlethal amounts of medications. These acts are unlikely to result in death. However, 

intent cannot necessarily be inferred from lethality. For example, a woman who takes 

some pills to end her life may be unaware that the dose was not lethal; she may have 

fully intended to die. In contrast, violent attempts such as hanging, self-inflicted gun-

shot wounds, and jumping from a building are almost always associated with serious 

intent. Previous attempts at suicide increase the risk of suicide 30-40 times (Harris 

& Barraclough, 1997). A history of deliberate self-harm is the strongest predictor of 

future suicidal behavior (Zahl & Hawton, 2004). All attempts should be taken seri-

ously and require immediate treatment.

WHO COMMITS SUICIDE?

In the United States, 3.3% of individuals report suicidal ideation, 1.0% report having 

a plan, 0.2% report having made a suicidal gesture, and 0.6% report suicide attempts 

(Kessler et al., 2005). Males are more likely to commit suicide than females, although 

females are more likely to report suicidal ideation (Moscicki, 1997; Borges et al., 2006) 

(see Figure 6.3). This difference exists across the age spectrum and may reflect the fact 

that males choose more lethal methods such as hanging or using firearms. Among 

Firearms in the home increase the risk of 
suicide.

suicidal ideation  a condition characterized 
by thoughts of death
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adolescent males, the highest risk factors are mood disorders, previous suicidal attempts, 

substance abuse, conduct disorder, and presence of a gun in the home. In females, mood 

disorders, previous suicidal attempts, and presence of a handgun in the home increase 

risk (Brent et al., 1999; Shaffer et al., 1996). Youth from socially disadvantaged back-

grounds (less education and lower socioeconomic status) are at a higher risk of serious 

suicide attempt (Beautrais et al., 1997, 1998). Other contributors are parental psychiatric 

illness, parental suicide attempt, a phenomenon called drifting (being generally discon-

nected from school, work, and family), sociodemographic disadvantage, and adverse 

family circumstances (Beautrais et al.; Gould, 1990). In terms of immediate events likely 

to precipitate a suicide attempt, relationship breakdowns, interpersonal problems, and 

financial difficulties are most commonly reported in youth. One third of those attempt-

ing suicide do not identify any specific precipitating factor (Beautrais et al.). Among 

the elderly, chronic illness and decreasing social support may increase the risk of suicide 

(Conwell et al., 2002). (In Chapter 13 we discuss suicide in the elderly.)

The likelihood of committing suicide also varies with race and ethnicity. In the 

United States, between 2002–2006, the highest suicide rates were among American 

Indian /Alaskan Native males with 26.18 suicides per 100,000 and Non-Hispanic White 

males with 24.69 suicides per 100,000. In females, the American Indian/Alaskan Natives 

and Non-Hispanic Whites had the highest rates with 6.70 and 6.15 suicides per 100,000, 

respectively. The lowest rates for males were found among Asian/Pacific Islanders and 

among females Non-Hispanic Blacks had the lowest suicide rate (CDC, 2009).

ETHICS AND RESPONSIBILITY

As improbable as it may seem, suicide in preadolescent children not only exists 

but also is increasing. In 2006, 56 American children under age 12 committed sui-

cide of whom 45 were boys and 11 girls (Price, 2010). Most suicides in children 

involve hanging with a smaller number involving firearms, asphyxiation, and poi-

son (Vajani et al., 2007). Expert panelists at the 2010 American Psychological 

Association convention indicated that more than 90% of children who commit sui-

cide have a mental health disorder, most often major depression. Histories of sexual 

or physical abuse and a pattern of antisocial behavior—such as shoplifting, fight-

ing, or starting fires—is also common. Some evidence suggests that young boys who 

think they might be gay are also at risk. The expert panel cautioned that parents and  

FIGURE 6 .3

Serious suicide attempts are more frequent 
among girls than boys and more common 
among Hispanic adolescents than white or 
black adolescents.5
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teachers often ignore warning signs such as threats to kill themselves or frequent talk of 

suicide because they just do not believe that young children would actually act out such 

behaviors. Developmental issues can help in understanding suicide in children. First, 

because their brains are still developing, they might not realize the finality of suicide. 

Moreover, they are more impulsive than adults and may not be able to understand 

that the troubles they face are not necessarily permanent. As the panel emphasized, 

teachers and authorities must also work to prevent copycat suicide attempts. They need 

to avoid glamorizing suicide or presenting an overly positive image of the suicide victim 

as someone that children should try to model. Because suicides in children do occur, 

psychologists must assist parents and teachers in taking threats seriously and developing 

effective developmentally tailored interventions for children at risk.

RISK FACTORS FOR SUICIDE

Many factors may affect the risk of acting on suicidal thoughts or impulses, but one of 

the strongest predictors is a history of prior attempts (Borges et al., 2006).

Family History  Suicidal behaviors run in families. This is demonstrated by both fam-

ily studies and highly visible cases in which multiple family members across generations 

have committed suicide (see the feature “Real People, Real Disorders: The Heritability 

of Suicide—The Hemingway and van Gogh Families”). However, family studies cannot 

disentangle the extent to which this familial factor is genetic or environmental. Twin 

studies of suicidal ideation and suicide attempts clearly implicate genetic influences, even 

when accounting for the effects of psychopathology (Pedersen & Fiske, 2010).

Psychiatric Illness   Although suicide does not always occur within the context of 

mental illness, approximately 90% of attempted or completed suicides are committed 

by individuals who suffer from psychological disorders (Kessler et al., 2005). Clinicians 

are seriously concerned about the relation between major depression and suicide. In 

the National Comorbidity Study-Replication, 89% of individuals who attempted sui-

cide had major depression in the last 12 months (Kessler, 2005). Suicide attempts 

in bipolar disorder are approximately 60 times higher than the international popula-

tion rate; they tend to occur during severe depressive or mixed states and are often 

deadly (Baldessarini et al., 2006). Approximately 50% of patients with bipolar disorder 

attempt suicide during their lifetime, and between 15% and 20% die by suicide (Harris 

& Barraclough, 1997; Jamison & Baldessarini, 1999).

Other disorders associated with suicide attempts include substance use disorder, 

anxiety disorders, antisocial disorders, anorexia nervosa, and schizophrenia. Patients 

with schizophrenia may act on auditory hallucinations (“hearing voices”) commanding 

them to kill themselves.

Biological Factors  Scientific advances have increased our understanding of the neu-

robiology of suicide. In addition to genetics, neuroimaging and brain autopsy studies 

reveal very low levels of serotonin in the brains of people who have committed suicide 

(Mann et al., 2001). The biology and genetics of suicide appear to be at least partially 

independent of the biology of depression and other mental illnesses (Brent & Mann, 

2005). In other words, depression alone does not lead to suicide although it increases 

the risk. For example, behaviors such as impulsivity and pathological aggression, both 

of which are associated with low levels of serotonin, also may contribute to risk for 

suicidal behaviors.
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UNDERSTANDING SUICIDE

It is impossible to completely re-create the thoughts, circumstances, and triggers that 

lead to suicide. Although different approaches exist, they remain at best crude approx-

imations of what actually occurs when the decision is made to end one’s own life.

The Psychological Autopsy  Piecing together the events leading to suicide is com-

plicated. Between one fifth and one third of those who commit suicide leave sui-

cide notes, but these notes are not typically detailed accounts of what led to the act 

(Kuwabara et al., 2006). Putting together the information often involves a process 

known as a psychological autopsy. Clinicians interview family, friends, co-workers, 

and health care providers to identify psychological causes in much the same way that a 

In the mid-nineteenth century, the poet Alfred, Lord 
Tennyson, described multiple melancholic relatives as 

“taint[s] of blood” (Jamison, 1993). Perhaps a more strik-
ing reality is that suicide may also be heritable as in the 
families of Ernest Hemingway and Vincent van Gogh.

Hemingway’s family tree is tragically replete with 
suicide. Over two generations, four members commit-
ted suicide—the writer, his father, his brother, and his 
sister—and in 1996, the daughter of Ernest’s oldest son, 
model Margaux Hemingway, died from a barbiturate 
overdose. Ernest was diagnosed with bipolar disorder, 
and a clear pattern of depression, rages, and mania 
exists in his family (Jamison, 1993; Lynn, 1987). Before 
the writer took his own life in 1961, he had been hos-
pitalized and received electroconvulsive therapy for 
psychotic depression. The author’s writing reflected the 
experience of his father’s suicide: Many of his characters 
come face to face with death and are admired for con-
fronting death bravely and without emotional expression 
(Magill, 1983).

Suicide also runs strongly in the van Gogh family. Both 
Vincent van Gogh and his brother Cornelius took their 
own lives. Although Vincent van Gogh’s condition has 
been debated for nearly a century, much evidence taken 
from letters and medical records suggests that the painter 
suffered from depression, possibly manic-depressive ill-
ness (Jamison, 1993). His brother Theo also had psychotic 

and manic-depressive symptoms, and his sister 
Wilhelmina suffered from chronic psychosis, 
spending most of her life in a mental institu-
tion. Before shooting himself in 1890, van 
Gogh wrote of his illness in a letter to his brother 
Theo as “a fatal inheritance, since in civilization the 
weakness increases from generation to genera-
tion.”

Research corroborates the existence of 
these suicidal clusters. Researchers in Denmark 
compared 4,262 people who had committed 
suicide with control subjects and evaluated their 
family histories of suicide and psychiatric illness 
(Qin et al., 2002). People with a family history of 
suicide were 2.5 times more likely to commit 
suicide than those without a family history. 
Other studies have found that the familiality of 
suicide might be genetically transmitted.

The heritability of suicide complicates the 
already difficult matter of coping with a family 
member’s suicide—a process that can leave survivors with 
complex emotions as well as a feeling of stigma surround-
ing the act of suicide. Organizations such as the American 
Foundation for Suicide Prevention (AFSP) provide support 
and treatment resources to survivors. Joining these efforts, 
Mariel Hemingway, the granddaughter of the writer, has 
become an outspoken advocate for suicide prevention.

real people, real disorders

psychological autopsy  an attempt to identify 
psychological causes of suicide by interview-
ing family, friends, co-workers, and health care 
providers
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coroner searches for physical causes of death. A structured interview is sometimes used 

to reconstruct motives and circumstances. The interview addresses potential precipi-

tants and stressors, motivation, lethality, and intentionality. For example, the inter-

viewer may try to determine whether the person had distributed personal objects or 

written a will or other letters that would suggest deliberate suicidal intent.

Although this approach can help survivors understand factors that contributed 

to a suicide, it does little to diminish their anguish. Commonly, those left behind 

search for clues and blame themselves for not noticing them in time. For this rea-

son, comments about suicide or passive death wishes should always be taken seriously. 

Dismissing such comments as passing moods or cries for attention can be a devastat-

ing error. If a person is troubled enough to mention suicide, then something is wrong, 

and getting professional help is critical.

PREVENTION OF SUICIDE

Because suicide is a final act, interventions must focus on prevention. Indeed, suicide pre-

vention has served as a model for prevention in other mental illness fields, and prevention 

research has examined variables spanning from the individual to the community level.

Crisis Intervention   Suicide hotlines exist across the United States and are gener-

ally staffed by people with crisis intervention training. People with suicidal thoughts 

are urged to call these hotlines to receive support in the hope of preventing a suicide 

attempt. A counselor who determines that the caller is in immediate danger attempts 

to locate the person and send help immediately. Because hotlines are anonymous, 

it is virtually impossible to assess their specific effectiveness on a population level. 

However, even if the hotline provides only a referral for further psychiatric care, it 

represents a meaningful component of suicide prevention.

Focus on High-Risk Groups  One approach to suicide prevention targets people with 

several known risk factors (Brent & Mann, 2005). The children of parents with mood disor-

ders who have attempted suicide themselves are clearly an at-risk group. For those children, 

early detection and treatment of mood disturbances, substance abuse, and other comorbid 

symptoms could create an early connection with mental health professionals and provide 

parents and children with tools to deal with emerging symptoms before they become severe.

Societal Level Prevention  Using teacher and peer support, societal approaches try to 

“reconnect” youth who are drifting with social and emotional supports, thereby improving 

both their school and family functioning (Eggert et al., 1995; Thompson & Eggert, 1999; 

Thompson et al., 2000). Other interventions try to eliminate access to methods of com-

mitting suicide such as detoxifying domestic gas and decreasing access to firearms (Brent 

& Mann, 2005). Effective strategies involve working directly with the gun owner to secure 

rather than remove the gun and providing psychoeducation regarding the increased risk of 

suicide when a gun is in the home. Some evidence suggests that people who are determined 

to commit suicide will simply find alternative methods (Marzuk et al., 1992). It is not pos-

sible to eliminate every hazard (e.g., bridges and tall buildings), but limiting the availability 

of lethal weapons at least introduces a delay that creates an opening for intervention.

Preventing Suicidal Contagion  The media’s portrayal of suicides of famous people 

has been associated with copycat suicides (Gould, 1990). The careless inclusion of 

details about suicide attempts and the portrayal of those who commit suicide as tragic 

or flawed heroes or martyrs can lead to a pathological obsession with suicide as a 
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solution to life’s problems—especially in youth. In addition, suicide 

clusters, suicide pacts, and Internet sites that function as how-to or 

support groups that encourage suicide are frightening and dark por-

trayals of youth whose thinking is detached from reality.

When a youth commits suicide, schools often act immediately, 

intervening with critical incident debriefing (CID), a strategy that brings 

together people who witnessed a trauma to talk about the event and their 

reaction to it. CID is a controversial intervention that when used incor-

rectly may do more harm than good (Bootzin & Bailey, 2005). However, 

when trained professionals join with school officials to administer CID 

appropriately, it may provide an outlet for those affected to express their 

fears and grief by talking about the event. They can also seek support

and learn concrete ways to say “good-bye” to the suicide victim. CID can 

also help to identify fellow students at risk for suicide, allow students to 

process the death of a peer, and provide an accurate and balanced (rather than glorified) 

account of the pain and futility of suicide (Macy et al., 2004; Meilman & Hall, 2006).

TREATMENT AFTER SUICIDE ATTEMPTS

Serious suicide attempts require immediate medical care; however, prolonged psycho-

logical care beyond the effects of the attempt is sometimes necessary.

Jackie was seriously depressed and felt that life was hopeless. She attempted suicide by 

jumping out of a fifth story window. Although she shattered almost every bone in her 

body, she did not die. Now she faces a life with severe facial disfigurement, impaired 

ability to speak, and confinement to a wheelchair. All she thinks about is how to “finish 

the job.” Jackie desperately needs help, now more than ever, to cope with and find some 

relief from her depressed mood and her physical ailments. But as long as she remains 

focused on ending her life, her mood is bound to stay depressed, making it very difficult 

for her to seek out and receive the help she deserves.

Deliberate self-harm is a major risk factor for suicide. Various psychological and 

psychosocial interventions reduce self-harm behavior and improve mood in people 

who previously attempted suicide. However, more studies are needed to determine the 

impact of these interventions in reducing subsequent suicide attempts or completed 

suicides (Hepp et al., 2004). All individuals should receive follow-up psychiatric care 

after an attempt, but data suggest that many people who attempt suicide do not receive 

proper psychotherapeutic attention afterward (Beautrais et al., 1997).

Suicide hotlines, staffed either by profession-
als or trained volunteers, provide counseling 
and support for people who believe that their 
only alternative is to commit suicide.

concept CHECK

� The best predictors of a future suicide attempt include a family history of completed 

suicide, the presence of a psychological disorder, and past self-harm behavior (including 

a previous suicide attempt).

� Women are more likely to report suicidal ideation, but men are more likely to complete 

suicide.

� Few individuals leave notes explaining why they committed suicide.

� Although not all those who commit suicide are seriously depressed, approximately 90% 

of individuals who commit suicide have a mental illness.

CRITICAL THINKING QUESTION Suicide is a uniquely human behavior. What features of 

humans as a species influence our ability to commit suicide?
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The Etiology of Mood Disorders
An occasional feeling of low mood is a universal human experience, and we usually 

can identify the reason. For example, if you missed going home for a holiday or if you 

did not do well on an important exam, it would be reasonable to feel down for a day 

or two. Other events—such as losing a job or ending an important relationship—are 

more stressful and could lead to the onset of clinical depression. However, sometimes 

mood disorders can seem mysterious, and symptoms can turn into full-blown episodes 

with no obvious cause. Research provides valuable clues into the causes of mood disor-

ders although no one perspective adequately explains its onset.

learning objective 6.5

BIOLOGICAL PERSPECTIVE

With the adoption of new technologies and methods, studies of genetics and biologi-

cal determinants have provided exciting new insights about depression’s underlying 

causes and risk factors. Twin and adoption studies provide evidence of heritability. 

Neuroimaging studies map out brain circuitry and function that are altered in the con-

text of mood disorders. These studies, in turn, help shape our understanding of how 

environmental and sociocultural factors influence the course of mood disorders. All 

this information is being synthesized to develop new interventions and strategies for 

treating and managing mood disorders.

Genetics and Family Studies  Evidence converging from family, twin, and genetic 

studies indicates that genes influence the risk for major depression (Sullivan, 2000). 

This is not to say that genes alone cause depression. By definition, depression is a 

complex trait that is influenced by both genetic and environmental factors and their 

interaction. Family studies illustrate how mood disorders track across generations. 

Twin studies can tell us to what extent a mood disorder is influenced by genetic or 

environmental factors. Molecular genetics studies help us identify the actual genes 

that code for proteins that influence risk for mood disorders.

Major depression runs in families. First-degree relatives of people with depres-

sion are two to three times more likely to suffer from depression than are first-degree 

relatives of people without depression (Sullivan et al., 2000). In particular, the genetic 

predisposition appears stronger in those individuals who suffer from recurrent depres-

sion and when there is an early age at onset (Sullivan et al.). In addition to the family 

studies, twin studies estimate that the heritability of major depression is around 37% 

(Sullivan et al.). That means that about 37% of the risk for major depression is due to 

genetic factors with the remaining risk due to environmental factors.

Family and twin studies suggest a genetic component. The next critical step in 

research on causes of depression is to identify the specific genes involved and deter-

mine their function. One approach, called a linkage study, narrows the search to par-

ticular areas on a chromosome or several chromosomes that have a high likelihood 

of harboring risk genes (see Figure 6.4). Linkage studies are valuable because this 

approach narrows the search of the more than 20,000 genes in the human genome. 

Based on linkage studies, risk genes for depression may lie on chromosomes 1, 3, 4, 6, 

8, 11, 12, 15, and 18 (Levinson, 2005).

A second genetic approach, called an association study, starts by identifying a gene 

that is believed to be associated with a disorder and then examines whether genetic varia-

tions are more common among persons with a disorder (such as depression) than in con-

trols without the disorder. For depression, association studies have focused on genes that 
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regulate the serotonergic system, a network of neurons and neurotransmitters in the brain, 

one function of which is to regulate emotion (Levinson, 2005). Although several signifi-

cant associations have been found, the available data do not yet solve the genetic puzzle.

As we noted in Chapter 2, genomewide association studies (GWAS) do not 

focus on a single gene but scan the entire genome to identify genetic variants. A large 

GWAS of 2,431 cases and 3,673 controls did not identify genes that might be impli-

cated in depression. Although this sample size might seem like a very large number of 

research participants, the researchers estimated that much larger sample sizes will be 

needed to understand the role of genes in the onset of depression (Wray et al., 2010).

Ultimately, understanding depression involves understanding both genetic and 

environmental factors. Exploring this interaction may help determine why some 

people are more vulnerable to environmental stressors (see the feature “Research 

Hot Topic: The Interaction Between Genes and Environment”). New technologies 

and approaches will make it more likely that specific genes will be identified. Future 

research may identify genetic variants that influence response to medication and per-

haps to psychotherapy (Malhotra et al., 2004), allowing mental health professionals to 

target treatment to an individual, enhancing its likelihood of success.

Bipolar disorder  As illustrated by its complex clinical picture, multiple factors 

are implicated in the etiology of bipolar disorder (American Psychiatric Association, 

2005; Berk & Dodd, 2005; Keck et al., 2001; National Institute of Mental Health, 

2001; Perlis et al., 2006). Family, twin, and adoption studies all support a strong 

familial and genetic component (Barnett & Smoller, 2009). Estimates of the heritabil-

ity of bipolar disorder range from 59% to 87% (McGuffin et al., 2003).

Linkage studies have identified several areas of the genome that may harbor genes 

that influence susceptibility to bipolar disorder (Hayden & Nurnberger, 2006). One 

large-scale GWAS tested 1.8 million genetic variants in 4,387 cases and 6,209 controls 

and identified a region of strong association in a gene named ANK3 (ankyrin G) and 

one named CACNA1C that may be involved in the development of bipolar disorder 

(Ferreira et al., 2008). The next critical step is to understand the function of suspected 

genes and how they may contribute to risk. Helping us address these questions are 

FIGURE 6 .4

Geneticists use a calculation known as a het-
erogeneity logarithm of odds (HLOD) score 
to determine whether a gene is related to a 
disorder. An HLOD score higher than 3 indi-
cates areas of significant linkage. In this case, 
a linkage is shown between chromosome 12 
and depression. Reprinted from Abkevich, V., 
et al. Predisposition locus for major depression at 
Chromosome 12q22-12q23.2. American Journal of 
Human Genetics, 73(6), pp. 1271–1281. Copyright © 
2003 with permission from Elsevier.
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studies that use neuroimaging techniques to explain what happens in the brain of indi-

viduals with mood disorders.

Neuroimaging Studies  Neuroimaging studies have begun to elucidate brain regions 

and pathways that may be implicated in mood disorders. In depression, functional 

neuroimaging studies have focused on four main brain regions: the amygdala, which is 

associated with memory and emotional responses to stimuli; the orbitofrontal cortex, 

which is responsible for cognitive processing and decision making; the dorsolateral 

prefrontal cortex, which is involved with affect regulation, planning, and decision 

making; and the anterior cingulate cortex, which is involved with error detection, 

motivation, and modulation of emotional responses (Koenigs & Grafman, 2009).

In bipolar disorder, many of the brain regions implicated are involved with 

emotional reactivity and regulation and parallel findings for major depression. The 

amygdala, prefrontal cortex, anterior cingulate cortex, and hippocampus have shown 

differences in individuals with bipolar disorder compared with controls (Davidson, 

Pizzagalli & Nitschke, 2002; Mayberg et al., 2004).

fMRI studies of people with bipolar disorder undergoing emotional and cogni-

tive tasks have identified abnormal brain activity in frontal, subcortical, and limbic 

regions (Yurgelun-Todd & Ross, 2006). An example of an emotional task would be 

looking at happy vs. angry faces. The sheer number of identified abnormalities makes 

it difficult to conclude that any one brain area is responsible for bipolar disorder. In 

fact, the symptoms of bipolar disorder may emerge from the dysfunction of intercon-

nected brain networks (Adler et al., 2006).

Although intriguing, these studies were conducted with people who had the dis-

order, so we cannot use the data to draw conclusions regarding causality. An alternative 

hypothesis is that differences in brain function may be the result of the disorder (i.e., bio-

logical scarring) rather than its cause. To ultimately determine the role of neurobiology, we 

will need to conduct neuroimaging studies of individuals who are at risk for bipolar disor-

der but who do not yet show any symptoms (e.g., children of parents with bipolar disor-

der) and follow them over time. This research design could help determine whether any 

premorbid abnormalities exist and are associated with the development of mood disorders.

Environmental Factors and Life Events  Genetic studies 

suggest that biological factors play an important role in the 

etiology of mood disorders, but the environment is involved 

as well. Environmental factors that contribute to the onset 

of major depression include stress, loss, grief, threats to rela-

tionships, occupational problems, health challenges, and the 

burdens of caregiving (Brown et al., 1996; Kendler et al., 

1998; Monroe et al., 2001). Stressors such as abuse, maternal 

deprivation, neglect, or loss that occur early in life may have 

enduring effects on brain regions that influence stress and 

emotion (see Chapter 4). These permanent brain changes, 

such as heightened stress responsiveness throughout life, may 

increase the risk for depression (Kaufman & Charney, 2001).

Teasing apart the relationship between a stressful life 

event and the onset of a mood disorder is a challenge for clini-

cians. Was the stressful event truly independent of the mood 

disorder (e.g., a parent suddenly dies from a heart attack), or 
Experiences of loss and grief can contribute 
to the onset of depression.
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did the person’s depression contribute to the emergence of the stressful life event (a 

romantic relationship ends)—a dependent life event.

Right out of law school, John landed a prime job with a prominent law firm in his home 

city. The hours were grueling. At first he was energized by the challenge, but after 

months of getting by on 4 hours of sleep per night, he started to have pervasive self-

doubts about his abilities, forget important facts about cases, and have altercations with 

his colleagues. He was late for work and when he arrived, he looked disheveled and often 

disoriented. He was fired from his job and blamed his depression on this loss. In reality, 

the job stress precipitated the depression, and his job loss was a dependent life event.

Although stressful life events are commonly reported in first episodes of major 

depression, over time, recurrent episodes seem to be more independent of life events 

(Kendler et al., 2000).

An important question is why stressful life events seem to lead to depression in 

some people but not in others. For example, women who are at high genetic risk for 

major depression not only report more stressful life events (Kendler & Karkowski-

Shuman, 1997; Kendler & Prescott, 1999) but also are more sensitive to their effects 

(Kendler et al., 1995). This phenomenon is called genetic control of sensitivity to the 

environment (Kendler & Karkowski-Shuman). This basically means that two people 

can encounter the same stressful life event, but because of their genetic makeup, one 

person experiences that event as more stressful (see the feature “Research Hot Topic: 

The Interaction between Genes and Environment”).

PSYCHOLOGICAL PERSPECTIVE

Long before we understood the role of biology, clinicians and researchers sought psycholog-

ical explanations for mood disorders. Older psychological theories have evolved over time, 

and some factors, such as loss, have been consistently identified. Research has produced a 

complex picture that has questioned some early psychological theories and supported others. 

Nevertheless, these theories reflect our changing ideas of depression and provide a founda-

tion for formulating new research questions and for designing new interventions.

Psychodynamic Theory  Freud conceptualized depression as “anger turned inward” 

(Freud, 1917). The anger, he proposed, arises after the loss of an object—either 

real or imagined. In Freudian terms, an “object” is anything to which someone is 

emotionally attached (e.g., another person, an aspect of the self, an animal). The 

loss may be real, such as the death of a friend or of a romantic partner, or it may 

be a process that is completely contained in the unconscious, below the person’s 

level of awareness. An unconscious loss might be the loss of some aspect of youth 

about which the person was not actively aware. In “Mourning and Melancholia,” 

Freud distinguished between these two terms. According to Freud, melancholia

(a condition akin to major depression) is a “profoundly painful dejection, cessation 

of interest in the outside world, loss of the capacity to love, inhibition of all activity, 

and a lowering of the self-regarding feelings to a degree that finds utterance in self-

reproaches and self-revilings, and culminates in a delusional expectation of punish-

ment.” To illustrate anger turned inward, Freud noted that melancholics were often 

highly self-accusatory—usually in ways that were not realistic or justified. These 

accusations were misdirected against the self; Freud believed that they were actu-

ally directed against someone whom the patient loved. Freud focused on internal 

representations of our relationships in the external world. He emphasized that the 
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loss of a person in the real world leads to an internal loss, which is experienced as a 

psychic wound or a lesion in one’s self-esteem.

Psychodynamic theorists consider depression and mania as intricately inter-

linked. They view hypomania and mania as defenses against the unwanted and intol-

erable experience of depression. Exaggerated self-esteem and grandiosity protect the 

person against confronting the underlying distressing thoughts associated with low 

self-esteem or self-loathing.

Both clinical experience and research support the hypothesis that loss (as well as 

other stressful life events) can precipitate depression. Advances in psychodynamic the-

ory focus on the role of real-world relationships and loss in the emergence of depres-

sion rather than on unverifiable unconscious processes (Horner, 1974). Moreover, 

psychodynamic underpinnings contributed to the development of a successful inter-

vention for depression called Interpersonal Psychotherapy (see “The Treatment of 

Mood Disorders”) (Klerman et al., 1984).

We know that both genes and environmental factors are 
involved in the onset of depression. One controversial 

study by Drs. Avshalom Caspi, Terrie Moffitt, and colleagues 
(Caspi et al., 2003) reported intriguing findings on a gene–
environment interaction.

The Caspi study inspired headlines from newspapers world-
wide such as “Gene more than doubles risk of depression fol-
lowing life stresses.” Specifically, the study showed that among 
people who suffered multiple stressful life events over 5 years, 
43% with one version of a gene (the “short” version) developed 
depression compared with only 17% with another version of the 
gene (the “long” version). Regardless of the number of stressful 
life events, people with the “long” or protective version had no 
more depression than people who were more stress free. The 
gene studied in this investigation was responsible for program-
ming the actions of a particular protein. That protein, in turn, 
was responsible for recycling the neurotransmitter serotonin 
after it entered the neural synapse. The most widely prescribed 
class of antidepressants acts by blocking this transporter pro-
tein. This allows more serotonin to stay in the synapse and to 
be available in pathways involved in regulation of the emotions. 
For this reason, the gene has been a prime suspect in mood 
and anxiety disorders.

The authors believed the key to understanding these find-
ings was studying both genes and environment. Dr. Moffit 
stated, “We found the connection only because we looked at 
the study members’ stress history.” The study followed 847

Caucasian New Zealanders born in the early 1970s from birth 
into adulthood; 17% carried two copies of the stress-sensitive 
short version, 31% two copies of the protective long version, 
and 51% one copy of each version. Drawing on research with 
animals, the researchers hypothesized that the interaction of 
genes and environment would be evident, and they therefore 
tallied life stresses on participants in the study. Although those 
with the short variant and at least four life events represented 
only 10% of the study sample, they accounted for nearly 25% 
of the cases of depression. Among those with four or more 
stressful life events, 43% of those with two copies of the short 
variant developed depression compared with 17% of those with 
two copies of the long variant. After publication of this study, 
several groups attempted to replicate the findings. In 2009, a 
meta-analysis of more than 14 studies that examined the asso-
ciation between the serotonin transporter gene, life events, 
and risk for depression showed no interaction of genotype and 
stressful life events on risk for depression. These results clearly 
illustrate the importance of replication in science and suggest 
caution when interpreting unreplicated findings.

Caspi, A., Sugden, K., Moffitt, T. E., Taylor, A., Craig, I. W., Harrington, H., 
McClay, J., Mill, J., Martin, J., Braithwaite, A., Poulton, R. (2003). Influence of 
life stress on depression: moderation by a polymorphism in the 5-HTT gene.
Science, 301, 386–389.

Risch, N., Herrell, R., Lehner, T., Liang, K. Y., Eaves, L., Hoh, J., et al. (2009)
Interaction between the serotonin transporter gene (5-HTTLPR), stressful 
life events, and risk of depression: A meta-analysis. Journal of the American 
Medical Association, 301, 2462–2471; Eureka Alert—http://www.eurekalert
.org/pub_releases/2003-07/aaft-ghd070803.php.

research HOT topic

http://www.eurekalert.org/pub_releases/2003-07/aaft-ghd070803.php
http://www.eurekalert.org/pub_releases/2003-07/aaft-ghd070803.php
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Attachment Theory  Guided by data from animal studies, John Bowlby examined 

how disruptions in mother–infant attachment could lead to depression and anxiety. 

According to Bowlby, attachment has evolutionary significance for survival and is 

related to maternal protection of offspring from predators. Bowlby proposed that a 

child’s response to maternal separation consists of three stages: (1) protest, (2) despair, 

pain, and loss, and (3) detachment or denial of affection for the mother. Others have 

expanded Bowlby’s ideas to highlight how early attachment affects later life function-

ing and how disruptions in attachment lead to vulnerability to depression, anxiety, and 

problems with attachment in adulthood (Ainsworth, 1982).

Behavioral Theories  Charles is a widower. After his wife died, he decided to fill his 

time by volunteering at the hospital two blocks from his home. His volunteer work was 

fulfilling, and he won several hospital awards for his dedication to his work and the peo-

ple whom he served. Financial pressures forced the hospital to close. Charles no longer 

felt comfortable driving, and there was no public transportation in his neighborhood. 

Now Charles had no way to occupy his time, no opportunity to feel needed, and no one 

to praise him for his work. Soon, Charles stopped getting dressed and told his children, 

who lived in another city, that there really was no reason to leave his house any more.

Behavioral theory (e.g., Skinner, 1953) proposes that depression results from the 

withdrawal of reinforcement (aspects of the social environment) for healthy behaviors. 

Changes in reinforcement may result from decreases in the number and types of rein-

forcing stimuli and/or the inability to obtain reinforcement due to a lack of social skills 

(Lewinsohn, 1974). For example,

Jana was always shy but had a close circle of friends whom she had to leave behind when 

she moved cross-country to a new city for what she thought would be a fabulous new 

job. Suddenly, there was no one with whom she felt close enough to go out to dinner or 

share her thoughts (there was a decrease in available social reinforcers). Her severe shy-

ness prevented her from meeting new people (she was unable to obtain reinforcement 

because of a lack of social skills). Although she called her friends when 

she could, they could no longer drop by for a glass of wine or call her 

to go shopping. The longer she was in her new environment, the sad-

der she became. Her new colleagues saw a quiet person who did not 

smile, and they were not inclined to approach her.

Learning and Modeling   Many researchers have been interested 

in discovering how learning theory might play a role in the in etiol-

ogy of depression. Among them is Martin Seligman, who devel-

oped his theory of learned helplessness by accident while exploring 

the effects of inescapable shock on avoidance learning (Seligman, 

1975). In his experimental avoidance learning paradigm, dogs were 

restrained in a harness while several shocks (an unconditioned 

stimulus—UCS) were paired with a conditioned stimulus (CS), in 

this case a light. After the conditioning trials, the dogs were placed 

in a box where they could easily avoid a shock by jumping over a 

low barrier (see Figure 6.5). Surprisingly, most of the dogs failed to learn to avoid the 

shock. They remained sitting when the light came on, receiving shocks that they could 

easily have escaped. Seligman theorized that their earlier experience with inescapable 

shocks interfered with the dogs’ ability to learn that escape was possible in a new 

Environmental factors, such as the loss of 
social support or social reinforcement, are 
significant in the onset and maintenance of 
depressive episodes.

learned helplessness  a term meaning that 
externally uncontrollable environments and 
presumably internally uncontrollable environ-
ments are inescapable stimuli that can lead to 
depression
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situation. Seligman called this “learned helplessness.” About a third of the dogs did 

learn to escape, suggesting that there are fundamental underlying differences in the 

likelihood of developing learned helplessness. Although we do not know the nature of 

these underlying differences, they may be either biologically or environmentally based.

Learned helplessness proposes that externally uncontrollable environments (e.g., 

repeated abuse, failure at school or work, relationship failures) and presumably inter-

nally uncontrollable environments (e.g., pervasive low mood, thoughts of death) are 

inescapable stimuli that can lead to dysphoria (sadness or low mood) and major depres-

sion. Why some people develop learned helplessness and others do not may depend 

on whether the individual thinks the situation is inescapable (Abramson et al., 1978, 

2002). If the situation is attributed to an internal cause that is personal, pervasive, and 

permanent (e.g., I lost my job because I’m a jerk and I’ll always be a jerk), then help-

lessness, hopelessness, and depression may result. In contrast, if negative events are 

seen as external and impermanent (e.g., I lost my job because my boss is a jerk. In my 

next job I’ll work for someone better), helplessness and depression are averted.

Three aspects of learning theory are relevant to understanding the development 

of depression. The first concerns an individual’s appraisal of themselves, their lives, 

and others (Alloy et al., 2000; Beck et al., 1979). The second focuses on problem 

solving, whether an individual has a proactive (positive) or an avoidant approach to 

solving problems (D’Zurilla & Nezu, 1999). The third aspect focuses on the success of 

previous attempts to deal with stress (Folkman & Lazarus, 1985). Each of these fac-

tors appears to contribute to a person’s vulnerability to depression and its chronicity.

Cognitive Theory    Aaron Beck, the father of cognitive therapy, proposed that 

thoughts cause feelings and behaviors and that negative thoughts can cause depressive 

feelings and behaviors. The theory proposes that negative cognitive schemas (patterns 

of negativistic thinking) can develop early in life and become part of an individual’s 

self-concept (Beck, 1961, 1967; Sher, 2005). Negativistic thinking is characterized by 

persistently pessimistic and critical thoughts. Individuals with negativistic thinking 

are also more prone to low self-esteem (Verplanken et al., 2007). This thinking style 

FIGURE 6 .5

After being in an inescapable situation, the 
dog is put in a situation from which escape 
from painful shock is possible. However, 
because of prior learning, most of the dogs 
did not try to escape the shock by jumping 
over the very small barrier. Lilienfeld, S. et al., 
(2009). Psychology: From Inquiry to Understanding,
Allyn & Bacon. Copyright © 2009. Reprinted by per-
mission of Pearson Education.

Light dims, warning of
impending shock

Dog will be safe from
shock on this side

Bars in this side
will be electrified

Grid floor–shocks can
be administered
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contributes to the inability to find pleasure from previously pleasant experiences and 

to the social isolation commonly seen in depression (Cacioppo et al., 2010). Negative 

schemas can be identified by the presence of automatic thoughts, which are dysfunctional 

thoughts and represent beliefs about the self that become a habitual pattern of thinking:  

I’m a failure, I have no willpower, and I have no luck in love. Automatic thoughts 

tend to be extreme and counterproductive and to produce negative feelings. They go 

untested, become fixed, and lead to self-fulfilling prophecies (e.g., you expect to fail and 

so you do). Beck proposed that individuals with depression experience a negative cogni-

tive triad—negative thoughts about the self, the world, and the future. He described a 

variety of thinking errors that sustain the negative thoughts in the triad (see Figure 6.6).

FIGURE 6 .6

Overgeneralizing:

Dichotomous or “all or nothing” thinking: Thinking in “all-or-nothing” terms. 
“If I can’t do something perfectly, I may as well quit.”

Condemning yourself as a total person on the basis of a single
event. “I got a C on a psychology test—I cannot be a psychologist.”

Selective thinking: Concentrating on your weaknesses and forgetting your
strengths. “It does not matter that I am a good singer. I cannot dance or act.”

Catastrophizing: Only paying attention to the dark side of things, or overestimating
the chances of disaster. “I didn’t get into an Ivy League school. I’ll never have a de-
cent career.”

Personalizing: Taking things personally that have little or nothing to do with you.
“Jenny is so quiet. She must really be angry with me.”

Personal Ineffectiveness: Assuming you can do nothing to change your situation.
“Jack always criticizes me. I wish he would quit.”

concept CHECK

� Psychodynamic theories focus on the concept of “anger turned inward” and the role of 

loss in the etiology of depression.

� Behavioral theory focuses on the loss of reinforcement; depression results from the with-

drawal of reinforcement (usually pleasant aspects of the social environment) that sup-

ports our participation in healthy behaviors.

� Learned helplessness theory focuses on perceiving uncontrollable environments as ines-

capable stimuli that lead to feelings of dysphoria and major depression.

� Cognitive theory focuses on the negative cognitive triad—negative thoughts about the 

self, the world, and the future.

CRITICAL THINKING QUESTION Ming started feeling depressed at the end of her first year 

of college. Earlier that year, she had injured her knee, which kept her sidelined from the 

varsity women’s soccer team. After she got a C on an important exam in biology, she 

began to question her ability to enter medical school, her longtime goal. In the spring, her 

father died suddenly of a heart attack. How do you think each of these events might have 

contributed to her depression?
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The Treatment of Mood Disorders
Several treatments are available for people who suffer from mood disorders, ranging 

from “talk” therapies to antidepressant medication and other biologically based treat-

ments. Just as mood disorders may involve symptoms of the mind and body, treatment 

in some cases involves both psychotherapy and medication.

MAJOR DEPRESSION

Because many medical illnesses can masquerade as depression, an important first step 

in treatment is a comprehensive physical exam (APA, 2000). In addition to ruling 

out a medical cause (such as cancer, malnutrition, mild stroke, certain metabolic dis-

orders), a complete review of current medications is important because certain drugs 

can have side effects (such as fatigue or hyperactivity that disrupts sleep) that mimic 

depression. Once these possibilities are ruled out, the next step is selecting an appro-

priate treatment strategy. Surprisingly, only about half of those with major depression 

obtain professional treatment, and, of these, only about 22% receive clinically adequate 

care (Kessler et al., 2003).

In part, this inadequate treatment is due to the failure to recognize the symp-

toms, to the stigma associated with seeking care, or to the provider’s lack of knowledge 

about evidence-based treatments. Campaigns such as “Real Men, Real Depression” 

launched by the National Institute of Mental Health (http://menanddepression.nimh

.nih.gov/) seek to improve mental health literacy by helping people recognize the signs 

of depression and providing a roadmap for seeking care.

Many efficacious treatments for major depression are available. Psychotherapy 

helps people express distressing emotions and learn more effective ways to deal with 

factors that may have contributed to or resulted from depression. Medications and 

other physical treatments (e.g., electroconvulsive therapy and deep brain stimulation) 

can help individuals who are too depressed to benefit from psychotherapy alone. Many 

choices exist, and often more than one approach is needed until an efficacious treat-

ment is found (Ebmeier et al., 2006; Moore & McLaughlin, 2003).

Psychological Treatments    Psychological treatments focus on understanding 

how thoughts, perceptions, and behaviors influence depressed mood and vice versa. 

Generally, a trained clinician (in most cases a clinical psychologist or licensed clinical 

social worker) delivers them in individual or group settings and are an essential com-

ponent of a comprehensive treatment plan for depression.

Cognitive-Behavioral therapy (CBT)    Cognitive-behavioral therapy (CBT) 

(Beck, 1979) is based on the premise that an individual can learn to think and behave 

differently, which can lead to improved mood. A key ingredient involves having 

patients record their thoughts, feelings, and behaviors (see Figure 6.7). Through this 

monitoring, patients identify situations or triggers for low mood as well as situations 

associated with improved mood. Once triggers are identified, the patient learns to rec-

ognize and modify automatic or distorted thoughts and change behaviors to improve 

mood and functioning.

After keeping her mood and thought records, Bonita noticed that her moods were con-

sistently worse as the weekends approached. Earlier in the week she was focused on 

work-related tasks, but then she noticed that around Wednesday, she started having 

Because men are less likely to admit feel-
ings of sadness, the National Institute of 
Mental Health launched the “Real Men, Real 
Depression” campaign to help men under-
stand and seek help for their symptoms of 
depression. This leaflet is part of their effort.

learning objective 6.6

http://menanddepression.nimh.nih.gov/
http://menanddepression.nimh.nih.gov/
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thoughts like “everyone else is making plans for the weekend and I’m going to be all 

alone as usual.” By Friday morning she was consistently negative and the thoughts would 

get worse: “I am a complete loser.” “No one wants to be around me.” Working with her 

therapist, Beverly challenged her negative thoughts with other thoughts that were more 

balanced, less “all or nothing.” For example, she replaced “No one wants to be around 

me” with “I haven’t given people the chance to see who I am; I have to take initiative.” 

Once she recognized the weekly pattern, she used the negative thoughts as calls to 

action rather than as signs of an inevitable slide into a weekend of misery and loneliness.

Interpersonal psychotherapy (IPT)    IPT is a focused time-limited therapy 

developed by Klerman and Weissman (Klerman et al., 1984). It has its roots in the 

work of Harry Stack Sullivan, who emphasized the importance of current interper-

sonal relationships for mental health. Its core principle is that interpersonal problems 

can trigger depression and depression itself can influence interpersonal functioning.

Sam had grown increasingly frustrated with his job since his new boss took over; they 

always disagreed about his effort, and his boss was constantly on his case. In addition, all 

of his co-workers avoided him in the break room in large part because Sam always com-

plained about the boss’s heavy-handed tactics. He found himself having trouble getting 

up in the morning to go to work, and showing up late just led to more criticism. He with-

drew from his co-workers and eventually from his wife, who was having trouble under-

standing Sam’s sullen and angry mood. Losing his job was the last straw. He stopped 

coaching his son’s baseball team because he was too ashamed to face the other dads, 

and he started staying out late at night to avoid the inevitably tough conversations with 

his wife about bills that were piling up.

IPT uses 12 to 16 sessions and focuses on an interpersonal problem area (grief, role 

transition, disputes, interpersonal deficits) that guides treatment. Therapeutic techniques 

include expression of mood, clarification of feelings, communication analysis, and behav-

ior change. IPT is efficacious for mild to moderate depression and is also used to treat 

dysthymia, adolescent and late-life depression, anxiety, and eating disorders (Fairburn, 

1993; Frank et al., 1991; Lipsitz et al., 2006; Mufson et al., 1994; Stuart, 1995).

Behavioral activation  Based on the theory that depression is maintained by a lack 

of positive reinforcement, early behavioral interventions focused on increasing access 

to pleasant, and therefore reinforcing, events through daily scheduling of pleasurable 

activities, social skills training, and time management strategies (e.g., Lewinsohn & 

Graf, 1973). Behavioral activation treatment for depression (BATD; Lejuez et al., 2001) 

FIGURE 6 .7

After identifying a negative, automatic thought, 
a cognitive-behavioral therapist encourages the 
person with depression to replace that thought 
with a more positive idea. Reframing the situa-
tion in more positive terms often helps the per-
son feel less negative about the self, the world, 
and the future.

Situation: Got a C on a test for which I studied really hard 

Automatic Thought: I’m so stupid. I’ll never get my degree 

Emotion: Sad and discouraged 

New Thought: This was the first test—next time, I’ll be better prepared 

Outcome: Concerned but motivated to continue in class  
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modifies this approach, emphasizing increased contact with positive reinforcement for 

healthy behaviors, thereby increasing positive mood. For example, for someone who is 

stuck in a “dead-end” job, therapy may include scheduling weekly trips to the library 

to read about career development. With BATD, the therapist and patient develop a 

comprehensive list of goals in major life areas. Each week, they develop more specific 

goals and activities to be completed by the patient (Hopko et al., 2003). As the patient 

completes the goals, increased positive reinforcement helps reduce depressive symp-

toms (e.g., Lejuez et al.).

Biological Treatments  Biological treatments are most often medications designed 

to alter mood-regulating chemicals in the brain (and body). These treatments are gen-

erally prescribed by a psychiatrist but may also be given by family practitioners (in 

part because of the stigma attached to seeking psychiatric care). These treatments are 

efficacious in reducing symptoms of moderate to severe depression, especially when 

combined with psychological treatment (NICE, 2004).

First-generation antidepressants—Tricyclic antidepressants and monoamine 
oxidase inhibitors   The first drugs marketed to treat depression were the mono-

amine oxidase inhibitors (MAOIs) and the tricyclic antidepressants (TCA), some-

times called traditional or first-generation antidepressants. MAOIs treat depression by 

inhibiting (preventing) the action of the enzyme monoamine oxidase. Normally, this 

enzyme breaks down the neurotransmitters norepinephrine, serotonin, and dopamine 

in the brain. By preventing the enzyme from doing its work, the availability of these 

neurotransmitters in the neural synapses is increased, which is believed to cause the 

antidepressant effect.

MAOIs are efficacious, especially in people who have depressive symptoms 

such as hypersomnia (sleeping too much) and weight gain (Thase & Kupfer, 1996). 

People who take MAOIs must not eat foods containing the substance tyramine 

because the interaction of the drug and these foods can cause extremely high blood 

pressure and possibly death. Foods containing tyramine include smoked, aged, or 

pickled meat or fish; sauerkraut; aged cheeses; yeast extracts; fava beans; beef or 

chicken liver; aged sausages; game meats; red and white wines; beer; hard liquor; 

avocados; meat extracts; caffeine-containing beverages; chocolate; soy sauce; cottage 

cheese; cream cheese; yogurt; and sour cream. Owing to their potentially dangerous 

side effects, MAOIs are usually prescribed only for people who have not responded 

to other medications.

Tricyclic antidepressants work by preventing the reuptake of various neurotrans-

mitters in the brain—primarily norepinephrine and serotonin. By blocking the reup-

take of the neurotransmitter back into the neuron, they remain longer in the synapse, 

thereby increasing their availability for activation of the next neuron. The name of 

these drugs comes from the fact that they share a three-ring molecular structure. 

Countless randomized clinical trials document their efficacy compared to placebo 

controls. Typically, patients take the medication for 6 to 8 weeks. If the response 

is positive, the medication may need to be continued for many months to prevent a 

relapse (Ebmeier et al., 2006). These medications must not be stopped abruptly. First-

generation antidepressants are often accompanied by multiple side effects, including 

dry mouth, constipation, bladder problems, sexual problems, blurred vision, dizziness, 

daytime drowsiness, and increased heart rate. Thus, they are no longer the first choice 

for pharmacological treatment of depression (Gartlehner et al., 2005).

antidepressant  a group of medications 
designed to alter mood-regulating chemicals 
in the brain and body that are highly effective 
in reducing symptoms of depression
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Second-generation antidepressants  The second-generation antidepressants 

include selective serotonin reuptake inhibitors (SSRIs) and serotonin and norepi-

nephrine reuptake inhibitors (SNRIs) (Hansen et al., 2005). Perhaps the best known 

antidepressant is fluoxetine (Prozac), which was approved in 1987 by the U.S. Food 

and Drug Administration (FDA). We do not fully understand how most second-

generation antidepressants work, but in general, they act by selectively inhibiting the 

reuptake of serotonin at the presynaptic neuronal membrane, restoring the normal 

chemical balance. (See Figure 4.8 in Chapter 4.) The SNRIs inhibit both serotonin 

and norepinephrine reuptake as well as that of dopamine to a lesser extent.

The SSRIs and other second-generation antidepressants appear to be as effica-

cious as the TCAs and MAOIs (Gartlehner et al., 2005). They have fewer and milder 

side effects than the TCAs, and patients generally tolerate them well (Anderson, 2001; 

Hansen et al., 2005; Taylor et al., 2006). (Side effects may include sexual problems, 

headache, nausea, nervousness, trouble falling asleep or waking often during the night, 

and jitteriness.)

In the early 2000s, concerns grew about a potentially lethal adverse effect of 

SSRIs. Several highly publicized cases led the FDA to issue a “black box” warning 

label, stating that antidepressants increased the risk of suicidal thinking in children 

and adolescents with major depressive disorder. This is the most serious warning 

the FDA can issue for a prescription medication. Youth treated with SSRIs need to 

be monitored very closely, especially during the first 4 weeks, for intensification of 

depression, emergence of suicidal thoughts or behavior, or behavioral changes such as 

sleeplessness, agitation, or social withdrawal. These substances have not been prohib-

ited despite their potentially dangerous side effects because they provide substantial 

benefits for adolescents with moderate and severe depression including many with 

suicidal ideation (National Institute of Mental Health, 2005).

We do not fully understand the increases in suicidal thoughts and suicidal 

behavior that appear to be associated with SSRI medication. Some suspect that SSRIs 

improve physical symptoms before mood actually lifts. So, in the early stages of treat-

ment, young people may feel more energy, and this increased 

energy and ongoing depressed mood increases the probability 

of acting on suicidal thoughts (Hall, 2006). A review of sev-

eral studies ultimately concluded that the benefits of SSRI 

treatment far outweigh the risks, but caution and careful 

monitoring are necessary (Bridge et al., 2007).

Electroconvulsive therapy    Drug therapies are 

not the only biological treatment for major depression. 

Electroconvulsive therapy (ECT) is one of the most efficacious 

treatments for major depression, especially for people who 

are severely depressed, have not responded to medication 

or psychotherapy, are unable to take antidepressants, are at 

serious risk of suicide, or present with psychotic symptoms 

(NICE, 2003; UK ECT Review Group, 2003). ECT can 

also be useful in the treatment of mania (Gitlin, 2006).

ECT has a history that concerns many people 

decades after it was first used to treat psychotic disorders (Cerletti & Bini, 1938). 

When ECT was new, patients were not given muscle relaxants, and the result-

ing violent seizures often caused injuries. In addition, the electrodes were placed 

selective serotonin reuptake inhibitor 
(SSRI)  a group of medications that selectively 
inhibit the reuptake of serotonin at the pre-
synaptic neuronal membrane, restoring the 
normal chemical balance

electroconvulsive therapy (ECT)  the con-
trolled delivery of electrical impulses, which 
cause brief seizures in the brain and reduce 
depressed mood

A clinician prepares a patient to undergo 
electroconvulsive therapy. Many precautions 
are taken to be sure that the patient is not 
injured and does not feel pain during the 
procedure.
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on both sides of the head, often resulting in substantial and permanent 

memory loss.

Today a muscle relaxant is administered along with a brief period of 

general anesthesia before ECT. Electrodes, placed at precise locations on the 

scalp, deliver electrical impulses, which cause brief seizures in the brain. The 

seizures induced are not specific to one particular brain area and appear to 

influence the production of a number of neurotransmitters (Post et al., 2000). 

Exactly how ECT works remains a mystery, but it often leads to speedier 

improvement in severely depressed patients than either medication or psy-

chotherapy (Husain et al., 2004).

Modern one-side (unilateral) approaches are equally efficacious and 

result in less memory loss. The most common side effects of the therapy as 

presently administered are confusion after the procedure and temporary 

amnesia (Ebmeier et al., 2006; UK ECT Review Group, 2003). ECT is usu-

ally administered several times a week for a number of weeks.

Light therapy for seasonal affective disorder  The National Institute 

of Mental Health psychiatrist Norman Rosenthal first described seasonal 

affective disorder (SAD) in 1984. A subtype of major depression that afflicts 

millions of people worldwide, SAD is characterized by depressive episodes that 

vary by season. Although some patients experience summer depression, most 

are affected during December, January, and February. Symptoms of winter 

SAD include increased appetite, increased sleep, weight gain, interpersonal difficul-

ties, and a heavy, leaden feeling in one’s limbs.

Still not fully understood, the origins of SAD are largely, if not entirely, biological. 

It is both more prevalent and more severe as one moves farther away from the equator 

(though leveling off beyond certain latitudes). Especially sensitive people may also experi-

ence more pronounced symptoms during prolonged cloudy weather. This suggests that 

decreased exposure to sunlight plays a part in the development of SAD, probably because 

of increased melatonin production. Melatonin, a hormone released by the pineal gland, 

increases during prolonged darkness. Exposure to light suppresses melatonin production.

Patients who are not severely suicidal or who are not able to take antidepres-

sants may be treated with light therapy. This involves exposure to an artificial source of 

bright light, usually a light box, a light visor, or a dawn simulator. These devices pro-

duce light that is approximately 10 times brighter than regular household lightbulbs. 

Light therapy sessions take place at the same time each day (usually in the morning) 

and generally last between 30 and 90 minutes. The patient sits by the light source, 

eyes open, so that light reaches the retina. Treatment usually begins with the onset of 

symptoms each winter and continues until spring.

Because full-spectrum light is not necessary to reap the benefits of light therapy, 

UV rays are filtered out to avoid damage to the eyes and skin. Nonetheless, there 

are occasional side effects, including photophobia (eye sensitivity to light), headache, 

fatigue, irritability, hypomania, and insomnia. In addition, light boxes are very expen-

sive and often are not covered by insurance. Despite these potential drawbacks, light 

therapy appears to be effective in a substantial proportion of cases of SAD (Lam & 

Levitt, 1999; Rohan et al., 2004).

Transcranial magnetic stimulation   Transcranial magnetic stimulation (TMS) 

uses a magnetic coil placed over the patient’s head to deliver a painless, localized 

seasonal affective disorder  a subtype of 
major depression that is characterized by 
depressive episodes that vary by season

Light box therapy is sometimes used as a 
treatment for seasonal affective disorder 
(SAD).
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electromagnetic pulse to a part of the brain. We do not know why the treatment 

works, but several clinical trials comparing it with a sham procedure have supported its 

use as a potentially effective alternative to ECT or medication (Ebmeier et al., 2006; 

Grunhaus et al., 2003; Janicak et al., 2002). (See Chapter 10 in this text for a detailed 

description of TMS.)

Deep brain stimulation  Deep brain stimulation (DBS) is a therapy targeting an 

area of the brain important for regulating negative mood changes, the subgenual cin-

gulate region. DBS works by surgically implanting electrodes into specific, improperly 

functioning areas of the brain. These electrodes are attached by wire to a pulse genera-

tor (or “brain pacemaker”) that is implanted into the chest wall. The electrodes con-

tinuously release tiny electrical impulses that deactivate (but do not kill) immediately 

surrounding brain cells. In this way, DBS inhibits abnormal activity in targeted parts 

of the brain and treats disorders characterized by overactivity. The FDA has approved 

DBS for use in treating Parkinson’s disease and some types of bodily tremors. It has 

also been used to treat psychiatric disorders. In 2001, DBS was used to treat obsessive-

compulsive disorder (OCD), leading to significant improvement in anxiety, compul-

sions, and comorbid depression (Greenberg et al., 2006).

The largest study of DBS for depression to date treated 20 patients with 

6 months of DBS to the subcallosal cingulate gyrus (Brodmann’s area 25) (Lozano 

et al., 2008). To participate, all patients had to have failed to respond to at least four 

other treatments (including antidepressant, psychotherapy, and ECT). In the first 

6-months, 60% of patients responded to DBS and the remission rate was 30%. In a 

3.5-year follow up, the average response rate was 64% and the remission rate was 35% 

(Kennedy et al., 2011). Patients reported improvements in psychosocial functioning 

and physical health as well. Although more research is needed, DBS may prove to be 

a promising intervention for people with refractory depression.

June had suffered from recurrent depression for more than 20 years. She had been 

prescribed what seemed like every antidepressant on the planet and had two courses 

of electroconvulsive therapy. Occasionally she would find some relief, but she never 

seemed to be able to climb out of the pit of depression. When offered the opportunity 

for DBS, although frightened at first, she realized she had nothing to lose. Her experience 

was transformative. June reported experiencing an almost physical removal of weight 

from her shoulders. She said she could “see the light” for the first time in 20 years. Her 

description of a visceral and physical removal of weight underscored the extent to which 

depression had literally weighed her down both mentally and physically over the previ-

ous two decades.

BIPOLAR DISORDER

Medications are the primary treatment for bipolar disorder; psychotherapy alone is 

insufficient (American Psychiatric Association, 2005). However, psychotherapy 

may provide emotional support to both the patient and family members and help 

the patient develop behavioral strategies to cope with symptoms and stabilize his or 

her mood. Psychotherapy reduces hospitalizations and improves daily functioning 

(Depression and Bipolar Support Alliance, 2006; National Institute of Mental Health, 

2001). Different forms of psychotherapy are available to people with bipolar disorder 

including cognitive-behavioral therapy, psychoeducation, family therapy, and inter-

personal and social rhythm therapy (National Institute of Mental Health).
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Psychological Treatments  Various types of psychotherapy benefit individuals with 

bipolar disorder when used adjunctively to effective pharmacotherapy (Miklowitz & 

Scott, 2009).

Cognitive-behavioral therapy (CBT)  Cognitive-behavioral therapy (CBT) for 

bipolar disorder develops skills to change inappropriate or negative thought patterns 

and behaviors. CBT appears to decrease depressive symptoms, improve outcome, 

and increase adherence to treatment recommendations (Micklowitz et al., 2009). 

Psychoeducation teaches the patient about bipolar disorder, its treatment, and how to 

recognize warning signs or precursors of mood shifts. Early recognition can prompt 

patients to seek treatment, reduce the risk of relapse, and improve social and occupa-

tional functioning (Miklowitz & Scott). Education can also be informative for family 

and friends. Family-based treatment, sometimes initiated while an individual is still 

receiving inpatient care, focuses on developing strategies to reduce personal and familial 

stress and engage families in early recognition and treatment of impending mood 

shifts (Glick et al., 1993; Miklowitz & Scott).

Interpersonal and social rhythm therapy (IPSRT)    Interpersonal and social 

rhythm therapy (IPSRT) (Frank et al., 1997) promotes adherence to regular daily 

routines (including regular sleep patterns). This treatment is based on interper-

sonal psychotherapy (Klerman et al., 1984) coupled with a social zeitgeber hypothesis 

(Grandin et al., 2006). (In German, social zeitgebers are “time givers.” The word refers 

to persons, social demands, or tasks that set the biological clock.) The hypothesis states 

that the loss of social zeitgebers may result in unstable biological rhythms. In vulner-

able individuals, this leads to manic or depressive episodes (Ehlers et al., 1988; Frank 

et al., 2005). Not getting enough sleep or getting too much sleep and not enough 

physical activity in one’s day can both contribute to negative mood. Thus, patients 

treated under this therapeutic approach are coached to go to bed and get out of bed at 

the same time of day, every day. They are also advised to eat meals on a regular sched-

ule during the day and to take breaks during long workdays whenever possible. They 

are encouraged to keep a reasonable and consistent schedule of social events. IPSRT 

increases the regularity of social rhythms in individuals with bipolar disorder, which 

in turn is associated with decreased likelihood of new affective episodes (Frank et al.).

A large multi-site trial, the Systematic Treatment Enhancement Program for 

Bipolar Disorder (STEP-BD) compared the effects of three specialized psycho-

social interventions for bipolar disorder—family-focused treatment, IPSRT, and 

CBT relative to a collaborative care condition (6 sessions of relapse prevention) 

when delivered in conjunction with pharmacotherapy. Although the outcome did 

not differ significantly among the three specialist therapies, patients who received 

the specialty interventions fared better than those in the collaborative care condi-

tion suggesting a role for psychotherapy in the management of bipolar disorder 

(Miklowitz et al., 2007).

Biological Treatments   Bipolar disorder requires care by a psychiatrist and treat-

ment with medication. A patient in a manic or depressive episode may need hos-

pitalization to be safe and to receive needed treatment. The most commonly used 

medication is lithium (American Psychiatric Association, 2005; Berk & Dodd, 2005; 

Keck et al., 2001), which moderates mood swings from manic to depressive episodes. 
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Lithium is a naturally occurring metallic element. Discovered by accident in the 1940s 

by John Cade, an Australian doctor, it was not widely used until the 1970s. For many 

years, lithium was used to treat bipolar disorder with no clear understanding of why 

it worked. Then, in 1998, researchers at the University of Wisconsin discovered that 

a neurotransmitter called glutamate was the key to its efficacy. Too much glutamate 

in the synapse causes mania, whereas too little causes depression. Lithium moderates 

glutamate levels in the brain and therefore, it is an efficacious treatment for people 

with bipolar disorder.

Lithium is intended as a long-term therapy and must be taken consistently. 

Often when patients are euthymic (in a period of normal mood between depressive 

and manic episodes) or manic, they stop taking their medication either because 

they believe they are well or because they would like to keep experiencing some 

aspects of mania (e.g., increased energy, decreased need for sleep). Discontinuing 

the medication often leads to a clinical relapse. Patients must be monitored care-

fully because if the dose is not exactly right, toxic levels of lithium may build up in 

the bloodstream.

Anticonvulsant medications (normally used to treat epilepsy) are also used 

to manage bipolar disorders, sometimes in combination with lithium (American 

Psychiatric Association, 2005; Berk & Dodd, 2005; Keck et al., 2001). Other medi-

cations (such as atypical antipsychotics) may be added during depressive episodes 

(American Psychiatric Association; Berk & Dodd; Keck et al.), but it is not clear 

whether they are effective for children, adolescents, or older adults (Keck et al.). Even 

though episodes of mania and depression can be controlled, bipolar disorder is a long-

term illness that currently has no cure. It is important for patients to stay on their 

medications, even when well, to keep the disease under control and reduce the chance 

of recurrent, worsening episodes.

ECT can also be used in the treatment of bipolar disorder, particularly for severe 

depressive episodes, extreme or prolonged mania, or catatonia (NICE, 2006). It is 

used primarily when medications and psychotherapy are not effective, when a person 

is at high risk for suicide, or when use of medications is contraindicated, such as dur-

ing pregnancy (National Institute of Mental Health, 2001).

SELECTING A TREATMENT

With so many available options, clinicians and patients often feel challenged to deter-

mine the best treatment. The initial decision depends on several factors, including the 

nature and severity of symptoms, unipolar or bipolar features, psychotic features or sui-

cidal intent, patient’s age, preferences, tolerance of side effects, and treatments available 

in the patient’s community.

Decades of placebo-controlled, randomized clinical trials indicate that unipo-

lar depression responds to both psychotherapy and pharmacotherapy. Interpersonal 

psychotherapy and CBT have the strongest empirical support (National Institute of 

Mental Health, 2001), and IPT may have specific beneficial effects on interpersonal 

functioning (Weissman, 1994). But psychodynamic approaches have not proved to 

be very useful (American Psychiatric Association, 2005). CBT may be less efficacious 

than medication in people who are severely depressed (Thase & Friedman, 1999). 

Combining medication and psychotherapy provides only moderate additional benefit 

over either treatment alone (Hollon et al., 1992). Although approximately 60% of 
lithium  a naturally occurring metallic element 
used to treat bipolar disorder
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patients respond to psychotherapeutic interventions, relapse may occur—especially 

if treatment is not maintained and if symptoms are not entirely remitted at the end 

of treatment (Prien & Kupfer, 1986). For both pharmacological and psychological 

interventions, continuation and maintenance treatment reduces relapse after the initial 

acute treatment phase ends. ECT is a viable option for individuals who are severely 

depressed or suicidal or cannot tolerate antidepressants.

For bipolar disorder, medication with lithium or anticonvulsants is the treat-

ment of choice. Although drug treatment is effective, many patients continue to expe-

rience breakthrough episodes or lingering symptoms (Gitlin, 2006). Psychotherapy 

alone is not effective for bipolar disorder. Family therapy, interpersonal and social 

rhythm therapy, and cognitive-behavior therapy in combination with medication can 

help the patient adjust to having a chronic illness, adhere to a treatment plan, and 

avoid relapses (Craighead & Miklowitz, 2000; Frank et al., 1999).

concept CHECK

� Many efficacious treatments are available for major depression, including psychother-

apy, behavioral therapy, medication, electroconvulsive therapy, and light therapy.

� Psychotherapy helps patients become more effective in dealing with factors that con-

tributed to or result from depression.

� Medications help regulate brain chemicals involved in emotion regulation.

� Psychotherapy alone may not be sufficient for more severe cases of depression; medi-

cation can be very efficacious in more severe cases but may cause side effects that can 

interfere with long-term use.

� Behavior therapy seeks to restore patients’ daily activity schedules (eating, sleeping, 

working, socializing) as a means of increasing the positive reinforcement of healthy 

behaviors.

� Electroconvulsive therapy (ECT) is particularly useful in cases of depression and bipolar 

disorder that do not respond to other treatments.

� Similar to ECT, transcranial magnetic stimulation (TMS) and deep brain stimulation (DBS) 

manipulate electrical activity in the brain, presumably counteracting existing abnormal 

patterns in key emotion-regulating brain regions.

� Light therapy is useful in the treatment of seasonal affective disorder.

CRITICAL THINKING QUESTION With only half of depressed individuals receiving health 

care and less than one quarter of them receiving adequate care, how could we improve 

health service delivery to individuals suffering from depression?
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THE TREATMENT OUTCOMETHE TREATMENT

THE PROBLEM

THE PATIENT

Latisha—Treatment of Postpartum Depression

 science life

Latisha was a 22-year-old senior at a college in the Northeast.

She appeared at Student Health complaining of sadness and 
tearfulness, a drop in her grades, and a sense of being lost 
about her future. She awakened too early in the morning, had 
lost her appetite, and had lost interest in the things that she nor-
mally enjoyed. She sometimes thought it would be better if she 
were dead. Because of her religion, she stated that she would 
never commit suicide, but she wished that the Lord would take 
her life. She reported no symptoms of mania and no psychosis.

Latisha had been in a stable relationship for 3 years. She and 
Ted had been inseparable, and everyone, including Lynn, thought 
they would graduate from college, get married, and live happily 
ever after. It felt like a slap in the face when Ted announced a 
month ago that he no longer wanted to be in a serious relation-
ship. Soon she saw him walking arm in arm with another woman. 
She was devastated. Even more important, she watched as her 
friends got jobs, chose their life paths after college, and after three 
changes of her major, she was lost and directionless.

Latisha came from a healthy and happy family. Her maternal 
grandmother, to whom she was quite close, had died 1 year ago. 
Latisha was not terribly independent, latching onto other people 
and following the crowd. Of note, her mother, two aunts, and 
her brother had all been treated with antidepressants. Latisha 
had never used drugs, drank alcohol occasionally, and had been 
drunk only a few times. She was physically healthy. Her only 
medications were vitamins and the birth control pill.

The clinician diagnosed Latisha with major depression and 
recommended interpersonal psychotherapy (IPT). The thera-
pist and Latisha together identified her main problem as role 
transitions; grief over Ted was secondary. Therapy focused on 
helping Latisha make the transition to independent life. She 
saw that she relied on others and that it was critical for her to 
make her own choices. With support from her therapist, she 
started to emerge from her depression after about 3 weeks and 

sought career counseling. After 8 weeks, her mood lifted. She 
started sleeping better, spent more time with her friends, and 
improved her grades.

Latisha completed graduate school and landed an excel-
lent job as a media relations manager in a hospital associated 
with the university medical school. She married a supportive 
man, and all seemed well. Two months after the birth of her 
first child, at 27, Latisha was unable to shake a pervasive sense 
of feeling overwhelmed and was nearly incapacitated with 
depression. She cried all day, could barely muster the energy 
to shower, and was unable to care for her baby. When the baby 
cried at night, she would just bury her head under the pillow 
and lament what a horrible mother she was.

After a thorough evaluation, a psychiatrist diagnosed Latisha 
with postpartum depression. After 2 weeks on an SSRI, she was 
able to play with her daughter. Her sense of humor came back, 
and her husband felt comfortable leaving Latisha with the baby. 
After 5 weeks, she felt much better—although she still was not 
back to her normal self. She saw a psychologist who specialized 
in postpartum depression and began a course of CBT. After a few 
weeks, Latisha could recognize the cycle of automatic thoughts 
that perpetuated her low mood. Whenever she perceived herself 
as failing at a task of motherhood, she would think “I’m a terrible 
mother.” She worked to replace the thought with less self-
deprecating thoughts. She eventually climbed back to her normal 
level of functioning and engaged in all aspects of mothering. After 
12 weeks, she went back to work part-time. She felt some pangs 
of regret about leaving the baby in day care, but she was glad to 
be back at work and continued to enjoy time with her daughter.

Latisha continued to take SSRIs for another year before the 
medication was gradually withdrawn. Her psychiatrist helped 
her to identify warning signs of depression because Latisha now 
had had two episodes in her lifetime. For her, changes in sleep 
and appetite signaled a need to seek treatment immediately. 
Therapy gave her new tools for life. She began using them in 
other aspects of her life as well when she recognized dysfunc-
tional cognitions.
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1 Distinctions must be made between transient changes in 
mood (either low or high) and more persistent and perva-
sive mood disturbances. Duration of the mood change and 
degree of impairment that results from the mood change 
are critical to making this distinction.

2 Depression is the most common psychiatric illness world-
wide, although its expression may differ across cultures. 
Major depression is marked by either a single episode or 
recurrent episodes. The symptoms are persistent, lasting 
2 weeks or more. Dysthymia refers to a more protracted, 
less severe course of low mood lasting 2 years or more. 
Bipolar I disorder is diagnosed in individuals who have 
experienced at least one episode of mania—regardless of 
whether a depressive episode has occurred. Bipolar II disor-
der includes depression and hypomania.

3 After puberty, depression is more common in females than 
in males. In addition, mood disturbances increase during the 

premenstrual period, and mood disorders are common dur-
ing pregnancy, the postpartum period, and menopause.

4 Suicide risk is elevated in both major depression and bipolar 
disorder, and behaviors that suggest suicidal intent should 
always be evaluated and not dismissed.

5 Both biology (genetic factors) and environment (e.g., stress-
ful life events) contribute to the risk for mood disorders.

6 For major depression, both psychotherapeutic and phar-
macological options for treatment exist—either alone or 
in combination. Although the contribution of biology and 
genetics is clear, both CBT and IPT are highly effective 
treatments for major depression. Bipolar disorder generally 
requires medical management; however, psychotherapy can 
help the patient manage symptoms over time.

R E V I E W I N G

learning objectives

TEST yourself
1. To be diagnosed with major depression, a person must have 

abnormally low mood that
a. causes thoughts of suicide
b. alternates with episodes of elevated mood
c.  affects the ability to function in social or work 

settings
d. results from misfortune in life, such as a death in the 

family

2. People with dysthymia may also have major depressive 
episodes, a condition known as
a. episodic depression
b. double depression
c. bipolar disorder
d. chronic depression

3. Mania is not recognized in the DSM as a separate disorder 
because it
a. is normal in conjunction with positive life events
b. is an exciting and enjoyable experience
c. is a less serious condition than hypomania
d. almost never occurs without depressive episodes

4. The main difference between bipolar I and bipolar II 
disorder is the
a. severity of the periods of mania
b. interval between episodes of mania and depression
c. severity of periods of depression
d. level of medication necessary to treat the disorder

5. A person experiencing hypomanic episodes might not con-
sider them problematic because they
a. end very quickly
b. are associated with a rapid cycling pattern
c. are rare and part of a mixed state
d. may be times of high productivity or creativity

6. Which of the following statements best describes the epide-
miology of major depression?
a.  It is much more common among the elderly than among 

any other group.
b. It is less common worldwide than dysthymia.
c.  It is the most common psychiatric disorder worldwide and 

affects far more women than men.
d. It is more common among blacks than among whites.

7. Before age 13, girls and boys are equally likely to have 
depression. During adolescence, rates of depression climb 
for girls, possibly because of
a. hormones
b. self-consciousness about bodily changes during puberty
c. victimization
d. all of the above

8. Passive suicidal ideation includes
a. impulsive suicidal acts
b. nonlethal attempts
c. a wish to be dead
d. all of the above

For more review plus practice tests, flashcards, 
and Speaking Out: DSM in Context videos, 
log onto www.MyPsychLab.com
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9. Compared with completed suicides, suicide attempts are
a. always preceded by a specific precipitating factor
b. more likely in females than in males
c. uncommon in adolescents
d. less common in youth from a disadvantaged background

10. Which of the following is a myth about suicide?
a.  People who talk about committing suicide are never seri-

ous about it.
b. Suicidal behavior runs in families.
c.  Most suicides are associated with psychological 

disorders.
d. Most people who commit suicide do not leave notes.

11. Which of the following is not considered a suicide preven-
tion technique?
a.  portraying famous people who have committed suicide in 

the media
b. targeting people with several known risk factors
c.  reconnecting youth who are drifting with social and emo-

tional supports
d. providing suicide hotlines

12. Neuroimaging studies of individuals with mood disorders 
have shown that
a. dysfunction is linked to a single area of the brain
b. no significant brain dysfunction is involved
c. bipolar disorder cannot be linked to brain dysfunction
d. mood disorders involve a number of brain abnormalities

13. Stressful life events seem to lead to depression in some 
people but not in others. A likely reason is that
a. stressful events in childhood do not lead to depression
b. some people have more genetic sensitivity to life stress
c.  some people erroneously report more stress than they 

actually experience
d. stress affects men far more seriously than women

14. In an interview with a clinician, a woman says, “I fail at every-
thing I try.” Such a statement is an example of
a. learned helplessness
b. major depression
c. lack of positive reinforcement
d. an automatic thought

15. One technique used in cognitive-behavioral therapy for 
depression asks patients to
a. record their thoughts, feelings, and behaviors
b. recall any early childhood traumas
c. examine role transitions in their life
d. focus on communication analysis

16. In behavioral activation treatment for depression, the thera-
pist and patient
a. talk about a single behavior to be modified
b. focus on uncontrollable activities that lead to helplessness
c. participate in activating group therapy
d. develop a comprehensive list of specific goals and activi-

ties in major life areas

17. Second-generation antidepressants are often preferred over 
first-generation drugs because
a. their mechanism of action is better understood
b. they have fewer troublesome side effects
c. they are not associated with suicidal thinking
d. they can be used without careful monitoring

18. Electroconvulsive therapy is most appropriate for patients who
a. need to take large doses of antidepressants
b. have depression with a known biological cause
c. have a specific abnormality on one side of the brain
d. are severely depressed and who have not responded to 

other treatments

19. Which of the following is not a biological treatment for 
mood disorders?
a. electroconvulsive therapy
b. transcranial magnetic stimulation
c. deep brain stimulation
d. neuroimaging

20. Seasonal affective disorder is often treated by means of
a. first-generation antidepressants
b. transcranial magnetic stimulation
c. exposure to bright light
d. electroconvulsive therapy

Answers:  1 c, 2 b, 3 d, 4 a, 5 d, 6 c, 7 d, 8 c, 9 b, 10 a, 11 a, 12 d, 13 b, 
14 d, 15 a, 16 d, 17 b, 18 d, 19 d, 20 c.
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Anorexia Nervosa

•	 Epidemiology	and	Course	of	Anorexia	Nervosa

•	 Personality	and	Anorexia	Nervosa

•	 Comorbidity	and	Anorexia	Nervosa

Bulimia Nervosa

•	 Epidemiology	and	Course	of	Bulimia	Nervosa

•	 Personality	and	Bulimia	Nervosa

•	 Comorbidity	and	Bulimia	Nervosa

Eating Disorders Not Otherwise Specified

•	 Binge	Eating	Disorder

Sex, Race, Ethnicity, and Developmental Factors

•	 Eating	Disorders	in	Females	and	Males

•	 Race,	Ethnicity,	and	Eating	Disorders

•	 Developmental	Factors	in	Eating	Disorders

The Etiology of Eating Disorders

•	 Biological	Perspectives

•	 Psychological	Perspectives

The Treatment of Eating Disorders

•	 Ethics	and	Responsibility

•	 Inpatient	Treatment	of	Anorexia	Nervosa

•	 Biological	Treatments	for	Eating	Disorders

•	 Nutritional	Counseling

•	 Cognitive-Behavioral	Therapy

•	 Interpersonal	Psychotherapy	(IPT)

•	 Family-Based	Interventions

 After reading this chapter, you should be able to:

 1 Understand	the	features	of	anorexia	nervosa,	bulimia	ner-
vosa,	binge	eating	disorder,	and	other	eating	disorders.

 2 Discuss	sex	differences	in	the	risk	for	eating	disorders	and	
why	these	differences	exist.

 3 Discuss	developmental	life	course	changes	in	the	risk	for	
eating	disorders.

 4 Explore	psychodynamic,	behavioral,	cognitive,	and	biologi-
cal	theories	on	the	causes	of	eating	disorders.

 5 Discuss	personality	features	and	comorbid	conditions	
that	are	commonly	associated	with	eating	disorders.

 6 Compare	and	contrast	treatments	
for	eating	disorders.
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Having excelled in middle school, Lauren 

was accepted into a prestigious boarding 

high school that focused on science and 

mathematics. Before school started, she 

had a physical exam. At the visit in early 

summer, her pediatrician (whom she had 

seen since childhood), weighed her and 

said, “My, you are filling out nicely.” 

Embarrassed by this comment, Lauren 

went home and examined her body in 

the mirror. She saw her budding breasts 

and her expanding hips and did not like it 

one bit. She turned sideways and looked 

at the protrusion where her flat stomach 

used to be and was determined to make 

it go away. Using all of her persistence 

and determination, she developed a strict 

regimen of running (2 miles in the morn-

ing, 5 miles in the evening) and a “healthy 

balanced diet” that followed the USDA 

MyPlate guidelines in terms of nutrients 

but contained only 400 calories per day. 

She rationalized that if she got something 

from all the major food groups she’d be 

fine. Even so, any fats or oils made her 

very nervous. She told her parents that 

over the summer she would be prepar-

ing for this very competitive high school 

by developing the discipline she would 

need to excel. She started wearing layers 

and layers of clothes, checked her weight 

on the scales four times per day at regu-

lar intervals, felt her hip bones to make 

sure they were sticking out properly, and 

started skipping regular family meals.

At first her parents were proud that she 

was taking her educational opportunity so 

seriously, but then they started to worry as 

her temper began to flare. If they ran out of 

one of her regular foods, she would lash out 

at her mother for not having bought more 

at the last shopping trip. No substitutions 

were allowed. She became more and more 

rigid and added 300 sit-ups to her exercise 

regimen before bed to keep her abdomen 

toned. One day her mother accidentally 

walked into the bathroom as Lauren was 

getting into the shower and she was shocked 

by the emaciated body she saw: ribs, verte-

brae, a prominent clavicle. Her daughter 

looked like a concentration camp victim.

This discovery occurred 2 weeks before 

school was to start. Lauren’s parents took 

her back to the pediatrician only to find 

that she had lost 30 pounds, dropping to  

85 pounds at 5'5''. Their daughter was 

severely underweight. Rather than starting 

school in the fall, Lauren spent 2 months 

on an inpatient eating disorders unit where 

her weight gain was carefully monitored by 

a dietitian and physicians and where she 

received the support that she needed to 

regain a healthy weight and to deal with the 

underlying anxiety she felt about her abil-

ity to succeed in the high-pressure environ-

ment of the math and science school.

C H a P T e r  7
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Eating is so central to human nature that disturbances in normal eating behavior, 

like Lauren’s, can be very difficult to understand. For most people, food and 

eating are rich aspects of human existence. Our ethnic legacies are marked by certain 

dishes that are native to our ancestors; our family legacies are marked by traditional 

dishes that have been passed down for generations; holidays are celebrated with 

friends and family and always include food; and few social occasions occur with-

out the involvement of food. But for those who are vulnerable to eating disorders, 

such seemingly harmless events can be devastatingly frightening. What would lead a 

healthy young woman like Lauren to restrict her diet so severely, resulting in a body 

weight far below what even the fashion industry might consider to be thin? In this 

chapter, we examine psychological disorders in which the basic function of eating is 

disturbed.

Anorexia nervosa, the disorder from which Lauren suffered, was recognized in 

the medical literature in the late nineteenth century in both France (Lasègue, 1873) 

and Britain (Gull, 1874). Aware of the psychological or “nervous” components of the 

disorder, Gull highlighted the “perversion of the will” and focused on the role of star-

vation. Similarly, Lasèque emphasized the social and psychological factors associated 

with the disorder.

Although eating disorders have been widely recognized only in comparatively recent 

times, the historical record suggests that anorexia nervosa and other disorders occurred ear-

lier. Bell (1985) provides vivid accounts of saints who starved themselves pursuing purity 

or devotion to God. Intriguingly, this is a classic example of how social context may alter 

the clinical expression of a disorder. The self-starvation mirrored the symptoms that we 

see today in anorexia nervosa, yet the cultural context embedded the disorder in religion. 

Today, as in Lauren’s case, we see the symptoms in a very different sociocultural context—

one that involves a young woman’s internalization of the ideal of extreme thinness.

Anorexia nervosa can also occur in boys and men although with far less fre-

quency. The official gender ratio (women to men) is about 9:1, and although most 

common in adolescents, it occurs across the lifespan in both sexes.

Another eating disorder with a long history is bulimia nervosa, characterized by 

extreme overeating followed by vomiting or other purging behavior. Like anorexia 

nervosa, empirical data indicate that bulimia nervosa is about 9 times more common in 

women than men. Even historical accounts reveal that eating disorders have not been 

confined to females. History is peppered with case reports of individuals who engaged 

in the perplexing behaviors associated with bulimia nervosa (e.g., binge eating or self-

induced vomiting). Some Roman emperors, for example, appear to have engaged in 

these behaviors (Keel et al., 2005). But despite its long history, bulimia nervosa was 

not recognized as a psychological disorder until 1979 (Russell, 1979).

Today almost everyone knows someone or of someone who has suffered from 

an eating disorder—from actors to politicians to acquaintances and family members. 

Anorexia nervosa (see the box “DSM-IV-TR: Anorexia Nervosa”) has the highest 

mortality rate of any psychological disorder, yet after decades of research, we under-

stand strikingly little about the causes of this perplexing illness.

Anorexia Nervosa
Anorexia nervosa is a serious condition marked by an inability to maintain a nor-

mal healthy body weight. A person with anorexia may come to weigh less than 85% 

of ideal body weight. Younger patients fail to have the weight (and often height) 

St. Catherine of Siena was born in 1347, the 
24th of 25 children. Her fasting, self-denial, 
and suffering bear close resemblance to 
modern-day anorexia nervosa.

anorexia nervosa  a serious condition marked 
by an inability to maintain a normal healthy 
body weight
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DSM-IV-TR DSM-IV-TR

DSM-IV-TR DSM-IV-TR

increases expected as part of normal growth. Psychologists measure just how thin 

their patients are by calculating body mass index, or BMI. Weight, in kilograms, is 

divided by height, in meters squared (kg/m2). See Table 7.1 for the cutoffs for under-

weight, normal weight, overweight, and obese. Table 7.2 gives examples of just what  

these measures mean in terms of a typical woman (5'6'') and a typical man (5'11''). 

When measuring BMI in children, both sex and age need to be considered for BMI to 

be a meaningful measure.

Anorexia nervosa is a visible eating disorder—patients are noticeably thin although 

they may conceal their emaciation (severe underweight) by wearing layers of clothes or 

otherwise hiding their bodies. Anorexia nervosa has two subtypes, restricting and binge 

eating/purging. In the classic restricting subtype, patients maintain their low weight only 

by reducing their caloric intake and increasing their physical activity. In the binge eating/ 

purging subtype, individuals may engage in either binge eating (eating an unusually 

large amount of food in a short period of time and feeling out of control), purging 

(using self-induced vomiting, laxatives, or diuretics [water pills]), or both behaviors. 

body mass index or BMI  the formula for 
weight, in kilograms, divided by height, in 
meters squared (kg/m2)

Anorexia Nervosa

TaBle 7 .1

BMI	Categories

BMI Weight Status

Below	18.5	 Underweight

18.5–24.9	 Normal

25.0–29.9	 Overweight

30.0	and	above	 Obese

TaBle 7 .2

BMI	to	Weight	Examples	for	Typical	Woman	and	Man

BMI Woman 5’6’’ Age 20  Man 5’11’’ Age 20  
 Weight (lbs.) Weight (lbs.)

13.0	 80	 93

18.5	 114	 132

21.0	 130	 150

25.0	 155	 179

30.0	 186	 215

40.0	 248	 287

binge eating  the consuming of an unusually 
large amount of food in a short period of time 
and feeling out of control

A.  Refusal to maintain body weight at or above a minimally 
normal weight for age and height (e.g., weight loss lead-
ing to maintenance of body weight less than 85% of that 
expected; or failure to make expected weight gain during 
period of growth, leading to body weight less than 85% of 
that expected).

B.  Intense fear of gaining weight or becoming fat, even 
though underweight.

C.  Disturbance in the way in which one’s body weight or 
shape is experienced, undue influence of body weight or 

shape on self-evaluation, or denial of the seriousness of 
the current low body weight.

D.  In postmenarcheal females, amenorrhea, i.e., the 
absence of at least three consecutive menstrual cycles. 
(A woman is considered to have amenorrhea if her 
periods occur only following hormone, e.g., estrogen, 
administration.)

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text 
Revision (Copyright 2000). American Psychiatric Association.

purging  causing self-induced vomiting or 
using laxatives or a diuretic (water pill) to 
reverse the effects of a binge or to produce 
weight loss
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Russell (1979) recognized the existence of binge eating in women with anorexia 

nervosa, and in early accounts, these behaviors were seen to occur in more than half 

of patients with anorexia nervosa at some point during their illness (Casper et al., 

1980).

The second clinical feature of anorexia nervosa can be terribly perplexing to 

friends and families. This is an intense fear of gaining weight even though the person 

is already seriously underweight. Individuals with anorexia nervosa, even in the most 

extreme phases of emaciation, fear weight gain. They are not merely afraid of becom-

ing fat; they are terrified by even the smallest amount of weight gain. This is com-

monly expressed as “feeling fat” although the precise meaning of that phrase differs by 

individual, as “fat” is not truly a feeling.

The third feature cluster includes three possible problems. Patients may have 

one, two, or all three of these features. The first problem is an actual perceptual distor-

tion in which patients perceive their bodies as fat even when they are emaciated. The 

mechanism of this perceptual distortion remains unknown, but it may work in the 

same way that some people who have been overweight and lose weight still perceive 

themselves as overweight. Betsy recalls,

I remember during treatment when Anne, the dietitian, was working with me to include a 

muffin for breakfast. I put the muffin on my plate and just stared at it. It may as well have 

been a tarantula or a python. I took a bite and I could literally see my thighs getting fat-

ter. The muffin was going straight to my thighs. After four bites I just panicked and threw 

the muffin away. I had to go running to get rid of it.

The second problem is placing undue importance on weight and shape as a mea-

sure of self-evaluation. People with anorexia nervosa are totally preoccupied by weight. 

In fact, their self-worth and self-esteem can be almost entirely determined by their 

weight. Slight increases can lead to a downward spiral of self-esteem.

The third problem in this cluster is denial of illness. Even when facing severe 

medical complications, individuals with anorexia nervosa insist that everything is fine. 

This creates considerable problems in reaching and accepting treatment and, on occa-

sion, can result in patients being hospitalized involuntarily (see Chapter 15) because 

they are a clear danger to themselves. Watch on mypsychlab.com

Even at 70 pounds (BMI = 12 kg/m2), Betsy maintained her rigorous exercise schedule 

of running 5 miles per day, doing 400 sit-ups, and spending 1 hour on the exercise bike.

Finally, the official diagnosis of anorexia nervosa in females requires amenorrhea, 

or the absence of menstruation, for at least 3 consecutive months. Amenorrhea is a 

common response to starvation and weight loss as the body shuts down reproductive 

functioning in the face of famine. Interestingly, this diagnostic criterion is controversial  

because there do not appear to be meaningful differences between individuals with 

anorexia nervosa who do and do not menstruate (Gendall et al., 2006; Watson et al., 

2003). Girls and women who meet all of the diagnostic criteria for anorexia nervosa but 

who continue to menstruate are also seriously ill and require treatment.

In addition to the diagnostic features, anorexia nervosa is associated with a long 

list of associated psychological and medical features. Psychologically, depression and 

anxiety are commonly present. Medically, patients often have slow heart rates, low 

blood pressure, and lowered body temperature (which might explain their tendency to 

wear layers of clothes even in warm temperatures). Table 7.3 presents additional clini-

cal features associated with anorexia nervosa.

Individuals with anorexia nervosa see their 
bodies as larger than they actually are. 
The mechanism for this distortion remains 
unknown.

amenorrhea  the absence of menstruation for 
at least 3 consecutive months

Anorexia Nervosa

The Case of Natasha

“I was never skin and bones. 
Never. I wanted to be. Had I not 

gone inpatient, I would have been.”
www.mypsychlab.com

www.mypsychlab.com
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EpIDEMIOlOgy AND COuRSE OF ANORExIA NERvOSA

How common is anorexia nervosa? Based on the general population of girls and 

women between adolescence and young adulthood, between 0.3 and 1% suffer from 

anorexia nervosa (Hoek & van Hoken, 2003). The lifetime prevalence of anorexia 

nervosa is 0.9% in women and 0.3% in men (Hudson et al., 2007). Many more girls 

and women (between 1 and 3%) suffer from less severe forms of anorexia nervosa 

(McKnight Investigators, 2003; Wittchen et al., 1998). Individuals with these sub-

threshold conditions can experience significant social and occupational impairment.

Anorexia nervosa is less common in boys and men. Females are about 9 times 

more likely to develop the disorder than males are. The disorder typically begins 

around adolescence (usually after puberty), but more recently, young children and 

older adults have been reported to suffer from classic anorexia nervosa (Lask et al., 

2000; Mangweth-Matzek et al., 2006).

Although the media often make us think we are in the middle of an anorexia 

nervosa epidemic, the actual incidence (number of new cases) of the disorder increased 

until the 1970s (Hoek & van Hoeken, 2003). Accurate estimates are difficult to obtain 

because many individuals with anorexia nervosa deny their illness and many people 

(especially those with subthreshold anorexia nervosa) never seek treatment.

We do know that anorexia nervosa tends to cluster in certain segments of the 

population. These include the entertainment industry and sports in which undue 

emphasis is placed on body shape and weight as part of performance. Actors, dancers, 

models, and athletes are at greater risk of developing the disorder than other groups. 

The feature (“Real People, Real Disorders: Karen Carpenter”) presents the well-

known story of the death of the singer Karen Carpenter from anorexia nervosa.

Who develops anorexia nervosa, and what is life like during the illness and after 

recovery? Even after recovery, people who have suffered from anorexia nervosa tend 

to continue to have low BMIs (Sullivan et al., 1998). In addition, they can suffer from 

TaBle 7 .3

Features	Associated	With	Anorexia	Nervosa

physical Features psychological/Behavioral Features

Dehydration	 Cognitive	impairment

Electrolyte	imbalances	(sodium,		 Body	checking	(touching	and		
potassium	levels)		 pinching	to	measure	fatness)

Osteoporosis	 Depression

Lanugo	hair	(fine	downy	hair	on	body)	 Anxiety

Dry	brittle	hair	 Low	self-esteem

Low	body	temperature	 Self-absorption

Hypotension	(low	blood	pressure)	 Ritualistic	behaviors

Bradycardia	(slow	heart	rate)	 Extreme	perfectionism

Growth	retardation	 Self-consciousness

Bloating	

Constipation	

Fidgeting	

Loss	of	tooth	enamel	and	dentin	
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osteoporosis (decreased bone density) (Rigotti et al., 1991; Szmukler et al., 1985), 

major depression (Sullivan et al.), and difficulties with fertility and childbirth (Bulik  

et al., 1999). The course of anorexia nervosa can be protracted and often includes 

periods of relapse, remission, and crossover to bulimia nervosa. Between 8 and 62% 

of people who start with anorexia nervosa develop bulimic symptoms at some point 

during the course of their illness—usually during the first 5 years (Bulik et al., 1997; 

Eckert et al., 1995; Tozzi et al., 2005).

Many people are surprised to discover that anorexia nervosa has the highest mortal-

ity rate of any psychiatric disorder, estimated to be 5% per decade of follow-up (Sullivan, 

1995). People with anorexia nervosa are 10.5 times more likely to die than their age- and 

sex-matched peers (Birmingham et al., 2005). The principal causes of death include 

both direct effects of starvation and suicide (Birmingham et al.). For this reason, friends 

and family members always need to take anorexia nervosa seriously. Thinking that it 

is just a phase or that someone will “snap out of it” risks losing that person forever. 

Watch on mypsychlab.com

pERSONAlITy AND ANORExIA NERvOSA

When we look back at Lauren’s case, we have to ask whether there were any hints in 

her personality that might hold the clue to why she developed this devastating illness. 

Some personality traits do seem to come before the eating disorder, get worse during 

the eating disorder, and often persist after recovery. The most important is perfectionism. 

People who develop anorexia nervosa are often described as model children and model 

students who set extremely high standards for themselves. They also apply that perfec-

tionism to their pursuit of thinness and hold themselves to dieting standards above what 

Anorexia Nervosa

The Case of Tamora

“If someone had told me how 
ugly I looked, being that thin, I 

wouldn’t have done it. I mean, it was … part 
beauty and … part power.”
www.mypsychlab.com

osteoporosis  a condition of decreased 
bone density

Karen Carpenter and her brother, Richard, were a 
famous 1970s musical duo. The siblings won three 

Grammy awards during their career and performed at the 
White House. Their worldwide popularity earned them 
a star on the Hollywood Walk of Fame. In 1983, Karen 
Carpenter died from complications associated with the 
purging subtype of anorexia nervosa. Although her fans 
were aware of her diminishing size, her death came as a 
shock. It is believed that she died of heart failure caused 
by abuse of Ipecac syrup, which she used to induce vomi-
ting. (Intended as a lifesaving remedy to induce vomiting  
in those who have ingested poison or overdosed on 
medication, syrup of Ipecac is toxic and can be deadly.) 
After Karen Carpenter’s death, the dangers of Ipecac were 
brought to public attention. One of its major dangers is 

that it is easily accessible. It is sometimes found 
in household first aid kits and can be bought 
in drugstores. When used properly, the syrup 
is a valuable medical tool, but when used 
repeatedly or in increasingly high doses, it is 
highly toxic to the heart. Misuse of Ipecac syrup 
can lead to irregular heartbeat, seizures, dehydra-
tion, lethargy, respiratory complications, hemor-
rhaging, shock, electrolyte abnormalities, high 
blood pressure, cardiac arrest, and death.

Karen Carpenter’s tragic story exemplifies 
the dangers of Ipecac abuse and has increased 
public awareness of the serious consequences of 
anorexia nervosa.

real people, real disorders

Karen	Carpenter—The	Dangers	of	Syrup	of	Ipecac

www.mypsychlab.com
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others could possibly attain. Other common personality factors are obsessionality (going 

over and over things in their mind), neuroticism (being a worrier and having difficulty 

shaking things off), and perfectionism (Wonderlich et al., 2005; Bulik et al., 2006; 

Bardone-Cone et al., 2006). This cluster of personality traits may help explain why ado-

lescence and young adulthood are typical periods of risk for the development of eating 

disorders. Many of the developmental tasks of this life period involve substantial change 

and encounters with unfamiliar stimuli (e.g., leaving home for college, dating). Such 

transitions can be challenging even for healthy youth. People who are worriers, tend 

toward unwavering perfectionism, and find change difficult may experience this period 

of life as a trigger for an underlying predisposition to eating disorders. Addressing these 

fundamental underlying personality traits is often an important aspect of treatment.

COMORBIDITy AND ANORExIA NERvOSA

People with anorexia often suffer from anxiety, depression, and other problems. Up 

to 80% will experience major depression at some time during their lives (Halmi et al., 

1991; Walters et al., 1995), and up to 75% will suffer from anxiety disorders (Bulik  

et al., 1997; Godart et al., 2002; Kaye et al., 2004), especially obsessive-compulsive dis-

order (Kaye et al.). It is particularly interesting that anxiety disorders are often present 

before an eating disorder develops (Kaye et al; Raney et al., 2008). To some, this sug-

gests that anxiety may increase a person’s risk for developing anorexia nervosa. If this 

is the case, early detection and treatment of anxiety disorders might prevent the devel-

opment of eating disorders, at least for some people. Even after recovery, depression 

and anxiety commonly persist (Sullivan et al., 1998). Effective treatment for anorexia 

nervosa must also address these disorders to completely restore healthy functioning.

concept CHeCK

W Anorexia nervosa is a visible eating disorder marked by low body weight and fear of 

weight gain.

W Body mass index, or BMI, is a way of expressing both weight and height as one mea-

surement.

W Anorexia nervosa is 9 times more common in females than males.

W The typical age of onset for anorexia nervosa is adolescence although more and more 

cases are being reported in childhood and older adulthood.

CRITICAl ThINkINg QuESTION How might the personality trait of perfectionism increase 

the risk for the development of anorexia nervosa?

Bulimia Nervosa
Elisa was 21 years old, 5’10’’ and 144 pounds (BMI = 20.7 kg/m2) when she first came to 

the eating disorders service. She reported 4 years of untreated binge eating and self-

induced vomiting. Her high-risk binge times were in the evening when she would close 

the blinds in her kitchen and, in her words, “go hog wild.” A typical binge included a 

gallon of ice cream, dry cereal straight from the box, and sometimes a whole package 

of cookies. Then she would switch from sweet to salty and start with chips and any-

thing else she could find. In the last year, desperate to control her weight, she began 

taking laxatives. Her use started with some herbs from the health food store but soon 

progressed to stronger laxatives. First she took the recommended dose, but then she 

20 40 60 80Birth

13–20
�

Anorexia nervosa most commonly begins 
during adolescence.
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needed more to get the desired effect. In the months before she sought treatment, 

Elisa lost her job and was basically housebound in her parents’ home. She was binge 

eating and purging over 20 times per day and taking more than 70 laxatives each night. 

She had developed large ulcers and scrapes in her esophagus because she was pushing 

objects down her throat to induce vomiting. She had had two emergency room visits for 

dehydration. On one visit, a blood test showed her potassium level to be dangerously 

low. After she was stabilized medically, she was admitted to a partial hospitalization 

program for eating disorders. She had difficulty adhering to the hospital’s nonsmoking 

rules, and she frequently disappeared from the treatment facility during the day. When 

faced with the ultimatum of adhering to the program rules or being discharged against 

medical advice, she opted to leave. Two days later, Elisa was again in the emergency 

room with dehydration, an irregular heartbeat, and a low potassium level. This time she 

was admitted to a medical floor for monitoring, later to be transferred to an inpatient 

eating disorders program.

Unlike anorexia nervosa, bulimia nervosa (see the box “DSM-IV-TR: Bulimia 

Nervosa”) is an invisible eating disorder because patients are of normal weight or 

overweight. It is characterized by recurrent episodes of binge eating in combination 

with some form of compensatory behavior aimed at undoing the effects of the binge or 

preventing weight gain. Binge eating is the rapid consumption of an unusually large 

amount of food in a short period of time. Unlike simple overeating, the hallmark fea-

ture of a binge is feeling out of control. The person cannot stop the urge to binge once 

it has begun or has difficulty ending the eating episode even when long past being full. 

Some patients talk about a trance or a “binge mode” in which everything else melts 

away during this time. Running out of food, being interrupted by other people, or 

experiencing an extreme urge to purge usually stops the binge.

bulimia nervosa  a disorder characterized by 
recurrent episodes of binge eating in com-
bination with some form of compensatory 
behavior aimed at undoing the effects of the 
binge or preventing weight gain

DSM-IV-TR

DSM-IV-TR

Bulimia Nervosa

A.  Recurrent episodes of binge eating. An episode of binge eating is characterized 
by both of the following:

   1.  eating, in a discrete period of time (e.g., within any 2-hour period), an amount 
of food that is definitely larger than most people would eat during a similar 
period of time and under similar circumstances

   2.  a sense of lack of control over eating during the episode (e.g., a feeling that 
one cannot stop eating or control what or how much one is eating)

B.  Recurrent inappropriate compensatory behavior in order to prevent weight gain, 
such as self-induced vomiting; misuse of laxatives, diuretics, enemas, or other 
medications; fasting; or excessive exercise.

C.  The binge eating and inappropriate compensatory behaviors both occur, on aver-
age, at least twice a week for 3 months.

D.  Self-evaluation is unduly influenced by body shape and weight.

E.  The disturbance does not occur exclusively during episodes of Anorexia Nervosa.

Reprinted with permission from the American Psychiatric Association. Diagnostic and Statistical 
Manual of Mental Disorders (4th ed.), Text Revision (Copyright 2000). American Psychiatric 
Association.
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Placing an actual caloric level on what constitutes a binge is difficult. Most 

agree that around 1000 calories is the minimum amount to qualify as a binge—but 

in some cases, as many as 20,000 calories may be consumed. The way to judge is to 

ask whether the amount of food is more than a typical person would eat under similar 

circumstances. What is most important is whether overeating is coupled with a sense 

of loss of control. Indeed, some people (especially those with anorexia nervosa) might 

feel out of control even when they eat relatively small amounts of food. So some-

one with anorexia nervosa might say she binged after eating two cookies. The term 

subjective binge defines eating a typical or even small amount of food (e.g., a cookie) 

coupled with the feeling that the eating is out of control. This is in contrast to the 

objective binge, which is defined as eating an unusually large amount of food plus feel-

ing out of control.

The pattern of binge eating also varies. The frequency can range from occasion-

ally to a few times per week to 20 or 30 times per day. Some people become locked 

in an entrenched binge–purge cycle, which comes to dominate their lives. For Elisa, 

evenings were clearly her high-risk times for binge eating, and she became locked into 

a vicious cycle of binge eating and purging that could not be interrupted.

Compensatory behaviors are any actions that a person uses to counteract a binge 

or to prevent weight gain. These behaviors include self-induced vomiting, misuse of 

laxatives, diuretics, or other agents, fasting, and excessive exercise. The purging subtype 

of bulimia nervosa includes those individuals who vomit or use laxatives, diuretics, or 

other agents. The nonpurging subtype includes those individuals who compensate via 

fasting or excessive exercise. It is important to note that some people purge without 

binge eating (see “Eating Disorders Not Otherwise Specified”). Compensatory behav-

iors are only partially effective in undoing the effects of a binge. People with bulimia 

nervosa tend to be either of normal weight or overweight. Many calories associated 

with the binge are absorbed, and those calories lead to weight gain. Actually, laxatives, 

which work in the colon (after all of the nutrients have been absorbed in the stomach 

and the small intestine), are ineffective but dangerous purge agents. Only 5% of calo-

ries consumed are lost, but losing water and necessary electrolytes (such as potassium) 

make abusing laxatives very dangerous.

In addition to the core symptoms of bulimia nervosa, many other physical and 

psychological features exist. Some are similar to those of individuals with anorexia 

nervosa, but others are quite distinct. Table 7.4 presents additional clinical features of 

bulimia nervosa.

EpIDEMIOlOgy AND COuRSE OF BulIMIA NERvOSA

Many people with bulimia nervosa keep their behavior secret because of the stigma 

and shame attached to it. Recent estimates suggest that the prevalence is around 1 to 

3% for women and 0.1 to 0.5% for men across westernized countries (Hoek & van 

Hoeken, 2003; Hudson et al., 2007). When subthreshold forms of bulimia nervosa are 

included, the estimate is closer to 5 to 6%. This percentage range is probably more real-

istic because the frequency and duration criteria for bulimia in DSM are really just arbi-

trary cutoffs. In other words, even if a person does not meet all the diagnostic criteria,  

engaging in any binge eating and purging is unhealthful and potentially dangerous.

Is the incidence of bulimia nervosa rising? Few data exist to address this ques-

tion, but individuals born after 1960 are at greater risk for the disorder (Kendler  

et al., 1991), suggesting that bulimia nervosa is a more “modern” phenomenon than 

anorexia. What is clear is that eating disorder behaviors such as binge eating, purging, 

compensatory behavior  any action used to 
counteract a binge or to prevent weight gain
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and restricting do appear to have risen in the decade between 1995 and 2005 (Hay  

et al., 2005). Some believe that bulimia nervosa is more of a culture-bound syndrome 

than anorexia nervosa (Keel et al., 2003), reflecting the trend that began in the 1960s 

toward thinner cultural ideals of beauty. Bulimia nervosa tends to be more common in 

urban than in rural areas (Hoek et al., 1995). This suggests that environmental expo-

sure, social learning, or information transfer may play a role in the development of 

this disorder. Many patients state that they first got the idea to purge from something 

they read or even from a boyfriend on a wrestling team! However, virtually all young 

girls are exposed to this information at some time or another, so why do only 5% or so 

develop the disorder? This question is considered in the section on genetics.

Who develops bulimia nervosa, and what is life like during the illness and after 

recovery? Like anorexia nervosa, bulimia nervosa is around 9 times more common 

in females than males. The disorder typically starts somewhat later than anorexia  

nervosa—in middle to late adolescence or early adulthood although even later onset is 

not uncommon.

Although not typically associated with serious physical complications such as 

weight loss, those with bulimia nervosa commonly report physical symptoms such as 

fatigue, lethargy, bloating, and gastrointestinal problems. The disorder is hard on the 

body. Frequent vomiting leads to erosion of dental enamel, swelling of the parotid 

(salivary) glands, and calluses on the backs of the hands (Russell’s sign, Figure 7.1) 

(Mitchell et al., 1991). Those who frequently misuse laxatives can have edema (bodily 

swelling), fluid loss and subsequent dehydration, electrolyte abnormalities, serious 

metabolic problems, and permanent loss of normal bowel function (Mitchell et al.).

The mortality rate for bulimia nervosa is around 3.9% (Crow et al., 2009). In one 

10-year outcome study, 11% of individuals continued to meet full diagnostic criteria 

for bulimia nervosa and 18.5% met criteria for the residual diagnosis of eating disor-

ders not otherwise specified (EDNOS); that is, their eating patterns were abnormal 

but did not actually fit the diagnostic criteria for any other eating disorder as defined 

in the DSM. Approximately one-half to two-thirds of patients eventually achieve full 

or partial remission (Berkman et al., 2007).

TaBle 7 .4

Features	Associated	With	Bulimia	Nervosa

physical Features psychological/Behavioral Features

Dehydration	 Depression

Electrolyte	imbalances	(sodium	 Low	self-esteem
and	potassium	levels)	 Self-absorption

Acid	reflux	 Ritualistic	behaviors

Ruptures	of	esophagus	 Extreme	perfectionism

Loss	of	tooth	enamel	and	dentin	 Self-consciousness

Swollen	parotid	glands	 Anxiety

Gastrointestinal	complications	 Alcohol	and	drug	abuse

Irregular	menstruation	 Irritability

Constipation	 Impulsive	spending

Bloating	 Shoplifting

FigUre 7 .1
Russell’s	sign

Russell’s sign refers to scrapes on the knuck-
les caused by inserting the fingers down the 
throat to self-induce vomiting.

Erosion of dental enamel as a result frequent 
vomiting.
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pERSONAlITy AND BulIMIA NERvOSA

People with bulimia nervosa share some personality features with those who have 

anorexia nervosa, primarily perfectionism and low self-esteem, but differences also 

exist. Unlike the classic restricting subtype of anorexia nervosa, people with bulimia 

tend to be more impulsive (acting before thinking) and have higher novelty-seeking 

(stimulus or sensation-seeking) behavior (Bulik et al., 1995; Fassino et al., 2004; 

Steiger et al., 2004). These different personality factors are intriguing and reflect the 

symptom profiles of the disorders. Individuals with the restricting subtype of anorexia 

nervosa display more rigid and obsessional personalities—congruent with their rigid 

eating patterns. In contrast, those with bulimia nervosa exhibit more erratic and 

impulsive traits—consistent with the impulsive and fluctuating nature of alternating 

starving, binge eating, and compensatory behaviors.

COMORBIDITy AND BulIMIA NERvOSA

Approximately 80% of patients with bulimia nervosa have another psychiatric disorder 

at some time in their lives (Fichter et al., 1997); this is a very high rate. Some individuals 

have several disorders at the same time, and some continue to suffer from other disorders 

even after they recover from bulimia nervosa. The most common comorbid psychiatric 

conditions include anxiety disorders, major depression, substance use, and personality 

disorders (see Chapter 11) (Braun et al., 1994; Brewerton et al., 1995; Bushnell et al., 

1994). The accompanying features (“Real People, Real Disorders”) present the story of 

Elton John, who suffered from comorbid bulimia nervosa and drug and alcohol abuse, 

and Diana, Princess of Wales, who suffered from depression and bulimia nervosa.

Critics have proclaimed Elton John to be the biggest 
pop music sensation of the 1970s, and his music can 

still be heard today. This legendary performer has spent 
much of his life in the spotlight. Fans worldwide have 
read about his turbulent addiction to cocaine and alcohol, 
as well as his love life, but fans may be less aware of his 
struggle with bulimia nervosa.

Born in 1947, Elton John was originally named 
Reginald Kenneth Dwight. By age 11, he had been 
awarded a scholarship to the Royal Academy of Music. At 
the height of his career, he admitted to being bisexual, 
addicted to cocaine and alcohol, and suffering from buli-
mia nervosa. The world was shocked by his confession, 
particularly his struggle with bulimia because it was uncon-
ventional at that time to hear of many men, much less a 
celebrity, suffering from this disorder.

Not atypically, Elton John’s road to recov-
ery was difficult. He faced obstacles once he 
decided to seek treatment because there 
were no Los Angeles clinics at the time that 
accepted patients needing rehabilitation for 
drugs and bulimia nervosa. In 1990, he checked 
into a Chicago hospital where he attended group 
therapy meetings, forged new friendships with other 
patients, and worked to overcome his problems. He 
declared himself recovered from bulimia nervosa later in 
1990, ending his 14-year battle with the disease.

Hillburn, R. (1992, August 30). Elton John on his days of drugs and 
despair. Chicago Sun-Times. Retrieved February 27, 2006, from 
http://www.vex.net/~paulmac/elton/ 
articles/19920830_cst.html

real people, real disorders

Elton	John:	Bulimia	Nervosa	and	Drug	and	Alcohol	Abuse

http://www.vex.net/~paulmac/elton/articles/19920830_cst.html
http://www.vex.net/~paulmac/elton/articles/19920830_cst.html
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eating disorder not otherwise specified  a 
residual diagnostic category for people who 
have eating disorders that do not match the 
classic profile of anorexia nervosa or bulimia 
nervosa

concept CHeCK

W Bulimia nervosa is an eating disorder marked by binge eating and compensatory 

behaviors. Most patients are of normal weight or are overweight.

W Bulimia occurs more often in females than males and tends to begin in late adolescence 

or early adulthood.

W The incidence of bulimia has increased since 1960 and is more common in urban than 

rural populations.

W Comorbid depression, anxiety, and substance abuse are common in individuals with 

bulimia nervosa.

W Individuals with bulimia nervosa are perfectionistic and have low self-esteem, but they 

also tend to be more impulsive and have higher novelty-seeking behavior than people 

with anorexia nervosa.

CRITICAl ThINkINg QuESTION How might cultural factors have led to an increase in buli-

mia nervosa since the 1960s?

Eating Disorders Not Otherwise  
Specified
As we have noted, the DSM criteria for anorexia nervosa and bulimia nervosa are very 

specific. In fact, most people who have eating disorders do not meet these criteria. Instead, 

they are given the diagnosis of eating disorder not otherwise specified (EDNOS). 

DSM-IV lists six examples of how the symptoms of EDNOS differ from those of the 

other disorders. Patients may have:

Being a princess is a common fantasy for young girls, 
but for Diana Frances Spencer, being a princess was a 

reality accompanied by wealth, power, and fame but also 
private shame. After she married Charles, Prince of Wales, in 
1981, Princess Diana became internationally known for her 
charm, commitment to charity, and passion for combating 
the AIDS epidemic. She emanated a high sense of style, 
beauty, and poise at all times. Her inner battles with depres-
sion and bulimia nervosa were topics of gossip among the 
public, but few people were aware of her private shame.

In 1992, Andrew Morton’s book entitled Diana: Her 
True Story hit bookshelves around the world. Readers 
were shocked to learn that Princess Diana suffered from 
bulimia nervosa and was often overwhelmed by negative 

self-images. She had kept her struggle with the 
disease a secret for years out of fear of the 
public’s critical eye. In the next few years of her 
life, she surprised the royal family by repeat-
edly admitting to and discussing her bulimia 
nervosa with reporters. The public was stunned 
that a woman in such circumstances as Princess 
Diana suffered from such an unglamorous disease. It 
was a monumental year for eating disorder awareness 
as Princess Diana helped remove the stigma attached to 
bulimia nervosa. She helped thousands of other sufferers 
by admitting her private struggle.

http://cnnstudentnews.cnn.com/fyi/school.tools/profiles/princess 
.diana/student.storypage.html

real people, real disorders

Princess	Diana:	Bulimia	Nervosa	and	Depression

http://cnnstudentnews.cnn.com/fyi/school.tools/profiles/princess.diana/student.storypage.html
http://cnnstudentnews.cnn.com/fyi/school.tools/profiles/princess.diana/student.storypage.html
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 1. All features of anorexia nervosa except amenorrhea.

 2. All features of anorexia nervosa except drastic weight loss.

 3. All criteria for bulimia nervosa except frequency of binge eating or purging or 

duration of 3 months.

 4. Regular, inappropriate compensatory behavior after eating small amounts of 

food (purging disorder).

 5. Chewing and spitting out food.

 6. Binge eating disorder (binging without compensatory behavior).

Because most people who seek treatment for an eating disorder receive a diagnosis  

of EDNOS (Fairburn et al., 2002; Turner et al., 2003), it is clear that the current clas-

sification system does not adequately capture eating-related pathology as it exists in 

the real world. Very little is known about most variants of EDNOS except for binge 

eating disorder, which has received the most research attention.

BINgE EATINg DISORDER

Olexa was a 42-year-old emergency room nurse. She had been overweight since child-

hood and was currently 5’5’’ and 195 pounds (BMI = 32.4 kg/m2). Her typical day started 

out late; she shunned both the scales and breakfast in the morning. She had to get the 

kids off to school and always prepared their breakfast, but she said her stomach didn’t 

wake up until about 11 a.m. But then it woke up with a vengeance. On her 11 a.m. break, 

the vending machines “started calling her name.” She started craving the prepackaged 

sandwiches she could get from the machines, loaded with packets of mayonnaise and 

relish. Once she got the salt cravings out of the way, she stopped by the candy machine. 

The best to satisfy the deep need inside of her was something with both chocolate and 

nuts—hit the sweet and salt cravings in one fell swoop. She had to get back to work in the 

afternoon, but she still had cravings. All she could think of was being alone in her kitchen 

after the kids were in bed and finally satisfying her needs. She would make it through 

the day with half of her mind on food the whole time. She fed the kids dinner, only eat-

ing a small salad herself. Once they were safely tucked in bed, she could have her “date 

with her pantry.” Olexa said that food was her best friend. It was always there when she 

needed it. It was the only one that listened to her sadness, her loneliness, and her pain. 

For those few hours, surrounded by chocolate cupcakes, chips, chocolates, and ice cream, 

she felt comfort. She would be infuriated if one of the kids woke up and interrupted her 

binge. Most nights, she would retire to her bedroom in tears. Her “friend” had an edge. 

She would lie in bed with thoughts of failure running through her head, thinking she would 

never get her eating and her life under control. The next morning she would wake up with 

what she called a “food hangover” and start the process all over again.

Binge eating was first recognized in a subset of obese individuals by Stunkard 

in 1959. Although the subject of interest and research, binge eating disorder (see the 

box “DSM-IV-TR: Binge Eating Disorder’) is not yet an official psychiatric disorder. 

It is considered a classification requiring further study (Fairburn et al., 1993; Spitzer 

et al., 1993; Walsh, 1992). Basically, binge eating disorder (BED) is characterized by 

regular binge eating behavior but without the regular compensatory behaviors that are 

part of bulimia nervosa.

Because BED is a recent addition to the DSM, little is known about its morbid-

ity and mortality. One study followed a clinical sample for 6 years after treatment to 

binge eating disorder  a condition charac-
terized by regular binge eating behavior but 
without the compensatory behaviors that are 
part of bulimia nervosa
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determine their long-term outcome; 57.4% of women had a good outcome, 35.7% 

an intermediate outcome, and 5.9% a poor outcome (Fichter et al., 1998). Only one 

patient had died. Six years later, 6% still had BED, 7.4% had developed bulimia ner-

vosa, and 7.4% continued to have some form of EDNOS. BED can be a chronic  

condition—the average length of time a person is ill is 14.4 years—suggesting that 

BED is not just a passing phase (Pope et al., 2006).

Because BED often occurs in people who are overweight or obese, one question 

is how obese people with BED differ from obese people without BED. Those with 

BED report that both their obesity and their dieting behavior started at an earlier age 

than obese people without BED (Spitzer et al., 1993). In addition, their weight yo-yos 

(fluctuates) more throughout their lives (de Zwaan et al., 1994), and they have more 

of the psychological features of eating disorders (Wilson, 1993): lower self-esteem and 

self-efficacy (Marcus et al., 1988) and more depression (Fichter et al., 1993; Marcus 

et al.). They are also more likely to have had depression and anxiety disorders at some 

time in their lives than do obese individuals who do not binge (Specker et al., 1994; 

Yanovski et al., 1993). In obese individuals, binge eating is associated with great health 

dissatisfaction and high rates of major medical disorders and physical and psychiatric 

symptoms (Bulik et al., 2002; Reichborn-Kjennerud et al., 2004).

As we have noted, BED is a provisional diagnosis, and as such it is still under 

investigation. But we do know something about how commonly it occurs. Around 

3.5% of women and 2.0% of men in the general population meet criteria for BED 

(Hudson et al., 2007). BED is found in approximately 5 to 8% of obese individuals 

(Bruce et al., 1996). Therefore, if accepted as a diagnosis, BED might become the 

most common eating disorder. What we do not know is what impact the growing 

obesity epidemic will have on the incidence of this disorder.

DSM-IV-TR

DSM-IV-TR

Binge Eating Disorder (BED)

A.  Recurrent episodes of binge eating. An episode of binge eating is characterized 
by both of the following: 

   1.  eating, in a discrete period of time (e.g., within any 2-hour period), an amount 
of food that is definitely larger than most people would eat in a similar period 
of time under similar circumstances 

   2.  a sense of lack of control over eating during the episode (e.g., a feeling that 
one cannot stop eating or control what or how much one is eating) 

B.  The binge-eating episodes are associated with three (or more) of the following: 
   1.  eating much more rapidly than normal 

   2.  eating until feeling uncomfortably full 

   3.  eating large amounts of food when not feeling physically hungry 

   4.  eating alone because of being embarrassed by how much one is eating 

   5.  feeling disgusted with oneself, depressed, or very guilty after overeating 

C.  Marked distress regarding binge eating is present. 

D.  The binge eating occurs, on average, at least 2 days a week for 6 months.

Reprinted with permission from the American Psychiatric Association. Diagnostic and Statistical Manual 
of Mental Disorders (4th ed.), Text Revision (Copyright 2000). American Psychiatric Association.
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Sex, Race, Ethnicity, and Developmental 
Factors
Unlike some psychological disorders, eating disorders do not affect everyone equally, 

nor do they occur with equal frequency across the life span. Understanding eating dis-

orders requires a careful understanding of who develops them and when.

concept CHeCK

W Eating disorder not otherwise specified (EDNOS) is a residual category for those who do 

not meet strict criteria for either anorexia or bulimia nervosa.

W Binge eating disorder (BED) is characterized by binge eating in the absence of compen-

satory behaviors.

W BED occurs commonly in individuals who are overweight or obese.

CRITICAl ThINkINg QuESTION How could BED contribute to the growing obesity 

epidemic, and how could treatment of BED be one approach to obesity prevention?

side by side   case studies 

ABNORmAl BEHAviOR CASE STuDy

Vito had always had a healthy appetite. His grandmother 

always referred to him as “her best eater.” Even when his 

schoolmates started teasing him about being overweight, his lov-

ing Italian grandmother still showered him with his favorite foods. 

Not one to turn down something tasty and not wanting to hurt his 

grandmother’s feelings, he always obliged. He managed to keep 

his weight under control throughout high school by joining the 

swim team. But even with all of that training, he still just always 

seemed to have an extra layer of fat compared with the other 

guys. Once he hit college, he stopped swimming, but he didn’t 

stop eating. His weight started creeping up, and with a full load 

and copyediting for the newspaper until the wee hours of the 

morning, he just didn’t have time for exercise. He started to won-

der what he was doing with his life and his nights at the newspaper 

became more and more depressing. At first he just ordered in a 

pizza and would eat and edit all night but stop at one pie. But then 

he found that a whole pizza just wasn’t satisfying some need he 

felt inside. He added garlic bread, then donuts to top it off with 

something sweet and sometimes he would go home and eat even 

more in the dorm. He was disgusted with himself but he couldn’t 

stop. This was happening two or three time a week. One night, 

one of the section editors cam back to the office late at night and 

found Vito surrounded by pizza boxes, donut boxes, chocolate 

wrappers, and gallons of soft drinks. The editor asked if they had 

been partying. Vito lied and said the other folks had just left. His 

eating was out of control. Vito had binge eating disorder. 

Dimensions of Behavior: From Normal to Abnormal

NORmAl BEHAviOR CASE STuDy
Overeating

Josh liked to eat. His mother loved having him come home from 

college because she could cook all of his favorite dishes. She knew 

that nothing would spoil in the refrigerator as it did when Josh was 

at college. Over spring break, he went home to freshly baked 

cookies, his favorite dinners, red velvet cupcakes, and gallons and 

gallons of milk! His mom went all out making sure the refrigerator 

and pantry were stocked with his favorite foods. At dinner, she 

offered seconds and even though he was full, he didn’t want to 

hurt her feelings, so he ate second helpings. He felt really over-

stuffed but decided to just take a run the next day and cut down a 

little. But he woke up to her famous apple coffee cake and he just 

couldn’t say no! That afternoon, he went to the gym because he 

was just feeling stuffed. In addition, he knew his mom had invited 

his grandparents over for a special meal that night. Josh ate a 

healthy portion size and took seconds, but he just had no room for 

dessert. He just plopped down on the couch and watched football 

with his dad. He almost couldn’t wait to get back to cafeteria food 

at school. Josh was overeating, but he was not out of control. He 

did not have an eating disorder. 
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EATINg DISORDERS IN FEMAlES AND MAlES

As we mentioned earlier, anorexia nervosa is considerably more common in women 

and girls than in men and boys, with the official sex ratio being 9 to 1 (American 

Psychiatric Association [APA], 2000). Although the precise reason for this imbalance 

remains unknown, many theories have been suggested including increased pressures 

on girls and women to attain a thin ideal, objectification of the female body, and the 

influences of female hormones on appetite and weight regulation (Klump et al., 2006; 

Striegel-Moore et al., 2007).

Although the sex ratio for bulimia nervosa is also approximately 9 to 1, women to 

men, the diagnostic criteria are somewhat sex biased. This is so because men tend to rely 

on nonpurging forms of compensatory behavior after binge eating, such as excessive exer-

cise (Anderson et al., 2003; Lewinsohn et al., 2002). Changing our definition of bulimia 

nervosa may alter the sex ratio in this disorder (Anderson et al.; Woodside et al., 2001). 

Male athletes are among those who feel strong pressure to remain slim and who may focus 

excessive attention on their weight and body shape. Intriguingly, the relation among the 

component behaviors of eating disorders such as binge eating, exercising, purging, and 

desire for weight loss may also differ across the sexes (De Young et al., 2010).

Unlike anorexia and bulimia nervosa, the sex distribution of BED is fairly equal 

(Hay, 1998; Hudson et al., 2007). In addition, the behavior of binge eating is distrib-

uted fairly equally across the sexes.

RACE, EThNICITy, AND EATINg DISORDERS

It was once believed that eating disorders were restricted to white upper-middle-class 

girls. However, the picture is clearly not so simple. These early stereotypes more likely 

reflected who was able to access and afford treatment rather than who was actually suf-

fering from the disorders (Smolak et al., 2001). Unfortunately, we do not have enough 

epidemiologic data to give us a clear picture of the racial and ethnic distribution of 

eating disorders and behaviors in the United States. One study (Striegel-Moore et al., 

2003) assessing eating disorders in 2,054 young adult black and white women (average 

age 21 years) found higher rates of anorexia and bulimia nervosa among white than 

black women. Of particular interest, no black women were diagnosed with anorexia 

nervosa compared with 1.5% of white women (Striegel-Moore et al.). However, 

because the groups also differed on social class, it is not clear whether the difference in 

prevalence was due to racial or socioeconomic differences, or both.

One group of researchers (Striegel-Moore et al., 2005) found different patterns of 

eating disorder symptoms across ethnic/racial groups. Binge eating in the absence of purg-

ing was more common in black women whereas purging in the absence of binge eating was 

more common in white women. Several studies, however, did not find racial or ethnic dif-

ferences in the prevalence of recurrent binge eating (Reagan et al., 2005; Smith et al., 1998; 

Striegel-Moore et al., 2001). Binge eating also appears to be similarly prevalent in Native 

American women and men as in whites (Striegel-Moore et al., 2011). The lack of data 

about these disorders in the diverse U.S. population is a significant gap in our knowledge.

For binge eating disorder, fewer differences in prevalence exist across racial or eth-

nic groups (Yanovski et al., 1993). Preliminary data suggest that there may be increased 

risk for BED in lower socioeconomic classes (Langer et al., 1992; Warheit et al., 1993).

DEvElOpMENTAl FACTORS IN EATINg DISORDERS

Despite the typical age of onset and the highly imbalanced sex ratio, principles of 

developmental psychology have not yet been adequately applied to examine the causes 

learning objective 7.2
Discuss	sex	differences	in	the	risk	for	
eating	disorders	and	why	these	differences	
exist.
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of eating disorders. Few studies have examined the relation between disturbed eating 

and childhood weight problems and the emergence of eating disorders in adolescence.

learning objective 7.3
Discuss	developmental	life	course	
changes	in	the	risk	for	eating	disorders.

Anorexia nervosa in childhood is uncommon although the incidence may be 

increasing (Lask et al., 2000). Bulimia nervosa before puberty is rarely reported (Stein 

et al., 1998). Clinical reports suggest that disordered eating behaviors and attitudes are 

clearly present in some preadolescent girls (Killen et al., 1994; Leon et al., 1993). In 

one study, childhood predictors of disordered eating behaviors included the mother’s 

own body dissatisfaction, internalization of the thin body ideal (or how much the 

person accepted society’s pressure to be thin), bulimic symptoms, and maternal and 

paternal BMI, which predicted the emergence of childhood eating disturbance (Stice 

et al., 1999). The extent to which this familial relationship reflects environmental or 

genetic factors is unknown.

When anorexia nervosa begins in early adolescence, social and emotional devel-

opment are clearly interrupted by its medical and psychological consequences (Bulik, 

2002). The disorder itself and associated symptoms such as depression, anxiety, social 

withdrawal, difficulty eating in social situations, self-consciousness, fatigue, and medi-

cal complications can lead to isolation from peers and family. Often recovery requires 

facing challenges that normally would have been faced years before, such as establishing 

independence from family, developing trust in friendships, and dating and establishing 

romantic relationships. Although the physical toll of eating disorders is often empha-

sized, the social and psychological effects are equally disruptive. In addition, anorexia 

nervosa has dramatic effects on the family both emotionally and financially. Family 

meals often become battlegrounds marked by refusal to eat, power struggles about food, 

and frustration and tears. Parents struggle to understand as their child becomes increas-

ingly unreachable and unable to think rationally about a function, eating, that to them 

seems a simple fact of life. The needs of siblings and other family members commonly 

become secondary to the demands of the eating disorder. This, coupled with the enor-

mous expense of treatment, can wreak havoc on the most functional of families.

Addressing the issue of who develops bulimia nervosa, population-based studies of 

older children indicate that early menarche (onset of menstruation) may increase the risk 

for bulimia nervosa (Fairburn et al., 1997). Girls whose body fat percentage increases 

more rapidly and who develop mature figures earlier than their peers may develop greater 

body dissatisfaction. This may lead to early experimentation with behaviors designed 

to control eating and weight (Attie et al., 1989), which in turn increases the risk of 

developing eating disorders. For example, among middle school girls, higher body fat 

(an indication of maturational status) was associated with the development of eating 

problems 2 years later (Attie et al.). Similarly, among 971 middle school girls (Killen  

et al., 1992), those who were more developmentally mature for their age were more likely 

to meet diagnostic criteria for bulimia nervosa. There may be important differences in 

family background as well. Compared to people with anorexia nervosa, the family back-

ground of individuals with bulimia nervosa also includes the same high achievement 

orientation. However, these families also have more problems with drug and alcohol 

dependence and higher frequency of sexual abuse than in anorexia nervosa. It is impor-

tant to note, however, that sexual abuse is no more common in families of individuals 

with eating disorders than in families of individuals with other psychological illnesses.

We know even less about developmental factors associated with BED. Retrospective 

reports from obese women with BED indicate that binge eating before age 18 was asso-

ciated with an earlier onset of obesity, dieting, and psychopathology (Marcus et al., 

1995). Most studies indicate that BED generally begins in late adolescence or early 

adulthood (Hudson et al., 2006). Some people report that they began binge eating 
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Earlier onset of menstruation may increase  
the risk of bulimia nervosa.
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earlier in life (11 to 13 years old)—often before they even went on their first diet 

(Grilo et al., 2000). Among children ages 6 to 12, those who reported binge eat-

ing gained an additional 15% of fat mass compared with children who said they did 

not binge (Tanofsky-Kraff et al., 2006). Given its possible early childhood onset and 

potentially chronic nature, BED in children clearly needs further study aimed at iden-

tification and prevention of the disorder.

concept CHeCK

W Sufficient data do not exist to make definitive statements about racial and ethnic pat-

terns in eating disorders. Some initial research suggests that anorexia is less common 

in black than in white women although the extent to which this difference is related to 

social class is unknown. Less is known about bulimia nervosa, and BED seems to be 

more evenly distributed across racial and ethnic groups.

W Anorexia and bulimia nervosa are both much more common in females than males. 

Although the exact reason for this is unclear, several theories exist ranging from sociocultural 

(increased emphasis on thinness for women) to hormonal (related to hormonal changes sec-

ondary to reproductive events). BED seems to be more equally distributed across sexes.

W Anorexia nervosa typically begins in early adolescence, and bulimia somewhat later. 

Childhood and later adult onsets also occur. Less is known about the developmental 

course of binge eating disorder.

CRITICAl ThINkINg QuESTION How could early puberty influence body image and body 

dissatisfaction in young girls and thereby contribute to the development of eating disorders?

The Etiology of Eating Disorders
Although researchers have been studying eating disorders for decades, the causes are still 

elusive. Many theories have been proposed ranging from purely sociocultural to purely 

biological. A complete understanding of the causes of eating disorders will no doubt 

require a reasonable synthesis of the different contributions of biology and environment.

BIOlOgICAl pERSpECTIvES

Biological research has revolutionized our understanding of several psychological condi-

tions. Classic examples are autism (once thought to be caused by cold and distant mothers) 

and schizophrenia (once thought to be caused by a “schizophrenogenic” mother). We now 

know that autism and schizophrenia are neurodevelopmental disorders. A neurobiological 

approach is now being used to help understand the biological basis of eating disorders. The 

use of animal models has considerably enhanced our understanding of eating disorders. 

Observing animals in the lab is one way to understand the underlying biology of the core 

symptoms of eating disorders. This research focuses on those aspects of the illness for 

which animal analogues exist. Although we cannot develop animal models of some of the 

psychological components of eating disorders such as body dissatisfaction or body image 

distortion, we can develop models of more behavioral components such as food restriction 

and binge eating (see the feature “Research Hot Topic: Do Animals Binge?”).

Role of the hypothalamus   We know from animal studies that the hypothala-

mus (a region of the brain that regulates certain metabolic processes and other auto-

nomic activities) is influential in appetite and weight control. When researchers make  

A ventromedially lesioned rat. The hypo-
thalamus is central to weight and appetite 
regulation, and when the rat’s hypothalamus 
is lesioned ventromedially, great weight gain 
results. If a rat’s hypothalamus is lesioned lat-
erally, the rat becomes extremely thin.
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surgical lesions in the ventromedial hypothalamus in mice, the mice overeat and become 

obese. In contrast, when lesions are made in the lateral hypothalamus, the mice reduce 

their food intake and lose weight. Therefore, the hypothalamus appears central to 

appetite and weight regulation in mice, but its function constitutes only one aspect of 

eating disorders. Furthermore, no evidence of consistent hypothalamic abnormalities 

has been observed in humans with eating disorders.

What circumstances can lead a rodent to engage in what 
surely looks like binge eating behavior? Answering this 

question can help us understand some of the underlying biol-
ogy of what may happen in people who binge.

Three major factors can lead to what appears to be binge 
eating in rodents: exposure to stress, periods of food depriva-
tion, and “repeated intermittent exposure to delicious food and 
fluids” (Boggiano et al., 2005, 2006, 2007). These three factors 
sound curiously like human stress, dieting, and walking through 
the food court in the mall.

An interesting phrase “binge priming” has been coined 
in the animal literature. This refers to putting animals through 
repeated cycles of food deprivation followed by exposure to 
food that they consider to be delicious. This laboratory para-
digm leads them to overeat—not only right after the food 
deprivation period but even after their weight is restored. So this 
binge priming has long-term effects on their eating behavior.  
This animal model mimics what we see in humans who go on 
a strict diet and then break the diet with a delicious food (it is 
unusual to break a diet with a low-calorie food such as celery). 
This repeated pattern of food deprivation followed by a deli-
cious falling off the wagon may in fact be priming the brain for 
binge eating.

Also of interest developmentally is that animals that go 
through these cycles of deprivation and exposure to delicious 
foods are also more likely to misuse drugs such as alcohol and 
cocaine. Apparently, this binge priming paradigm leads to 

changes in the reward circuits in the brain and affects many of 
the neurotransmitters in the brain that are associated with the 
experience of pleasure and reward—for example, dopamine, 
acetylcholine, endogenous opiates, and cannabinoids.

Experts are especially worried about adolescents who 
undergo these repeated cycles of dieting and eating palatable 
foods because their brains are still developing and are more 
susceptible to reward (that, in addition to availability, is why 
adolescence is such a prime time for trying cigarettes, alcohol, 
drugs, and sex). The concern is that binge priming during this 
time might set up adolescents not only for a lifetime vulnerabil-
ity to binge eating but also substance abuse.

research HOT topic

Do	Animals	Binge?

Stress and repeated food deprivation can 
lead to increased Oreo consumption.

learning objective 7.4
Explore	psychodynamic,	behavioral,	
cognitive,	and	biological	theories	on	the	
causes	of	eating	disorders.

Activity-Based Anorexia  Another animal model for anorexia nervosa focuses on the 

excessive hyperactivity seen in anorexic patients, which persists even in the underweight 

state. In this rodent model, unlimited access to a running wheel together with scheduled 

feeding leads to increased running wheel activity and decreased feeding. Under these 

conditions, rodents can lose over 20% of their body weight and can die from emaciation 

(Hillebrand et al., 2005; Routtenberg et al., 1967). This model is intriguing because 
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it captures one perplexing symptom of anorexia nervosa (hyperactivity) and uses that 

symptom to further understand its biological underpinnings and as a basis to understand 

pharmacological action (Kas et al., 2003). Breaking down complex psychological disor-

ders into component parts and developing animal models for these component behaviors 

constitute a valuable scientific approach to understanding etiology.

Neuroendocrine and Neurohormonal Factors  Other approaches to understand-

ing biological causes focus on how the neuroendocrine and neurohormonal systems 

(see Chapter 2) affect feeding behavior and impulse control. Several neurotransmitter 

systems reviewed in Chapter 2 have been implicated in regulating feeding behavior. 

We focus here on the role of serotonin and dopamine although several other neu-

rotransmitters may also have an influence on feeding initiation (starting eating), satiety 

(fullness), craving, and appetite (Badman et al., 2005; Gerald et al., 1996; O’Connor  

et al., 2005; Scammell et al., 2005). Serotonin and dopamine have been linked to 

changes in the psychological and behavioral features of eating disorders such as impul-

sivity and obsessionality (Roth et al., 2001; Simansky, 2005; Swerdlow, 2001). Indeed, 

serotonin has been directly related to the development of eating disorders (Brewerton 

et al., 1996; Jimerson et al., 1997; Kaye, 1997). In patients who have been free from 

anorexia or bulimia nervosa for more than a year, levels of serotonin remain high 

(Kaye et al., 1991, 1998). However, it is not clear whether this increased brain sero-

tonin activity is the result of the disorder or if it was present earlier and could predispose 

someone to develop an eating disorder. In addition, abnormalities in serotonin might also 

contribute to some of the personality features of eating disorders, such as perfectionism, 

rigidity, and obsessionality in anorexia nervosa (Hinney et al., 1997; Kaye; Kaye et al., 

2000). Moreover, the profile of individuals with anorexia suggests that they are able 

to maintain a state of denial and, with the exception of weight loss, find little pleasure 

in life. This led some researchers to suggest that dopamine, the primary transmitter 

for pleasure, might be involved. Data from PET studies indicate that individuals with 

anorexia might have a dopamine-related disturbance of reward mechanisms that con-

tributed to their behavioral style of self-denial (Frank et al., 2005).

Brain Structure and Functioning Studies  Structural brain abnormalities exist in 

patients with anorexia nervosa. Several measures suggest that when ill, these patients 

have reduced brain mass including loss of gray matter (Muhlau et al., 2007) and brain 

ventricles that are increased in size (Dolan et al., 1988) (see Chapter 2). Structural 

brain changes have also been observed in individuals with bulimia nervosa although 

these changes are less prominent in bulimia nervosa than in anorexia nervosa (Hoffman  

et al., 1989; Krieg et al., 1989). One long-term follow-up study has suggested that 

many of the structural brain differences seen in anorexia and bulimia nervosa normalize  

over time (Wagner et al., 2006).

No studies of individuals with anorexia and bulimia nervosa examine brain 

structure before patients develop eating disorders, so it is not known whether these 

changes existed before the disorder developed or are the result of it. From a scientist– 

practitioner perspective, demonstrating that these changes persist after weight recovery 

does not provide evidence that these changes are causal. Indeed, starvation (or alter-

nating starvation and binge eating) could cause lasting biological “scars” indicating 

that these changes were a result of the disorders, not the reason that they developed.

In terms of functional brain differences (see Chapter 2 on functional MRI), 

individuals with anorexia and bulimia nervosa have globally decreased brain glucose 

metabolism at rest (Delvenne et al., 1999) and increased serotonin activity in certain 
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regions of the brain (Kaye et al., 2005; Bailer & Kaye, 2011). These abnormalities are 

consistent with the rigid, inflexible, overcontrolled behavior seen in individuals with 

anorexia nervosa and some forms of bulimia nervosa.

Family and genetic Studies   In Chapter 2, we discussed how understanding the 

role of genetics involves first asking whether a disorder runs in families and, if so, 

designing twin and adoption studies to determine the extent to which the familial pat-

tern is due to genetic or environmental factors. Several family and twin studies have 

been conducted on eating disorders although no adoption studies exist.

Family studies show that anorexia nervosa, bulimia nervosa, and BED clearly run in 

families. (See the feature “Examining the Evidence: Genes or Environment in Anorexia 

Nervosa?”) Relatives of individuals with anorexia and bulimia nervosa have approximately 

10 times the lifetime risk of having an eating disorder as do relatives of people with-

out eating disorders (Hudson et al., 1987; Lilenfeld et al., 1998; Strober et al., 2000). 

However, family members do not necessarily share the same eating disorder; rather, fami-

lies often include members with anorexia nervosa, bulimia nervosa, and various types of 

EDNOS (Lilenfeld et al.; Strober et al.). BED also runs in families independently of obe-

sity (Hudson et al., 2006). Moreover, relatives of individuals with BED were 2.5 times 

more likely to be severely obese than were relatives of individuals without BED.

To what extent is this familial pattern due to genes and to what extent can it 

be attributed to the environment or modeling of unhealthy behaviors? Twin studies 

consistently show that eating disorders and related traits are moderately genetic (Bulik  

et al., 2000; Wade et al., 1999). The heritability of anorexia nervosa is estimated to be 

around 60% (Bulik et al., 2006; Wade et al., 2000) and the heritability of bulimia nervosa 

between 28 and 83% (reviewed in Bulik et al., 2000). The remaining variance (in both 

disorders) is attributable to individual specific environmental factors (see Chapter 2).  

For BED, the best current estimate of heritability is approximately 41% (Reichborn-

Kjennerud et al., 2004). As a result of the consistent replication across samples and 

across countries, it appears that eating disorders are indeed influenced by genetic factors.

Armed with the results of the twin studies, genetic studies of eating disorders 

have gone one step further and begun to examine closely areas of the genome that 

may influence the risk for anorexia and bulimia nervosa. To date, much less is known 

about the molecular genetics of BED or EDNOS although these studies are currently 

under way. For anorexia nervosa, one area of interest is on chromosome 1 (Devlin  

et al., 2002; Grice et al., 2002). Two genes have been isolated in that area—one related 

to serotonergic function and one to dopaminergic function. Both are under study for 

their potential role in the development of anorexia nervosa (Bergen et al., 2003). Many 

other studies using the association approach (see Chapter 2) have explored genes that 

are known to influence appetite, weight regulation, and mood, again focusing on 

genes that influence the function of serotonin and dopamine and several other genes 

involved in functions central to the etiology of eating disorders.

For bulimia nervosa, a specific area of chromosome 10 has been identified as a “hot 

spot” for bulimia nervosa (Bulik et al., 2003). Intriguingly, this area was also identified as a 

hot spot in a genetic study of obesity (Froguel, 1998). Genetic studies using the association 

approach have focused on many of the same genes targeted in the study of anorexic nervosa. 

Of particular interest, one genetic variation associated with the serotonin system (Steiger  

et al., 2005) found a relationship with symptoms such as impulsivity, affective instability, and 

insecure attachment in women with eating disorders that included binge eating and purging.

Advances in the understanding of the genetics of eating disorders have been 

meteoric over the past decade; however, genes cannot paint the entire picture.  
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examining the	evidence

Genes	or	Environment	in	Anorexia	Nervosa?

W The Facts  Twin sisters Michaela and Samantha Kendall 
considered themselves to be overweight at age 14 and started 
dieting to lose weight. The notion that they were overweight 
was not their own idea. The girls were taunted and ridiculed by 
classmates (their mother estimated that they weighed nearly 
200 pounds before they started dieting). Although the dieting 
began innocently, it ended up being devastating. The girls had 
no idea how controlling eating disorders could be. Samantha 
abused laxatives and eventually became unable to control her 
bowels. She soiled her bed sheets almost nightly. Both twins 
became pregnant at age 22 but had abortions for fear of get-
ting fat. The twins attracted international media attention in 
the 1990s when they appeared on the Maury Povich show and 
shared their heartbreaking struggles with eating disorders. 
Both sisters eventually died from complications of anorexia 
nervosa. Michaela died first, lying next to her twin sister in bed. 
After Michaela died in 1994, Samantha tried desperately to 
turn her life around and recover. Unfortunately, the damage 
to her body had already been done, and although Samantha 
managed a short recovery period, she died in October 1997.

Is this just an example of the “fat phobic” environment ter-
rorizing two young girls into anorexia nervosa, or could it be 
the manifestation of an underlying genetic predisposition?

Let’s	Examine	the	Evidence
W The Role of Environment  The environment is a major con-
tributor to eating disorders. Issues such as weight intolerance, 
teasing, fat phobia, and the societal pressure to be thin all con-
tribute to young girls developing eating disorders. The teas-
ing that the Kendall twins experienced was another powerful 
environmental influence: They made a pact never to be teased 
again. Twins also often have a special bond. In this case, their 
pact to diet was so strong that they both eventually died. A 
rational approach to preventing eating disorders would include 
a focus on decreasing bullying and teasing in the schools as 
well as putting pressure on the media and the modeling indus-
try to stop flaunting unrealistic ideals of thinness.

W The Role of genetics  The fact that the Kendall twins 
already weighed nearly 200 pounds by age 14 suggests that 
they were indeed biologically predisposed to eating and 
weight dysregulation. Although they were teased in school, 
countless overweight kids get teased in school but never 
develop an eating disorder. The twins decided to go on their 
first diet together, and they never came off of it. Even though 
that first diet was a choice, once they were in negative energy 
balance (expended more calories than they took in), the 
anorexia took on a life of its own—because they were geneti-
cally predisposed. They were different because of their  
bodies’ response to starvation. Indeed, most teens who are 
overweight and go on a diet have a hard time losing weight 
and often become obese adults. In the Kendall twins’ situation, 
their weight dropped like a stone, and they were able to main-
tain that frightening low weight until their death. In this case, 
their biology trapped them in the prison of anorexia nervosa. 
A rational approach to preventing eating disorders would be 
to identify the genes that predispose to anorexia nervosa and 
develop medications to counteract the biological factors that 
inhibit eating and enable maintenance of low body weight.

W Conclusion  Not nature or nurture but nature and nurture—
it is highly unlikely that either nature or nurture alone caused 
the Kendall twins’ anorexia nervosa. Whereas countless ado-
lescents are teased about their weight, only a small fraction 
ever goes on to develop anorexia nervosa. What made them 
more vulnerable? What made their bodies respond to dieting 
differently than the majority of their peers? It is very likely that 
their genetic predisposition rendered them more sensitive to 
negative energy balance than others. Their ability to maintain 
such low intake and low weight is testimony to the fact that 
they were biologically different from their peers. A rational 
approach to preventing eating disorders would be to identify 
high-risk individuals based on their genotype. These individu-
als could then be provided strategies and tools to develop 
environments that would allow them to avoid situations of 
negative energy balance that could trigger an eating disorder.

http://www.anorexicweb.com/IdRatherBeDead/idratherbedeadtha.html http://www.somethingfishy.org/memorial/
memorial.php; and Bateman, M. (1997, November 16). These are not just desserts. The London Independent.

The most likely causal explanations will involve an interaction between genes and 

the environment. Just having risk genes does not mean that someone will develop an 

eating disorder. In fact, someone with several risk genes may never develop a disor-

der if she or he is not exposed to environmental factors that trigger the genetic pre-

disposition. Although our genes establish our baseline risk, our environment can be 

http://www.anorexicweb.com/IdRatherBeDead/idratherbedeadtha.html
http://www.somethingfishy.org/memorial/memorial.php
http://www.somethingfishy.org/memorial/memorial.php
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protective (buffering) and/or triggering (risk enhancing). As with so many psychologi-

cal disorders, the complex interplay between genes and environment will be the key to 

understanding the emergence of these syndromes.

pSyChOlOgICAl pERSpECTIvES

Several psychological theories attempt to explain eating disorders. These explanations 

dominated the field for decades, and many have offered useful insights about the role 

of families and culture. Many of these theories still contribute to our understanding 

of aspects of the disorders, but they are best considered together with what we know 

about biological risk factors.

psychodynamic perspectives  As we recall from Chapter 1, psychodynamic think-

ing focuses on the influence of early experience. Early psychoanalytic theory viewed 

anorexia nervosa as an attempt to defend against anxiety associated with emerging adult 

sexuality (Waller et al., 1940). Anorexia nervosa was considered an unconscious attempt 

to reverse or reject adult female sexuality via starvation to a prepubertal state (Dare  

et al., 1994). As psychoanalytic theory moved away from a narrow focus on sexuality, 

the explanation shifted to interpersonal relationships and the interpersonal context in 

which these disorders arose (Kaufman et al., 1964). One of the key clinicians and writ-

ers in the field, Hilde Bruch (Bruch, 1973, 1978), introduced rich clinical descriptions 

of patients with anorexia nervosa in her book The Golden Cage. Through her careful 

insights and keen ability to understand what motivated her patients to maintain such 

rigid control on food intake, she identified features such as body image distortion and a 

pervasive sense of ineffectiveness as core aspects of anorexic pathology.

Family Models of Eating Disorders  Early family models of eating disorders, espe-

cially anorexia nervosa, focused on patterns of family dysfunction among patients 

who sought treatment. Perhaps best known is the work of Argentinean psychiatrist 

Salvador Minuchin (Minuchin et al., 1978), who identified four dysfunctional pat-

terns. He noted enmeshment, rigidity, overprotectiveness, and poor conflict resolution 

as characteristic of what he referred to as psychosomatic families. The word enmesh-

ment described the overinvolvement of all family members in the affairs of any one 

member. Rigidity described the difficulty families faced in adapting to the changing 

developmental needs of their children, for example, children’s increasing need for 

autonomy. Rigid families have great difficulty maturing along with their children. 

Overprotectiveness meant that parents shielded children from age-appropriate expe-

riences. Finally, poor conflict resolution reflected the difficulties these families had in 

dealing with problematic, negative situations.

According to Minuchin’s theory, family pathology was expressed as a psychoso-

matic illness in one child (in this case anorexia nervosa). He used the family mealtime 

to assess family functioning and as a therapeutic tool. His vivid examples of family 

meals provided insights into how families functioned at a high-risk time (namely, 

around food). Although his work brought the study of anorexia nervosa into the realm 

of scientific inquiry, his sample was biased toward families who could afford treatment 

at an academic center. Later studies suggested that his descriptions were oversimpli-

fied and that families of patients with anorexia nervosa were not so homogeneous.

Cognitive-Behavioral Theories   The cognitive-behavioral model focuses on dis-

torted cognitions, or thoughts, about body shape, weight, eating, and personal control 

that lead to and maintain unhealthy eating and weight-related behaviors. Consider the 

Salvador Minuchin, an Argentinean psy-
chiatrist who practiced at the University of 
Pennsylvania, championed the concept of 
the “psychosomatic family” and worked with 
families around the dinner table.

enmeshment  the overinvolvement of all fam-
ily members in the affairs of any one member



C H A P T E R  7264

following classic example of a cognitive distortion. After eating one doughnut, some-

one with bulimia nervosa might think, “I’ve already blown it. I may as well go ahead 

and eat the whole dozen!” Proponents of a cognitive-behavioral model emphasize the 

power of thoughts to influence feelings and behaviors. In bulimia nervosa, distorted 

thoughts about food, shape, and weight lead to particular feelings and behaviors that 

then perpetuate the binge–purge cycle. Several cognitive-behavioral models of bulimia 

nervosa have been developed (Fairburn, 1981; Mitchell, 1990).

Sociocultural Theories  Sociocultural models emphasize the Western cultural preoc-

cupation with thinness as beauty. The sociocultural model follows the path from being 

exposed to the ideal of thinness, to internalizing this ideal, and then observing a discrep-

ancy between actual and ideal body to dissatisfaction with one’s body, to dietary restraint, 

and finally to restriction (Striegel-Moore et al., 1986). Because girls and women are 

often valued primarily for their appearance (Moradi et al., 2005), they are more likely 

to internalize the thin ideal. Subtle and overt messages to achieve the thin ideal can sig-

nificantly impact a woman’s self-esteem and body esteem. In general, exposure to media 

images of the thin-ideal is associated with adverse consequences among college-age 

women (Irving, 1990; Stice & Shaw, 1994; Tiggemann & Pickering, 1996). Even brief 

exposure to a cosmetic surgery reality show can lead to decreased self-esteem—especially 

in individuals who have significantly internalized the thin ideal (Mazzeo et al., 2007).

Although the thin ideal primarily targets girls and women, sociocultural forces 

also operate on boys and men. Increasing emphasis on leanness and muscularity can 

contribute to males turning to unhealthy weight control behaviors including using ana-

bolic steroids to achieve the prized “six-pack” or “ripped” physical ideal (Kanayama et 

al., 2006, 2010). Just as for women, even brief exposure to media images of the thin 

body ideal can negatively affect men’s views of their own bodies (Leit et al., 2002).

Support for the role of sociocultural factors in eating disorders comes from a landmark 

study conducted by Becker and her colleagues in Fiji. In 1995, before television was 

available on the island, Dr. Becker and her team surveyed 63 Fijian secondary school 

girls who were on average 17 years old. Three years later, after television had saturated 

the island, the researchers surveyed 65 girls from the same schools, who were matched 

in age, weight, and other characteristics with the girls in the earlier group. Remarkably, 

whereas only 3% of the original girls had reported self-induced vomiting for weight 

control in the initial study, a full 15% reported such vomiting three years later (Becker 

et al., 2002). Additionally, new data indicate that the amount of television watching 

by someone’s friends can influence a girl’s body image even if the girl does not own or 

watch television herself (Becker et al., 2011). Thus social network can strongly affect a 

person’s risk for developing an eating disorder.

Four lines of evidence provide partial support for the sociocultural model (Striegel-

Moore et al., 2007). This evidence includes the imbalanced sex ratio in anorexia and 

bulimia nervosa, the increasing incidence of anorexia nervosa and bulimia nervosa in 

parallel with the decreasing body size ideal for women, cross-cultural differences in 

the incidence or prevalence of eating disorders with higher rates in cultures that value 

extreme female thinness, and the significant prospective relationship between internal-

ization of the thin ideal and disordered eating.

Sociocultural theory cannot account for the development of all eating disorders. 

Virtually all young girls are exposed to the thin ideal and many internalize it; yet only a 

few go on to develop full eating disorder syndromes (Striegel-Moore et al., 1986). The 

most plausible explanation is that environment affects individuals to different degrees 

The fashion industry’s emphasis on thinness 
has often been identified as a sociocultural 
factor contributing to the rising prevalence of 
eating disorders.
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and in different ways. The reason for this could rest in genetic factors and suggest gene 

× environment interactions as we discussed in Chapter 2. A genetic predisposition may 

make an individual more vulnerable to behaviors such as dieting, which are triggered by 

exposure to sociocultural pressures toward thinness. Although the first diet may be noth-

ing more than an unpleasant hunger-inducing experience for someone with low genetic 

vulnerability, for someone with high genetic vulnerability, the first diet may trigger the 

descent into full-blown anorexia nervosa. Another factor requiring further research is the 

role of increased average weight (which is increasing in children and young adults) and 

more frequent dieting (which starts earlier and affects many more people).

concept CHeCK

W Early psychodynamic models focused on anorexia nervosa as an escape from adult 

sexuality; later models focused on the interpersonal aspects of the disorder.

W Recent research highlights the role of neuroendocrine and neurohormonal systems in 

eating disorders.

W Eating disorders run in families and are moderately heritable; studies have identified 

areas on specific chromosomes for both anorexia and bulimia nervosa.

W Early family models focused on enmeshment, rigidity, overprotectiveness, and lack of 

conflict resolution as characteristic of families of individuals with anorexia; later models 

acknowledge that there is no “typical” family from which anorexia nervosa arises.

W Cognitive-behavioral models highlight the role of dysfunctional thoughts on the emer-

gence and perpetuation of unhealthy eating and dieting behaviors.

W Sociocultural models focus on the ubiquitous pressure on girls and women to be thin 

and the internalization of the thin ideal.

CRITICAl ThINkINg QuESTION What are some of the ways in which biology and culture 

may interact to influence risk for the development of eating disorders?

The Treatment of Eating Disorders
Treatment goals for patients with anorexia nervosa, bulimia nervosa, and binge eating 

disorder differ somewhat although they have commonalities. The normalization of 

eating behavior and weight is the central treatment goal for all eating disorders; how-

ever, the precise nature of the desired change differs. In anorexia nervosa, the initial 

goals are to increase caloric intake and weight gain so that later stages of treatment 

can deal more effectively with the psychological aspects of the disorder. For bulimia 

nervosa, when weight is usually within the healthy range, the focus of treatment is to 

normalize eating, eliminate binge eating and purging episodes, and improve the psy-

chological aspects of the disorder. In binge eating disorder, for patients who are over-

weight, treatment attempts to normalize eating, eliminate binge eating, improve the 

psychological features of the disorder, and either stabilize or lower weight. The best 

way to achieve these goals is different for each disorder.

INpATIENT TREATMENT OF ANORExIA NERvOSA

Treatment for anorexia nervosa can be difficult and is best accomplished using a mul-

tidisciplinary team. The first and most critical step is restoring weight. Psychotherapy 

is difficult to conduct when the patients are acutely ill because starvation impairs 

their ability to think. Psychotherapeutic approaches include individual psychotherapy  

learning objective 7.6
Compare	and	contrast	treatments	for	
eating	disorders.
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(cognitive-behavioral, interpersonal, behavioral, supportive, and psychodynamic), 

family therapy (especially for younger patients), and group therapy. Individuals who 

are below 75% of their ideal body weight should be hospitalized (American Psychiatric 

Association Work Group on Eating Disorders, 2000).

Besides weight, other factors that influence the decision to hospitalize individuals 

suffering from anorexia nervosa include medical complications; suicide attempts or plans; 

failure to improve with outpatient treatment; comorbid psychiatric disorders; interfer-

ence with school, work, or family; poor social support; pregnancy; and the unavailability 

of other treatment options (American Psychiatric Association Work Group on Eating 

Disorders, 2000). Inpatient treatment involves highly specialized multidisciplinary 

teams including psychologists, psychiatrists, internists or pediatricians, dietitians, social 

workers, and nurse specialists. At severely low weights, patients may be prescribed bed 

rest or have their activity limited for safety reasons and as a way to give their bodies a 

chance to start gaining weight. Typically, as patients eat and gain weight, they are given 

increasing privileges on the treatment unit. Often a dietitian initially chooses menus for 

the patients. As patients get better and are able to make healthy choices, they take on 

responsibility for food selections in order to continue the weight gain. Inpatient treat-

ment for anorexia nervosa can be very difficult for both the patients and their family. 

Treatment presents an unusual situation: Patients are deeply afraid of giving up the 

symptoms (starvation and low weight), and the medicine the doctor offers is something 

the patients avoid (food). Developing a collaborative relationship is critical to decreasing 

patients’ anxiety about weight gain and to making the hospitalization a success.

EThICS AND RESpONSIBIlITy

Involuntary treatment of anorexia nervosa by means of legal commitment occurs for a minor-

ity of patients with eating disorders, and this is sometimes a controversial action. Legal com-

mitment is less controversial when the patient is suicidal, clearly intending to harm him- or 

herself. Yet part of the diagnostic criteria for anorexia nervosa is denial of illness, and patients 

with this disorder will not express an intent to harm themselves although their behaviors 

may result in severe harm or death. Legally, self-starvation is generally considered a behavior 

that endangers life and constitutes a grave disability, thereby allowing civil commitment of 

patients with severe anorexia who refuse treatment (Applebaum & Rumpf, 1998).

Patients with anorexia nervosa show equivalent rates of weight gain during hos-

pitalization whether they enter the hospital voluntarily or involuntarily as a result of a 

legal commitment process. Moreover, when asked later, patients who were committed 

involuntarily commonly report that their involuntary treatment was justified and view 

their treatment teams with good will (Watson et al., 2000). In principle, involuntary 

commitment should be viewed as an approach of last resort only after patients decline 

voluntary hospitalization, their physical safety is at risk, and there is likely to be thera-

peutic gain from hospitalization (Applebaum & Rumpf, 1998).

BIOlOgICAl TREATMENTS FOR EATINg DISORDERS

Although medications are commonly prescribed for the treatment of anorexia ner-

vosa, none has yet been identified as effective (Zhu et al., 2002). A recent report  

highlighted the critical need for developing medications that target the core symp-

toms of anorexia nervosa (Bulik et al., 2007). For bulimia nervosa, the antidepressant 

fluoxetine (Prozac) appears to reduce the core symptoms of binge eating and purg-

ing and associated psychological features such as depression and anxiety, at least in 

the short term (Shapiro et al., 2007). In 1994, the Food and Drug Administration 
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(FDA) approved fluoxetine for the treatment of bulimia nervosa, and it remains the 

only approved medication for any eating disorder. Although fluoxetine reduces the 

core symptoms, it is still unclear whether its effects are long lasting or associated with 

permanent remission. The optimal duration of treatment and the best strategy for 

maintaining treatment gains also remain unknown. For binge eating disorder, several 

medications that target the core symptoms of binge eating or weight loss, or both, 

have been tried although none has yet received FDA approval (Brownley et al., 2007).

NuTRITIONAl COuNSElINg

For all eating disorders, nutritional rehabilitation is a necessary but not sufficient inter-

vention. Although patients with anorexia nervosa often spend inordinate amounts of 

time pondering nutrition labels and counting calories, they are unable to apply this 

information to their own eating. Dietitians trained in the treatment of eating disorders 

can assess nutritional deficiencies in patients with anorexia nervosa, set appropriate 

goal weights, develop strategies for renormalization of eating, and calculate caloric 

requirements for weight gain. For bulimia nervosa and binge eating disorder, dieti-

tians can help the patient relearn appropriate portion sizes, eat meals in a normal way, 

and develop strategies for decreasing urges to binge. In addition, in binge eating disor-

der, the dietitian can help determine appropriate caloric intake for either body weight 

maintenance or weight loss. Although an important adjunct, nutritional therapy is 

ineffective as a sole intervention and is unacceptable to patients as reflected in high 

dropout rates when delivered as the only intervention (Hsu et al., 2001).

COgNITIvE-BEhAvIORAl ThERApy

As discussed in earlier chapters, cognitive-behavioral therapy (CBT) helps patients 

change patterns in thinking that contribute to their problems. The application of 

CBT to the treatment of eating disorders focuses on faulty cognitions about body 

shape, weight, eating, and personal control that lead to and perpetuate the dysfunction 

in eating and weight. The therapist addresses both relatively easily accessible thoughts, 

called automatic thoughts, which are often evaluative in nature, and deeper core beliefs, 

which are the guiding principles or self-truths of the individual. CBT involves iden-

tifying and challenging distorted cognitions about food, eating, and body shape and 

weight and replacing them with health-promoting alternatives. Studies that have dis-

mantled the cognitive and behavioral components of CBT have shown that the cogni-

tive component appears to be most critical in effecting behavior change.

Recovery rates with CBT vary from 35 to 75% at 5 or more years of follow-up 

(Fairburn et al., 2000; Fichter et al., 1997; Herzog et al., 1999). The rates differ in part 

because of varying definitions of recovery. However, approximately 33% of individuals 

with bulimia nervosa relapse, and the risk is highest during the year following treat-

ment (Shapiro et al., 2007)

For anorexia nervosa, preliminary evidence suggests that CBT may reduce 

relapse in adults after weight has been restored (Pike et al., 1996). CBT may be less 

effective when patients are extremely underweight. This therapy requires active cogni-

tive effort, so patients whose cognitive processing is impaired by self-starvation may 

not be able to benefit from CBT during the acute stage of their illness (McIntosh  

et al., 2005). What we know about the efficacy of CBT for anorexia nervosa is limited 

to adults, for no studies have adequately evaluated developmentally tailored cognitive-

behavioral treatments for adolescents.
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The cornerstone of CBT for bulimia nervosa is self- 

monitoring. Patients keep track of what they ate, whether it was a 

binge or purge episode, the situation they were in, who else was pres-

ent, and their thoughts and feelings (see Figure 7.2). By analyzing 

the data, the patient and therapist can identify patterns of unhealthy 

behavior including high-risk times and situations for binge eating 

and purging, which serves as a first step in establishing healthier 

behavior patterns. More recently, modern information technology 

has been adapted for self-monitoring including the use of personal 

digital assistants (PDAs) and cell phone–based text messaging.

The next steps involve mastering the language and concepts of 

CBT including recognizing thoughts, feelings, and behaviors that 

are associated with unhealthy eating behavior; learning to recognize 

cues for and consequences of disordered eating; learning to control 

automatic thoughts; and learning to restructure distorted cognitions 

that perpetuate unhealthy eating behaviors. The final goal of CBT 

is preventing relapse, and clinicians provide tools to patients for maintaining healthy 

behaviors (see Figure 7.3).

CBT is also effective in the treatment of binge eating disorder (Brownley et al., 2007). 

In the United Kingdom, self-help, often incorporating CBT principles, is recommended as 

a first step in treating this disorder (National Institute of Clinical and Health Excellence, 

2004). Patients with binge eating disorder might first be offered a self-help book or an on-

line cognitive-behavioral program to use at their own pace. For some, this approach might 

be enough to put them on the path to recovery. At the next check-in, if doing well, they 

might be encouraged to continue. If they have made no progress or if their condition has 

deteriorated, they are referred for specialist treatment as a second step in care.

By extension, dialectical behavioral therapy (DBT) focuses on emotional dys-

regulation as the core problem in eating disorders and views symptoms as attempts to 

manage unpleasant emotional states. A small study of DBT for bulimia showed that 

patients receiving it had significantly greater decreases in binge eating and purging than 

FigUre 7 .3
A	Behavioral	Chain

Chaining allows the patient to map 
out how thoughts, feelings, and 
behaviors cascade to unhealthy 
consequences. The object of the 
technique is to help the patient learn 
strategies to break the chain at every 
link.

Develop a
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craving starts

Craving getting
stronger
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FigUre 7 .2
Self-Monitoring	via	Text		
Message

The patient types in her status and receives a 
return message from her therapist.
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Binges: 1
Purges: 0

BACK MENU

You are on the right path.
Binges are down and no
purges. Keep up the great
work. It’s great to see so
much improvement.

BACK
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did those on a waiting list and that abstinence was greater after DBT treatment than in 

the waiting list group (Safer, 2001). DBT is also being explored as an intervention for 

anorexia nervosa (McCabe & Marcus 2002) and binge eating disorder (Chen, 2008).

INTERpERSONAl pSyChOThERApy (IpT)

Initially developed for the treatment of depression, interpersonal psychotherapy (IPT) is 

a brief, time-limited psychotherapy (Klerman et al., 1984). IPT is based on the theory 

that regardless of their cause, the current depressive symptoms are “inextricably inter-

twined” with the patient’s interpersonal relationships. The goals of IPT for depression are 

to decrease depressive symptoms and to improve interpersonal functioning by enhancing 

communication skills in significant relationships. The adaptation of IPT for the treat-

ment of bulimia nervosa (Fairburn, 1993), anorexia nervosa (McIntosh et al., 2000), and 

binge eating disorder (Wilfley et al., 1993) applies the same principles of focusing on 

reducing symptoms related to eating disorders. IPT for eating disorders intervenes at the 

symptom and social functioning levels by addressing one of four problem areas: interper-

sonal disputes, role transitions, abnormal grief, or interpersonal deficits.

For anorexia nervosa, IPT has been found to be less effective than a therapy based 

on supportive psychotherapy and sound clinical management or CBT (McIntosh et al., 

2005). For bulimia nervosa, IPT has been found to be as effective as CBT, but CBT shows 

more rapid decreases in bulimic symptoms (Fairburn et al., 1991, 1993). IPT, delivered 

both individually and in group therapy, has also shown preliminary success in binge eating 

disorder (Wilfley et al., 1993). It is interesting that a treatment that does not directly address 

the core symptoms of the eating disorder (especially bulimia and binge eating disorder) but 

focuses solely on current interpersonal relationships produces results equivalent to CBT, 

which focuses specifically on the disordered eating and body image issues. How IPT helps 

to decrease the symptoms of bulimia nervosa and binge eating disorder is unknown. Clearly, 

eating disorders often have profound effects on interpersonal relationships, and IPT high-

lights the many ways in which the eating disorder disrupts social functioning.

FAMIly-BASED INTERvENTIONS

Based on early family theories of anorexia nervosa, Minuchin and Palazzoli have advo-

cated therapy aimed at changing the dysfunctional family system (Minuchin et al., 

1978; Palazzoli, 1978), modifying dysfunctional transactional family patterns, and 

reorganizing the family around healthier and more open communication (Minuchin 

et al.). Family involvement is unquestionably critical in the treatment of anorexia  

nervosa—especially in young patients who are not chronically ill (Russell et al., 1987). 

However, the early observations by Minuchin and others of the “typical” anorexia ner-

vosa family have not been substantiated. Indeed, there is no one prototypic anorexic 

family. Modern approaches to family therapy for anorexia nervosa include conjoint 

family therapy in which all family members are treated together; separated family 

therapy, in which parents are treated separately from their ill child; parent training 

that provides parents psychoeducation and tools to manage their child’s eating dis-

order (Zucker et al., 2005); and a popular approach, the Maudsley method, which 

focuses on parental control of the initial stages of renutrition (Lock et al., 2002, 2010). 

The Maudsley approach hinges on seven principles:

 1. Work with experts who know how to help you.

 2. Work together as a family.

 3. Don’t blame your child or yourself for the problems you are having. Blame 

the illness.
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 4. Focus on the problem before you.

 5. Don’t debate with your child about eating—or weight-related concerns.

 6. Know when to begin backing off.

 7. Take care of yourself. You are the child’s best hope.

The Maudsley approach empowers parents to take an active role in achieving 

successful treatment. This approach also includes therapist-assisted family meals.

Although family therapy is effective with adolescents, as currently conceptu-

alized, it does not appear to be efficacious for adults with anorexia nervosa (Bulik  

et al., 2007) although couple-based interventions that join partners in recovery from 

anorexia nervosa are being evaluated (Bulik et al., 2011). One clinical trial has shown 

initial promise for family-based treatment of bulimia nervosa (le Grange et al., 2007). 

There have been no clinical trials of family therapy for binge eating disorder.

concept CHeCK

W Renutrition is a critical first step in the treatment of anorexia nervosa. Inpatient treatment 

may be necessary to help the patient gain adequate weight.

W Fluoxetine (Prozac) is the only FDA-approved treatment for any eating disorder (bulimia 

nervosa).

W Cognitive-behavioral therapy is effective in the treatment of bulimia nervosa and may be 

beneficial for adults with anorexia nervosa after they have gained weight.

W Interpersonal psychotherapy is also effective for bulimia nervosa although symptom 

change comes about more slowly than with CBT.

W Family therapy is effective for the treatment of adolescents with anorexia nervosa but 

has not yet been shown to be effective with adults.

CRITICAl ThINkINg QuESTION How could family therapy be adapted for use for older 

patients?
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THE TREATMENT

THE TREATMENT OUTCOME
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THE TREATMENT PROGRESS

lisa—Detection and Treatment of Anorexia Nervosa  
in a Student Athlete

REAL science REAL	life

Lisa loved to run. In elementary school, she outran the boys. In 
middle school, she joined the cross-country team, was team cap-
tain, and won the conference championships. Running was her 
life, and she was good at it. She ran cross country and the 3,000 
throughout high school, racking up state championships in both. 
But that was just like Lisa—she was always driven to do her best 
whether it was in academics or athletics. Even in first grade, she 
often cried and would tell her mother that she was worried that 
she did not do her best—and she had to be the best. So she was 
thrilled when she was awarded full athletic scholarships to two 
excellent universities. She chose a university that was two states 
away that excelled in women’s track and field.

THE PATIENT

THE PROBLEM

THE TREATMENT

THE TREATMENT OUTCOME

DIAGNOSIS

THE DIAGNOSTIC ASSESMENT

THE TREATMENT PROGRESS

The cross-country season started off well her freshman year, 
but she had tendonitis problems during indoor track season. 
The trainers had her sit out the season so that she would be 
ready for outdoor track season. Not competing caused her great 
distress. She watched her teammates at home meets, listened 
to their tales of victory at away meets, and longed to be out 
there with them. She found it difficult to concentrate on her 
schoolwork. Previously an A student, she started to get Cs in 
chemistry and calculus. Not only that, but also she started to 
gain weight. Even though she was swimming and cross training 
to try to stay in shape, it wasn’t the same as being on the team. 
Carrying around an extra 10 pounds made her feel like she 
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didn’t belong. She felt fat and disgusting. With only one month 
to go before outdoor season, she felt desperate to get back 
into shape. She was limiting herself to 300 calories per day 
and she was exercising about 6 hours a day—swimming, using 
an elliptical machine, running, doing hundreds of crunches 
on her dorm room floor—she never sat still. Her tendonitis 
improved a little, and she was able to start training with the 
team again—but she didn’t stop her extra exercising. She was 
quickly back to her training weight, but the coach noticed that 
her running wasn’t quite back to her previous outstanding level. 
He assumed that it was just from the time off and worked with 
her to increase her miles and try to improve her overall condi-
tioning. The attention paid off, her running improved, she took 
second at the relays, and she was contributing to the team’s 
success. But she started looking really thin. Her teammates 
noticed her in the locker room and were shocked that they 
could count every rib and vertebrae. They went to the coach 
with their concerns. The coach listened but had a dilemma. 
NCAA finals were coming up and they were well positioned to 
win but not without Lisa. Could he wait until after the finals to 
talk to Student Health? He decided to sit on it for a couple of 
days and then decide.

Two days later, he got a call from EMS. One of his athletes had 
collapsed during a 15-mile training run and was being trans-
ported to the emergency room. He rushed to the ER and found 
Lisa hooked up to an IV, exhausted and dehydrated. She was 
tearful and determined to go to the finals, saying she was let-
ting everyone down.

The coach told Lisa about the conversation he had had with 
her teammates. Avoiding talking about the finals, he told her 
that he would do whatever he could to work with her to get 
healthy and that was the only goal right now. The coach ago-
nized over not having approached her immediately. Waiting 
two days could have meant her life.

At first, Lisa’s treatment focused on support while she was 
being renourished. Her weight had dropped to 78 pounds 
and she was 5’5’’ (BMI = 13 kg/m2). Her therapist noted that 
her thinking was very negative. It was unclear whether she was 
also suffering from depression or if her low mood and negative 
thoughts were simply secondary to starvation. Lisa continued to 
believe that she had let down the team, the school, her family,  
and herself. She also believed that she could run well only if 
she were the thinnest girl on the team. Initially, Lisa was afraid 
that the therapist’s only goals were to make her fat and to keep 
her from running. However, she began to see that the thera-
pist would indeed work with her to get her back to her sport 

but only after she was fully recovered. As her thinking cleared, 
her therapist began self-monitoring—not only of her food 
intake but also of her urges to exercise and her thoughts. They 
worked together to ensure that she was eating properly and 
not engaging in unhealthy exercise that would make weight 
gain nearly impossible. She began to recognize patterns in her 
urges to exercise as well as some of the automatic thoughts 
that had maintained the eating-disordered behaviors. She 
realized that every time she saw a female athlete in revealing 
clothing, she started to feel as if she needed to get back to her 
waiflike weight. She would develop an overwhelming urge to 
go running or punish herself in the gym. Her therapist helped 
her to unpack the distorted thinking that fueled that urge (“I 
will be a successful runner only if I am back to my previous low 
weight”) and helped her integrate the realization that her low 
weight actually interfered with her running rather than help-
ing it. Gradually, Lisa became more and more confident in her 
ability to resist the urge to exercise although she still felt waves 
of envy as she saw the thinner girls. As she gained weight, her 
mood improved, so her physician saw no immediate need for 
medication but did continue to monitor Lisa’s mood over time 
to see whether the depression would return and medication 
might be required.

The following year before cross-country season and with Lisa’s 
permission, a meeting was set up with Lisa, her parents, her 
coach, her trainer, and her therapist. Together they devel-
oped a plan for Lisa’s competitive season including reason-
able training schedules and procedures for action if warning 
signs emerged. Lisa also talked openly about her struggle 
with her teammates, who were supportive of her efforts 
toward recovery.

In many ways Lisa was a highly successful young woman—
academically and athletically. The transition from high school to 
college, though exciting, posed significant challenges for her. 
Two states away from home, she was on her own in a highly 
competitive Division I school. Precisely those traits (competi-
tiveness and determination) that made her a great success were 
her undoing after her injury. Lisa didn’t have the personal tools 
to deal with this setback in a healthy way; instead, she went 
overboard with exercise as a means of feeling a sense of con-
trol over her situation. Once she was able to engage in a sup-
portive relationship with her therapist, she was able to change 
her behavior although many cues in the environment clearly led 
to urges to exercise. With the support of her family, therapist, 
trainer, coach, and teammates, Lisa was able to finish her com-
petitive college career successfully.
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 1 Anorexia nervosa is marked by extreme low weight, fear of 
gaining weight, and undue emphasis on shape and weight 
as part of self-evaluation. Binge eating and compensatory 
behaviors such as self-induced vomiting or laxative abuse 
mark bulimia nervosa, which is seen in individuals who are 
of normal weight or overweight. Binge eating disorder also 
includes binge eating behavior but without compensatory 
behaviors.

 2 Anorexia nervosa and bulimia nervosa are 9 times more 
common in females than in males. Binge eating disorder has 
a more even sex distribution.

 3 Anorexia nervosa typically begins in early adolescence; buli-
mia occurs somewhat later. Child and later adult onsets also 
occur. Less is known about the developmental course of this 
binge eating disorder.

 4 Many theories of the causes of eating disorders exist includ-
ing psychodynamic, biological/genetic, cognitive behavioral, 

and sociocultural. A complete appreciation of the factors 
that cause and maintain eating disorders will probably 
involve a combination of genetic and environmental factors.

 5 Depression and anxiety are commonly comorbid with 
anorexia and bulimia nervosa. Personality styles characteris-
tic of both disorders include perfectionism; however,  
bulimia also tends to be associated with more impulsive  
features.

 6 The initial and critical step in the treatment of anorexia ner-
vosa is renutrition and weight gain in a supportive environ-
ment. Family involvement is critical for younger patients. 
Cognitive-behavioral therapy may be helpful after weight 
restoration. For bulimia nervosa, both cognitive-behavioral 
therapy and fluoxetine (Prozac) have been shown to be 
effective in reducing binge eating and purging behavior 
although the long-term efficacy of medication treatment is 
unknown.

r e v i e w i n g 
learning objectives

TEST yourself
 1. Which of the following criteria is necessary for a diagnosis of 

anorexia nervosa?
a.  a body weight of less than 85% of that expected for 

height and sex
b. a BMI of 20–22
c. a history of purging behaviors
d. recent weight loss

 2. Even at a very low body weight, a person with anorexia ner-
vosa will experience
a. lack of concern about physical appearance
b. complete absence of appetite
c. intense fear of gaining weight
d. unusually high self-esteem

 3. The attitude most difficult to overcome in patients with 
anorexia nervosa is their
a. rationalization of any weight gain
b. acceptance of obese family members
c. denial that a problem exists
d. preoccupation with fashion

 4. The two subtypes of anorexia nervosa are
a. EDNOS and BED
b. restricting and binge eating/purging
c. typical and atypical
d. objective and subjective

 5. The physical effects of anorexia nervosa after recovery may 
include
a. osteoporosis
b. decreased intellectual ability
c. poor integration into society
d. occupational disability

 6. Anorexia nervosa is considered a very serious psychological 
problem primarily because
a. it often includes periods of relapse
b.  it has the highest mortality rate of any psychological 

disorder
c. it is routinely ignored by patients’ families
d.  patients deny their condition and are reluctant to 

get help

 7. The diagnosis of bulimia nervosa requires the presence of
a. strict eating patterns
b. alternating purging and nonpurging behaviors
c. binge eating alternated with compensatory behaviors
d. behaviors designed to ensure weight loss

 8. The hallmark feature of a binge is the
a. perceived number of calories
b. type of food
c. length of time
d. perceived lack of control

For more review plus practice tests, flashcards, 
and Speaking Out: DSM in Context videos, 
log onto www.MyPsychLab.com

www.MyPsychLab.com


     9. A patient with bulimia nervosa who sometimes eats a typical 
or even small amounts of food but still feels that the eating 
is out of control is experiencing
a. excessive guilt
b. subjective binge eating
c. compensatory behavior
d. objective binging

 10. People seeking treatment for an eating disorder are most 
commonly diagnosed with
a. anorexia nervosa
b. bulimia nervosa
c. eating disorder not otherwise specified
d. binge eating disorder

 11. Miguel has become morbidly obese. He regularly eats at 
restaurants that serve meals buffet style. He prefers to eat 
alone, however, and he often eats until he is uncomfortable. 
He does not purge. He may be suffering from
a. binge eating disorder
b. bulimia nervosa
c. compensatory behavior disorder
d. anorexia nervosa—binge eating type

 12. The prevalence of bulimia nervosa in men may be underesti-
mated because
a.  it is socially unacceptable for men to admit to having 

emotional difficulties
b.  men tend to use other compensatory behaviors besides 

purging, such as exercise
c. few studies have been conducted with men
d. it is associated with illegal steroid use

 13. Lian is going through puberty before most of her middle 
school classmates. She may be at
a. greater risk for developing an eating disorder
b. lower risk for developing body dissatisfaction
c. greater risk for being sexually abused
d. less risk for being underweight

 14. In animal studies, surgical lesions in the brain indicate that 
the neuroanatomical center for appetite and weight control 
is the
a. pituitary gland
b. occipital lobe
c. hypothalamus
d. frontal lobe

 15. The obsessionality and rigidity associated with eating disorders 
have been associated with what aspect of brain functioning?
a. serotonin and dopamine levels
b. glucose absorption
c. plaque formation
d. synaptic efficiency

 16. What structural brain abnormalities are seen in patients with 
anorexia nervosa?
a. frontal lobe distortion
b. decrease in ventricle size
c. loss of gray matter and reduced brain mass
d. all of the above

 17. According to an early family model, patients who seek treat-
ment for anorexia nervosa are members of families who are 
experiencing enmeshment. This means that the family is
a.  having difficulty dealing with problematic, negative situations
b. overinvolved in the affairs of the patient
c.  not adapting to the changing developmental needs of 

the child
d.  excessively shielding the child from age-appropriate 

experiences

 18. The multidisciplinary team’s critical first step in the treatment 
of anorexia nervosa is
a. prescribing medication
b. encouraging a realistic body image
c. ensuring renutrition
d. promoting healthy family communication

 19. Which component of CBT appears to be the most effective 
in promoting behavioral change?
a. forming a therapeutic alliance
b. changing thinking patterns
c. increasing personal control
d. increasing self-esteem

 20. The most effective way to approach the treatment of anorexia 
nervosa is with
a. nutritional counseling
b. conjoint family therapy
c. interpersonal psychotherapy
d. a multidisciplinary team

Answers:  1 a, 2 c, 3 c, 4 b, 5 a, 6 b, 7 c, 8 d, 9 b, 10 c, 11 a, 12 b, 13 a,  
14 c, 15 a, 16 c, 17 b, 18 c, 19 b, 20 d.
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school band and some positive interactions 

with her church group. Although shy, she 

enjoyed social interactions with people and 

longed for the type of intimate relation-

ships she saw among her friends.

Now, for the first time since high 

school, Margaret had a boyfriend. A friend 

had arranged for a blind date with Amery, 

a man who was even shier than Margaret. 

He was respectful and a real gentleman, and 

Margaret enjoyed his company as they dated 

for a few months. They went to movies, 

concerts, dinners with friends, and Amery 

never asked for anything other than a 

quick goodnight kiss on her cheek, which 

Margaret endured. After 3 months, Amery 

wanted more. Margaret had been hoping 

that her feelings about sex would change 

because he was such a great guy. But now 

they seemed to fight a lot because her 

extreme discomfort with all physical con-

tact was still there. She described feelings 

of panic and disgust when Amery tried to 

hug her. In fact, she was so anxious that she 

rejected all of his romantic advances, even 

including holding hands She volunteered to 

seek help, but Amery was angry and frustrated 

and broke off the relationship. Margaret was 

crushed—she was sure she would never find 

another guy as great as Amery.

Margaret is 30 years old and was referred 

to the clinic by her gynecologist. All of 

her friends are married and she thinks that 

she should be too. But unlike her friends, 

she had no desire to engage in sexual acts 

and never had sexual desires, fantasies, and 

urges regarding men or women. This lack of 

desire includes all forms of sexual intimacy. 

Margaret feels very uncomfortable with any 

physical contact, including hugging her 

family and her best friend. Although she 

dated in high school and college, the rela-

tionships always ended when the boy tried 

to kiss her or touch her breasts. Margaret 

was never sexually abused or the victim of 

sexual assault, but in middle school she had 

a serious problem with her spine and she 

walked with a limp. The other children 

called her “gimpy”. After several surgeries 

and a year in a body cast, she returned to 

school. She had matured physically and the 

boys thought that she was attractive but she 

remained very self-conscious of her body.  

Someone started a rumor that she had a 

sexual relationship with a recently fired sci-

ence teacher. The rumor was not true, and 

the science teacher was fired for having 

child pornography on his computer, but no 

one knew the truth and the rumor spread. 

She had a few girlfriends in the high 
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Margaret is suffering from a sexual dysfunction, and her situation highlights 

many of the issues that we address in this chapter. First, even people who long 

for a committed, loving relationship can have difficulty with sexual intimacy. Second, 

difficulties in sexual performance never occur in isolation. Biological, psychologi-

cal, interpersonal, and environmental factors often contribute to the development 

and persistence of sexual dysfunction. Margaret is different in one respect. Unlike 

many other people, she decided to seek treatment for her intimacy issues. Sexual 

dysfunctions are one of the three types of disorders discussed in this chapter. They 

consist of difficulties with sexual performance. Another category, gender identity dis-

order, involves psychological dissatisfaction with one’s biological sex. It is not dissat-

isfaction with a sexual behavior or attitude but dissatisfaction with and distress over 

one’s entire identity as male or female. Paraphilias are yet a different category and 

consist of sexual arousal to inappropriate objects, situations, or individuals. As these 

disorders illustrate, sexual behavior is complex and multifaceted. It is also the subject 

of frequent misunderstandings and misconceptions. To understand these behaviors 

and their impact, we first review our historic understanding of sexual function and 

dysfunction.

Human Sexuality
Perhaps because the subject is highly personal and often considered taboo, people find 

it difficult to discuss sexual attitudes and behaviors. This leads to many misconcep-

tions about normal sexual functioning. One of the first formal attempts to under-

stand sexual behavior occurred in 1938 when Alfred Kinsey, a professor of biology at 

Indiana University, interviewed Americans about their sexual practices. Kinsey pub-

lished his findings in Sexual Behavior in the Human Male in 1948 and Sexual Behavior 

in the Human Female in 1953. The books created public and scientific controversies. 

The most serious scientific criticism was that Kinsey’s samples were not representative 

of the general population in the United States. Nevertheless, over the course of his 

career, Kinsey and his staff interviewed approximately 18,000 Americans about their 

sexual practices, and his groundbreaking work was a significant force in the scientific 

study of sexuality.

Shortly after Kinsey’s publications, William Masters, a gynecologist, and his 

wife, Virginia Johnson, a psychologist, began their own research program in human 

sexuality. In addition to interviews, Masters and Johnson actually recorded the physi-

cal responses of more than 700 adults as they engaged in sexual activity. They pub-

lished their research in their books, Human Sexual Response (1966) and Human Sexual 

Inadequacy (1970). In these books, they described the physical and psychological bases 

of sexual response, measured the body’s sexual responses, examined deviations from 

normal sexual functioning, and developed treatments to address dysfunction. Much of 

what we know about the physical responses leading to orgasm stems from the work of 

Masters and Johnson.

SEXUAL FUNCTIONING

The basis of sexual functioning is the human sexual response cycle. Originally, Masters 

and Johnson described four stages of sexual functioning: arousal, plateau, orgasm, 

and resolution (Masters & Johnson, 1966). Helen Singer Kaplan, a psychotherapist 

Alfred Kinsey was one of the first scientists to 
investigate the sexual behaviors of men and 
women in the United States.
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who specialized in sex therapy, described sexual response as consist-

ing of desire, excitement, and orgasm (Kaplan, 1979). Most contem-

porary explanations incorporate some combination of these terms, 

conceptualizing four phases of sexual response (see Figure 8.1). First 

is the desire phase, which begins in response to external or internal 

cues. This is followed by the arousal phase, characterized by physi-

cal and psychological signs of sexual arousal. In men, the most overt 

response is penile tumescence, which occurs as blood flow to the penis 

increases. In women, arousal is marked by vasocongestion (swell-

ing of the blood vessels) in the genital area and vaginal lubrication. 

Psychologically, there is a positive emotional response. Next is the 

orgasm phase. Men have a feeling of the inevitability of ejaculation 

followed by actual ejaculation of seminal fluid. Women experience 

contractions in the outer third of the vagina. Both men and women 

also experience a strong subjective feeling of pleasure that is based in 

the brain rather than the genitalia. The resolution phase is more common in men than 

women. Physical arousal decreases followed by a refractory (resting) period during 

which penile erection cannot occur. Women may experience two or more orgasms 

before experiencing a resolution phase. Health and mental health professionals use 

this model of sexual response to understand sexual dysfunctions. However, this sex-

ual model response may not be the best “fit” for understanding sexual behavior in 

men and women.

SEX DIFFERENCES IN SEXUAL RESPONSE

All surveys of sexual practices indicate that men engage in more frequent sexual activ-

ity than do women. Does this mean that males have a stronger biological sex drive,

defined as craving for sexual activity and pleasure (Baumeister et al., 2001)? Most 

people assume that the answer is “yes,” but that is not necessarily true. Men do think 

about sex more often than women do, are more frequently sexually aroused, have 

more frequent and different fantasies, desire sex more often, desire more partners, 

William Masters and Virginia Johnson 
observed sexual interactions of men and 
women, recording their physiological 
responses during different phases of sexual 
activity.

FIGURE 8 .1

The sexual response cycle typically consists of four phases. In contrast to men, women may have 
more than one orgasm prior to the resolution phase.
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masturbate more often, are less able or willing to go without sex, more often initiate 

sex, less often refuse sex, use more resources to get sex, make more sacrifices for sex, 

have a more favorable attitude toward and enjoy a wider variety of sexual practices, 

and rate themselves as having stronger sex drives than women (Baumeister et al.). 

However, women have a higher capacity for sex, are biologically capable of engaging 

in sexual behavior for a longer period of time, are capable of more orgasms than men, 

and do not have a refractory period (Baumeister et al.).

The way each sex defines sexual drive also differs. For many men, sexual desire 

is defined primarily by physical pleasure and sexual intercourse. Women appear to 

define sexual desire more broadly and include in their definition the need for emo-

tional intimacy (Basson, 2002; Peplau, 2003). Female sexual responses may be more 

complicated than a biological-affective drive marked by sexual thoughts, fantasies, 

and a conscious urge to engage in sexual activity (Tiefer, 2001). Thus sexual desire 

may exist equally in both sexes when different definitions are applied. Understanding 

these differences is important because the current diagnostic system has evolved from 

a model of male sexual functioning and may not appropriately identify sexual dys-

function in women.

Biological sex also interacts with age to affect sexual behavior. In men, the effects 

of age are most apparent in genital response (inability to achieve an erection) whereas 

in women, the effects of age are most apparent in declining sexual interest (Bancroft 

et al., 2003). A psychological difference exists too. Unlike men, many women do not 

consider normal age-related changes in their sexuality or sexual practices to be prob-

lematic.

UNDERSTANDING SEXUAL BEHAVIOR

Since the time of Kinsey and Masters and Johnson, research aimed at understanding 

sexual behavior has increased. Over the past 20 years, several large well-controlled 

surveys have been conducted: One targeted men aged 20 to 39 (Billy et al., 1993), 

a second targeted college-age women (DeBuono et al., 1990), and a third targeted 

adults aged 40 to 80 (Nicolosi et al., 2006). Surveys of typical sexual practices provide 

a context for understanding the deviations that are the topics of this chapter.

Over a 12-month period (see Figure 8.2), 95% of males between the ages of 18 

and 30 and 87% of females between the ages of 18 and 22 years had vaginal intercourse 

(Billy et al., 1993; DeBuono et al., 1990). In addition, 74% of men and 86% of women 

orally stimulated the genitalia of their partner, and 79% and 65% were the recipients of 

FIGURE 8 .2

As this graph shows, both young men and 
women engage in a variety of different sexual 
behaviors although the percentages differ by 
sex and by type of behavior.
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oral stimulation by a partner, respectively. In contrast, only a minority (20% of males 

and 9% of females) engaged in anal intercourse during a 12-month period.

Indeed, adults of all ages are sexually active. One of the largest surveys assessed 

27,900 people aged 40 to 80 in 29 countries. This study found that in this large group, 

82% of men and 76% of women believed that “satisfactory sex is essential to maintain 

a relationship” (Nicolosi et al, 2006). Although there is a decline with age, 48% of 

men and 25% of women age 70–79 think about sexual activity at least several times 

per month (see Figure 8.3) (Nicolosi et al., 2006). In fact, 22% of men ages 70 to 79 

reported still thinking about sex every day. Furthermore, only 17% of men and 23% 

of women between the ages of 40 and 80 believed that older people no longer want 

sex. Clearly, satisfactory sexual functioning is important to many middle-aged and 

elderly adults. Consistent with their belief in its importance, 93% of men aged 40 to 

49 are sexually active as are 53% of men aged 70 to 80 years (Nicolosi et al., 2004). For 

women aged 40 to 49, 88% were sexually active, as were 21% of women aged 70 to 80. 

As with younger adults, middle-aged and older men were more likely to think about 

and engage in sexual activity than were women.

Studies of sexuality and sexual behaviors in the United States have often neglected 

cultural considerations, particularly among Hispanic and Asian populations (Meston 

& Ahrold, 2007). Whereas sexual experiences among Hispanic undergraduate stu-

dents in the United States appear to be on a par with those of non-Hispanic whites 

(Cain et al., 2003), Asian students report less participation in intercourse, masturba-

tion, oral sex, and petting (Meston et al., 1996), and Asian women reported lower 

frequencies of these behaviors than non-Asian women and Asian men. Similarly, 

Hispanic men had higher levels of sexual permissiveness than Hispanic women (Cain 

et al.). Furthermore, African American women were more likely than white women 

to endorse the statement that engaging in sexual activity was important, whereas 

Japanese and Chinese women were less likely than white women to agree with the idea 

that sex was important (Cain et al.).

What constitutes sexuality and sexual behavior varies a great deal across cultures 

(Nieto, 2004). Some researchers have suggested that sexual attraction is not simply 

biological or sociocultural—it is an integrated response (Tolman & Diamond, 2001). 

We have already noted one biological factor, age, which may affect sexual functioning. 

Within a sociocultural context, sexual relationships exist within societies that in turn 

exist within a larger culture and also within a historical context (recall from Chapter 1 

FIGURE 8 .3

Across English-speaking populations, there 
is a decline in the frequency with which men 
and women think about sexual activity on a 
daily basis, but even at advanced ages, inter-
est in sex does not disappear. Nicolosi, A., 
Laumann, E. O., Glasser, D. B., Brock, G., King, R., 
& Gingell, C. (2006). Sexual activity, sexual disor-
ders and associated help-seeking behavior among 
mature adults in five Anglophone countries from 
the Global Survey of Sexual Attitudes and Behaviors 
(GSSAB). Journal of Sex & Marital Therapy, 32,
331–342. Copyright © 2006 Taylor & Francis Group 
(http://www.informaworld.com). Reprinted by per-
mission of the publisher.
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how Freud shocked Victorian society by suggesting that young children had sexual 

feelings and desires). Yet among the Khumbo of Nepal, children are considered sexual 

beings at age 5, when they must begin to cover their genitalia with clothing, behavior 

that is expected of adults but not the younger children (Nieto). Therefore, there is no 

universal standard of “normal” sexuality or sexual behavior. In fact, one new type of 

sexual behavior, called cybersex, is becoming more common as more and more people 

have access to the Internet (see the feature “Research Hot Topic: The Internet and 

Cybersex”).

People may engage in sexual behavior with someone of the opposite sex (hetero-

sexuality), someone of the same sex (homosexuality), or, in some instances, partners of 

either sex (bisexuality). Until about 25 years ago, many people considered a homosex-

ual orientation to be a mental disorder, but for a long time it was not clear how many 

people engaged in sexual behaviors with someone of the same sex. One reason was 

that, given how difficult it is to get people to discuss sexuality, questions about same-

sex practices were rarely included in surveys of adult sexual behaviors. In one of the 

first surveys (Billy et al., 1993), 2.3% of young men ages 20 to 39 reported that they 

had engaged in same-sex activity. This rate was consistent with a survey of men and 

women in the United States ages 18 to 70; 2% reported exclusive same-sex activity or 

sexual activity with both sexes (Leigh et al., 1993). These rates are also consistent with 

those in other Western countries. Population surveys of adults in Britain and France 

revealed that 3.6% of British men had engaged in sexual activity with another man on 

at least one occasion as had 4.1% of French men (Bajos et al., 1995).

Overall, it appears that between 2 to 5% of men and 1 to 2% of women are exclu-

sively same-sex attracted (Diamond, 1993; Laumann et al., 1994; Wellings et al., 1994). 

These rates appear to be consistent worldwide although cultural customs and sanctions 

often dictate the frequency of same-sex behavior, as opposed to a gay/lesbian or bisexual 

identity. In other words, people may feel sexual attraction toward someone of the same 

sex but may not act on that emotion because of religious or cultural practices. As with 

heterosexual attraction, there are sex differences in the strength of same-sex attraction; 

men are more likely to be exclusively attracted to the same sex, and women are more likely 

to describe themselves as attracted to both sexes (Bailey et al., 2000). This sex differ-

ence may reflect more erotic plasticity among women (Rahman & Wilson, 2003); their 

sex drive is more likely to be influenced by cultural and social factors. Developmentally, 

same sex attraction or bisexual attraction is often seen as “experimentation” in adoles-

cents and young adults. The results of a 10-year longitudinal study of women from 

age 19 to 29 years indicated that 67% of the women changed their sexual orientation 

self-label over that period of time and 33% changed their self-label two times or more. 

However, in contrast to an “experimental” or “transitional” hypothesis, over this criti-

cal period of time, more women adopted a bisexual label than gave it up (Diamond, 

2008). Thus there does appear to be fluidity in sexual orientation among women, but it 

is not clear whether these changes in labeling or behavior continue to change as women 

continue to mature. Scientists are now beginning to understand that sexual desire and 

romantic love emerge from different social behavioral systems that have different goals 

(Diamond, 2003). Sexual desire is controlled by the sexual mating system that has the 

goal of reproduction of the species (Fisher et al., 2002). Romantic attraction is con-

trolled by the attachment or pair-bonding system that has the goal of an enduring rela-

tionship with another individual. Even though these systems often work together, it is 

possible that an individual, regardless of his or her sexual orientation, can be romanti-

cally attracted to people of either sex (Diamond).

Appropriate dress for girls and women is 
dictated by culture. (top) Typical dress for 
American teenagers. (bottom) Typical dress 
for women in Esfahan, Iran.
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The development of sexual orientation appears to be biologically based. In fact, 

over half a century of research has not provided any support for etiology based on psy-

chological theories (Rahman & Wilson, 2003). Homosexual or same-sex orientation 

appears to be at least in part genetically determined (Kendler et al., 2000; Kirk et al., 

2000). In one study, the heritability estimates for homosexuality were between 50 and 

60% for females and 30% for males (Kirk et al.). However, further efforts are needed 

to understand the basis of the genetic contribution in determining sexual orientation.

Other attempts to understand the biology of sexual orientation have focused on 

the role of sex hormones called androgens. Atypical levels or timing of androgens during 

fetal development (high or low, early or late) do not always create differences in sec-

ondary sexual characteristics, genital anatomy, or gonadal function, but they may affect 

sexual orientation. Some researchers have examined the relationship between homo-

sexuality and (a) non-righthandedness, (b) differences in the ratio of the second (index) 

finger to the fourth (ring) finger, and (c) symmetry in patterns of fingerprint ridges. 

Internet sex sites are the third largest industry on the World 
Wide Web (Carnes et al., 2001). A Google search of “cyber-

sex” yielded over more than 5 million hits. In contrast, there 
were only 143 hits using a scientific search engine (Pub Med), 
and only 22 studies were controlled research trials. Clearly, 
public interest in cybersex far outstrips scientific knowledge. 
But cybersex can result in personal distress and negatively 
affect areas of functioning. Researchers are beginning to study 
this increasingly common behavior.

� How do we define cybersex? Currently, there is no 
accepted definition. Some researchers include all Internet sex 
activity as cybersex. Others distinguish between online sexual 
activity, which may include searching for information about 
sexual dysfunctions or sex therapy, and cybersex, defined as 
interchanges with a partner for the purpose of sexual pleasure 
(Southern, 2008). Still others break down cybersex participants 
into three subgroups: recreational users, sexually compulsive 
users, and at-risk users (Cooper et al., 2004).

� How many people engage in cybersex? A Swedish study 
indicated that 30% of men and 34% of women had engaged in at 
least one cybersex experience (Daneback et al., 2005); 38% were 
between the ages of 18 and 24, and 13% were over age 50. 
When questioned about their ability to control their online 
sexual activity, 19% of respondents to an online survey admit-
ted being unable to stop their behavior (Cooper et al., 2004). 

Still another study determined that perhaps as many as 11.8 
million people have problems controlling online sexual behavior 
(Goldberg et al., 2008).

� What are the negative implications? Cybersex use can 
result in changes in personality or sleep patterns, disregard for 
responsibility, and loss of sexual interest in real-life partner 
sex, real-life infidelity, sexual exploitation, and divorce 
(Goldberg et al., 2008; Schneider, 2003; Southern, 2008). If 
sites charge a fee, users may incur huge debts. Employee 
productivity is at risk; 70% of Internet sexual activity occurs on 
weekdays between 9 A.M. and 5 P.M. (Southern). Downloading 
sexual material from certain sites may lead to charges of traffick-
ing in child pornography (Cooper et al., 2004).

� Who is at risk for overuse of cybersex? One of the most 
pressing research issues is identifying who might be at risk for 
these behaviors. However, no empirical data addressing this 
issue are available.

In summary, cybersex is clearly an emerging problem, 
but as yet our knowledge is based on clinical reports and 
survey research. However, its increasing prevalence and 
potentially harmful effects are motivating mental health profes-
sionals to initiate research in order to better understand and 
therefore be able to treat this behavior if it rises to the level of 
an addiction.

research HOT topic



C H A P T E R  8282

In the latter two cases, gay men show patterns more like heterosexual women than they 

do heterosexual men. Although these three differences may be related to abnormal 

levels of androgens during prenatal development (Rahman & Wilson, 2003), the data 

so far are not conclusive because the sample sizes in these studies are small. Also, the 

methods of determining a relationship are indirect. Specifically, this research uses phys-

ical features of adults to hypothesize about the presence of prenatal hormones that were 

present when the fetus was in the uterus (i.e., in utero). More direct, and perhaps more 

conclusive, evidence would come from directly measuring these hormones in utero.

More conclusive data have been reported for fraternal birth order in males. Across 

numerous and diverse samples (Gooren, 2006), gay men had a greater number of older 

brothers than did heterosexual men. One explanation for this phenomenon is that there 

is an incompatibility between the mother’s immune system and the androgens that 

are in the male fetus. The mother’s body responds to the presence of male androgens 

with an immune response in the form of antibodies (to fight off the androgens). These 

antibodies cross the placental barrier and affect fetal hormonal level. As the number of 

male-offspring pregnancies increases, this immunological response becomes stronger 

and may affect fetal brain masculinization although it is unclear whether the entire 

brain is affected or only certain specific areas (Blanchard & Bogart, 2004; Blanchard 

et al., 2006; Kauth, 2005). Estimates of risk indicate that each older brother increases a 

younger brother’s risk by 33 to 48%, but overall, this accounts for only a small increase 

in overall prevalence. Furthermore, not all gay men have older brothers, and, of course, 

the theory cannot account for homosexuality or bisexuality among women (Gooren). 

Therefore, although this androgen theory may explain the origin of sexual orientation 

for some gay men, it will most likely remain only one of many potential etiologies.

concept CHECK

� The work of Kinsey and Masters and Johnson provided the impetus for studying sexual 

behavior scientifically.

� The human sexual response consists of four phases: desire, arousal, orgasm, and resolution.

� Although sexual behaviors decline in frequency with age, satisfactory sexual functioning 

is considered important by people at any age.

� Sexual orientation appears to be biologically based with both genetic and prenatal hor-

monal influences. However, this research is still in its infancy, and emerging theories 

appear to account for only a small percentage of people who experience an exclusive 

same-sex attraction, highlighting the need for further research.

CRITICAL THINKING QUESTION If sexual desire is defined in terms of a craving for sexual 

activity or pleasure, men have a stronger sex drive than women. However, women have 

a greater capacity for sexual activity than do men, and for women, the concept of sexual 

drive includes emotional intimacy in addition to sexual activity and pleasure. How might 

such different concepts of “sex” affect our interpretations of emotional states such as 

“love” and “commitment”?

Gender Identity Disorder
William is 23 years old. He came to the psychology clinic after hearing one of the psy-

chologists talking about depression on TV. He thought that the psychologist seemed 

very understanding, leading him to seek treatment. William felt sad, but his real reason 

for coming to the clinic was that he “no longer wanted to be a man.” Ever since he was 
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a young child, William had felt like a girl. His happiest time was sneaking into his sister’s 

room and putting on her pink dancing costume. In fact, he coveted any of his sister’s 

clothing. His father was horrified and forced William to play with guns, a football, any-

thing that would help him “be a man.” William tried, but he always felt as if he were 

pretending. He felt that he was a woman trapped in a man’s body.

How does a child know if he or she is a boy or a girl? The answer seems obvious 

but it is not. Traditionally, sex was considered to be determined by genes, hormones, 

and physical genitalia, whereas gender could be defined as categories of male or female 

defined by cultural role expectations. Some researchers consider these definitions to be 

very simplistic (Lyons & Lyons, 2006), and the complex issue of defining these terms 

is outside the scope of abnormal psychology. But what if you have male genitalia yet 

you feel like a girl? To understand William’s behavior and feelings, we need to explore 

the concept of gender identity, the personal understanding of oneself as male or female. 

Gender identity typically develops by age 3 or 4 (Bradley & Zucker, 1997). Usually, 

biological sex and gender identity match—boys who are genetically male describe 

themselves as boys, and girls who are genetically female describe themselves as girls. 

However, in cases of gender identity disorder (GID), biological sex and gender iden-

tity do not match, as with William, leading to distress and impairment.

GID (see the box “DSM-IV-TR: Gender Identity Disorder”) is not simply 

a momentary wish to be the opposite sex because of cultural or social advantages 

(e.g., “men have all the power”). It is strong and persistent cross-sex identification—a 

person’s biological sex is inconsistent with his or her gender identity. Among children, 

GID is apparent in repeated statements that the child wants to be the opposite sex or 

is the opposite sex; cross-dressing in clothing stereotypical of the other sex (as with 

William); persistent fantasies of being the opposite sex or persistent preference for 

cross-gender roles in pretend play; a strong desire to participate in games and activities 

usually associated with the opposite sex; and strong preference for playmates of the 

opposite sex.

In addition to identifying with the opposite sex, people with GID have persistent 

discomfort with their own sex. Boys express disgust about their penis or testes, state that 

the penis will disappear or that it would be better not to have one. They avoid rough-and-

tumble play or stereotypically male activities. Girls express persistent discomfort by refus-

ing to sit on the toilet to urinate, stating that they have a penis or will grow one and that 

they do not want to grow breasts or begin menstruation. They also dislike female cloth-

ing, refusing to wear dresses. Among adolescents and adults, this is called transgender 

behavior. Some people with this disorder may attempt to pass as the opposite sex through 

cross-dressing, disguising their sexual genitalia, or changing other sexual characteristics.

It is important to differentiate between the terms transsexualism and transvestic

fetishism. The latter is the desire and perhaps even the need among heterosexual men 

to dress in women’s clothes (Bradley & Zucker, 1997), but not the desire to be the 

opposite sex (Sharma, 2007; Lawrence & Zucker, in press). (We discuss transvestic 

fetishism later in this chapter in the section on paraphilias.)

Because it is so rare, GID is not a disorder that is included in epidemiological inves-

tigations, making its prevalence difficult to determine. The most commonly reported 

prevalence estimates are 1 in 7400 to 12,800 for men and 1 in 30,000 to 1 in 52,100 for 

women (Lawrence & Zucker, in press). As in William’s case, feeling trapped in one’s body 

can lead to feelings of depression. In fact, people with GID often have other psychiatric 

disorders, most commonly anxiety, depression, and personality disorders (Cohen-Kettenis 

et al., 2003; Hepp et al., 2005; Meyer, 2004; Taher, 2007; Zucker, 2004). However, these 

gender identity disorder  the strong and 
persistent cross-gender identification and 
persistent discomfort with one’s own biologi-
cal sex

learning objective 8.2

transgender behavior  the behavioral 
attempt to pass as the opposite sex through 
cross-dressing, disguising one’s own sexual 
genitalia, or changing other sexual character-
istics

transsexualism  another term for gender
identity disorder commonly used to describe 
the condition when it occurs in adolescents 
and adults
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disorders do not occur more frequently among people with GID than people with other 

psychiatric disorders (Cohen-Kettenis et al.). They are also not the cause of GID (Meyer, 

2004). Rather, these anxiety and depressive symptoms are a response to the condition and 

to the ridicule that people with GID often face as a result of their behavior. Cross-gender 

identification sometimes becomes so strong that people have sex reassignment surgery, a 

series of procedures that matches their physical anatomy and their gender identity (see the 

feature “Real People, Real Disorders: Chaz Bono: Transition in the Spotlight”).

FUNCTIONAL IMPAIRMENT

Among young children, cross-gender behaviors are common, and their presence alone 

does not seem to create significant distress. However, these behaviors may result 

in peer rejection or social isolation, which can in turn lead to negative mood states 

(Bartlett et al., 2000). Sometimes the distress associated with GID is not found in the 

child but in his or her parents. As one mother reported,

He was very excited about [putting on a blouse of mine] and leaped and danced around 

the room. I didn’t like it and I just told him to take it off and I put it away. He kept asking 

for it. He wanted to wear that blouse again 

sex reassignment surgery  a series of 
behavioral and medical procedures that 
matches an individual’s physical anatomy to 
gender identity

DSM-IV-TR

Gender Identity Disorder

A.  A strong and persistent cross-gender identification (not 
merely a desire for any perceived cultural advantages of 
being the other sex).

In children, the disturbance is manifested by four (or more) of 
the following:

  1.  Repeatedly stated desire to be, or insistence that he or 
she is, the other sex

  2.  In boys, preference for cross-dressing or simulating 
female attire; in girls, insistence on wearing only stereo-
typical masculine clothing

  3.  Strong and persistent preferences for cross-sex roles in 
make-believe play or persistent fantasies of being the 
other sex

  4.  Intense desire to participate in the stereotypical games 
and pastimes of the other sex

  5.  Strong preference for playmates of the other sex

In adolescents and adults, the disturbance is manifested by 
symptoms such as a stated desire to be the other sex, fre-
quent passing as the other sex, desire to live or be treated as 
the other sex, or the conviction that he or she has the typical 
feelings and reactions of the other sex.

B.  Persistent discomfort with his or her sex or sense of inap-
propriateness in the gender role of that sex.

In children, the disturbance is manifested by any of the 
following:

In boys, assertion that his penis or testes are disgusting or will 
disappear or assertion that it would be better not to have a 
penis, or aversion toward rough-and-tumble play and rejec-
tion of male stereotypical toys, games, and activities;

In girls, rejection of urinating in a sitting position, assertion 
that she has or will grow a penis, or assertion that she does 
not want to grow breasts or menstruate, or marked aversion 
toward normative feminine clothing.

In adolescents and adults, the disturbance is manifested by 
symptoms such as preoccupation with getting rid of primary 
and secondary sex characteristics (e.g., request for hormones, 
surgery, or other procedures to physically alter sexual charac-
teristics to simulate the other sex) or belief that he or she was 
born the wrong sex.

C.  The disturbance is not concurrent with a physical intersex 
condition.

D.  The disturbance causes clinically significant distress or 
impairment in social, occupational, or other important 
areas of functioning.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text 
Revision (Copyright 2000). American Psychiatric Association.
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Among children with GID, distress does not result from cross-gender behaviors but 

from being prevented from engaging in the desired behaviors. Among adults with 

GID, lifetime prevalence of comorbid disorders range from 14% for current disorders 

to 71% for lifetime disorders (Hepp et al., 2010; Hoshiai et al., 2010). However, even 

when the existence of a second disorder was low, lifetime prevalence of suicidal ide-

ation (74%) and self-mutilation (33%) were significant (Hoshiai et al.), indicating the 

severity of distress that can accompany this disorder.

SEX, RACE, AND ETHNICITY

Occasional cross-gender behavior is common among elementary school children 

(Sandberg et al., 1993) and does not automatically indicate the presence of GID. 

When present, GID is usually first detected between ages 2 and 4. The earliest signs 

include persistent cross-gender dressing and play. Verbal wishes to be a member of the 

other sex do not usually occur before age 6 or 7 (Bartlett et al., 2000). Before puberty, 

there are five to seven preadolescent boys for every one preadolescent girl evaluated 

and treated for GID (Bradley & Zucker, 1997; Zucker, 2004). By contrast, in ado-

lescence, the ratio of boys to girls with GID is virtually equal (Bradley & Zucker; 

Zucker). Among adults, and based mostly on studies from European countries, GID 

is more common in males than females (Lawrence and Zucker, in press).

In the 1970s, the singing team of Sony and Cher Bono 
closed each episode of their popular TV show by bringing 

out their precocious little blond-haired daughter, Chastity. 
The audience delighted in seeing the little girl dressed in 
an outfit similar to the costume of her famous mother, who 
appeared to fully embrace her female sexuality and her 
often jaw-dropping designer evening gowns. Little did the 
audience know that even as a little child, Chastity preferred 
to dress like her father, noting that “as a kid, I thought I 
was a little boy.” Despite pressure from his mother to be a 
“girlie girl,” Chaz preferred male clothing. He came out as 
a lesbian to his parents in 1987 at the age of 18, doing so 
publicly in 1995. His parents did not always understand, but 
Cher always supported Chaz’s decisions. Yet six years later, 
he began questioning his gender identity when he was 
fighting addictions to alcohol and drugs. After conquering 
those addictions and remaining clean since that time, Chaz 
decided to make the transition to live his life consistent with 
his identity as a man.

In June 2009 and just after his 40th birthday, Chaz 
announced that he was in the process of becoming 
a man—going through the steps of counseling; 

living as a man; having hormone therapy and 
surgery. He will not disclose the extent of his 
surgery, preferring to keep some things pri-
vate. Going through this transition in the public 
eye was difficult, but with a supportive family 
and girlfriend as well as notes from other people 
that his public transition had inspired them to take 
similar steps, Chaz is now living as a man. In addi-
tion to his busy life as an LGBT rights advocate, 
author, and speaker, Chaz works with transgen-
der children and their families and lives happily 
with his girlfriend Jennifer. As he sums up this 
journey, “It’s hard for me to articulate how this 
feels—when you’ve lived your whole life in a body 
and having everyone related to you as something you 
don’t feel. When that finally gets righted, it’s just amazing. 
I finally get to live my life the way I’ve always wanted to.”

Bartolomeo, J. (2009). Becoming Chaz. Retrieved January 15, 2011, 
from http://www.chazbono.net/press/printarticles/peoplejune262009
.html; and Zuckerman, B. (2009). Chaz Bono: I’m a Happy Guy. 
Retrieved January 15, 2011, from http://www.chazbono.net/press/
printarticles/peopledec212009.html

real people, real disorders
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In certain Arab countries, GID exists even when con-

tradicted by religious, moral, and social values (Taher, 2007). 

Sometimes, transsexual individuals do not self-identify 

unless they know that sympathetic health professionals and 

treatment are available. For example, once sex reassignment 

surgery was available in Singapore, transsexuals of Chinese, 

Malaysian, and Indian ethnicity began to seek treatment 

(Tsoi & Kok, 1995). The appearance of these patients con-

tradicted previously held beliefs that transsexualism was 

rare among the Chinese (Tseng, 2003).

Although Western cultures recognize two gender cat-

egories, other cultures have a greater number of classifications. 

For example, in India, a third gender is known as the hijra

(Nanda, 1985). Although most are biologically male, hijra are 

not considered to be male or female but to possess elements of 

both sexes. They usually dress as women and refer to themselves as female.

Similarly, in independent Samoa, males who are sexually attracted to men are 

referred to as fa’afafine, literally meaning “in the manner of a woman” (Vasey & Bartlett, 

2007). Fa’afafine adults recalled engaging as children in significantly more female-typ-

ical behavior and significantly fewer male-typical behaviors (Bartlett & Vasey, 2006). 

Although some individuals reported that parents attempted to force them to behave in 

culturally prescribed ways, others reported that individuals were very tolerant of atypical 

gender choices. Overall, these results suggest that gender identity issues exist across cul-

tures and that in some cases, a great deal of social tolerance exists for those who behave in 

a gender atypical fashion (Vasey & Bartlett).

ETIOLOGY

A number of theories explain the etiology of GID but virtually no empirical data support 

many of them. On the biological side, some hormonal data provide intriguing but nonspe-

cific evidence for a biological contribution to the development of this disorder. Psychosocial 

theories have examined the role of family, particularly parent–child relationships.

Biological Theories  To date, little evidence suggests a genetic contribution to GID. 

Neuroanatomical research has identified differences in the brains of men and women 

(Michel et al., 2001). One study found that the brains of male transsexuals were similar 

in size and shape to those of heterosexual women and unlike the brains of heterosexual 

men (Zhou et al., 1995), but these findings have not been replicated and data from 

neuroanatomical and neurobiological studies remain contradictory and inconclusive.

A hormonal condition that may contribute to the development of GID is con-

genital adrenal hyperplasia (CAH). Boys and girls with CAH are missing an enzyme 

necessary to make the hormones cortisol and aldosterone. As a result, the body pro-

duces too much of the male hormone androgen, causing early and inappropriate male 

sexual development in both sexes. At birth, girls with CAH have ambiguous genitalia, 

often appearing more male than female. As they grow, these girls develop male sec-

ondary sexual features such as a deep voice and facial hair. Boys begin puberty as early 

as 2 to 3 years of age.

In addition to physical differences, girls with CAH display more cross-gender role 

behaviors than girls without this condition (Berenbaum et al., 2000; Cohen-Bendahan et 

al., 2005; Zucker, 2004). They do become more feminine with age, but some adult women 

Hijra are found in different cultures and are 
considered a third gender, neither masculine 
nor feminine.
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with CAH (particularly those with the most severe form) have less heterosexual interest 

and are less feminine than those with no hormonal disorder (Hines et al., 2004; Long et 

al., 2004). We still do not know whether CAH, or any other hormonal imbalance, leads to 

the development of GID. We do know that this condition affects prenatal hormonal lev-

els, the development of physical sex characteristics, and gender behaviors. Understanding 

CAH may help us understand the development of GID in girls, but not in boys.

ETHICS AND RESPONSIBILITY 

For the past 20 years, efforts have been made to treat CAH before birth in an attempt to 

prevent the development of ambiguous sexual genitalia in females (New, 2010). Because 

this disorder is a genetic condition, pregnant women whose fetus is at risk for CAH may 

be offered treatment with dexamethasone. When given prior to the ninth week of preg-

nancy and continued for a number of weeks, this steroid decreases the amount of androgen 

to which the fetus is exposed and may prevent genital ambiguity in affected females. Short 

term follow-up data suggest that children exposed to dexamethasone before birth have 

normal growth and development (Hughes, 2006) but the data are few, long-term follow-

up is not available, and the Food and Drug Administration does not approve the use of 

dexamethasone for CAH. However, the amount of prenatal exposure to androgen also 

appears to have some effect on sexual orientation: higher levels are associated with more 

masculine behaviors (Meyer-Bahlburg et al., 2008). The practice of prenatal dexametha-

sone administration has led some bioethicists (researchers who study the ethical and moral 

implications of new medical discoveries) to question whether this drug might be used by 

parents or promoted by physicians to prevent homosexual or bisexual orientations in girls 

(Dreger et al., 2010). The implication of this controversy is that something is inherently 

wrong with people who do not have a heterosexual orientation (Dreger et al.). These ethi-

cal issues will likely occupy researchers for many years to come, but at this time, almost all 

involved agree that, for now, administration of dexamethasone for CAH should occur only 

in closely monitored clinical trials with substantial long-term follow-up.

Psychosocial Theories  Psychoanalysts postulate that parental rejection may play a 

role in the onset of GID. For example, if parents really wanted a girl but had a boy 

instead (Sharma, 2007), they may reject their son. That rejection may cause the boy to 

try to please the parent by behaving like a girl. Although parents who reinforce mascu-

line or feminine behaviors increase the frequency of those behaviors, simple reinforce-

ment alone does not appear to affect gender identity. One well-known case (Green & 

Money, 1969) suggests that biology is stronger than environmental forces.

John and his brother were identical twins. During their circumcision, the physician’s hand 

slipped and ablated (cut off) John’s penis. After much discussion, the physicians and 

John’s parents agreed that he should be raised as a girl, and he was renamed Joan. His 

parents dressed and treated Joan as a girl, and at adolescence, Joan was given female 

hormone replacement therapy to encourage the development of secondary female sex-

ual characteristics (breast development). Despite all the efforts, Joan never felt like a girl 

and often rebelled against adult efforts to make her behave like one. Finally, at age 14, 

her parents told her the truth. Interestingly, John recalled that he had suspected that 

he was a boy beginning in the second grade. In adulthood, John had sex reassignment 

surgery, lived as a man, married, and adopted three children (Diamond & Sigmundson, 

1997). However, this story does not have a happy ending. John suffered from depression 

and in 2004, at age 39, he committed suicide.
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The reasons for John’s suicide are unknown but probably include his unusual child-

hood and a strong family history of depression—John’s mother and twin brother 

also suffered from depression (Colapinto, 2004). His twin brother died from an 

overdose of antidepressants, and John had twice attempted suicide when he was in 

his 20s. Although John’s story has a sad ending, it provides an important insight: 

Environmental efforts alone cannot overcome biology and establish or change gender 

identity. Watch on mypsychlab.com

TREATMENT

Few longitudinal studies of children with GID have been conducted, but those that 

are available suggest that only a minority of children who originally receive this diag-

nosis continue to be distressed about their gender into adulthood (Zucker, 2008). In 

two follow-up studies conducted 10 to 15 years after the original diagnosis, between 

12 and 27% of individuals were still classified as gender dysphoric (Drummond et al., 

2008; Wallien & Cohen-Kettenis, 2008). In those studies, children who had the most 

severe symptoms of GID were the ones still likely to have the disorder and most likely 

to have a homosexual or bisexual orientation. Among the adults who no longer had 

gender dysphoria, half of the boys and all of the girls had a heterosexual orientation 

(Wallien & Cohen-Kettenis).

Perhaps because the disorder is quite rare, no controlled trials for treatments of 

GID have been conducted. Clinically, several different treatment approaches exist, 

some of which are available only in specialized clinics. The most common procedure 

for adults is surgical reassignment.

Sex Reassignment Surgery  Historically, treatment for adults with GID attempted 

to change the person’s social and sexual behaviors to match his or her biological sex. 

Currently, treatment focuses on helping adults live as their chosen gender identity, 

maximizing their psychological and social adjustment. The intervention has three 

phases: living as the desired gender, using hormone therapy, and undergoing sex reas-

signment surgery (Meyer et al., 2001). Not every person who begins treatment com-

pletes the sex reassignment surgery phase.

In the first stage, the person lives in the new gender role for at least two years 

(Meyer et al., 2001). The person dresses and socializes in a manner consistent with 

the desired gender role, allowing the person to examine how this change affects every 

aspect of life. This step is considered absolutely necessary for the treatment program. 

The second step is hormone therapy. Testosterone is given to biological females and 

estrogen to biological males, reducing unwanted secondary sex characteristics and 

leading to the secondary sexual characteristics of the preferred sex. The third and final 

phase is the actual surgery. For males transitioning to females, this includes surgi-

cal removal of the penis and the creation of a clitoris, labia, and artificial vagina. For 

females transitioning to males, it includes removal of the breasts, vagina, and uterus, 

the formation of a scrotum and testicular prostheses, and the creation of a neophallus 

(an artificial penis). The goal is to try to preserve sexual functioning in order to achieve 

optimal quality of life (Lawrence, 2003).

Compared with treatments for other psychological disorders, sex reassign-

ment surgery is an extensive and radical procedure (Smith et al., 2005). Although 

early studies suggested that a percentage of those who had surgery were not satis-

fied with the results, more recent and longer term follow-up data indicate that 

the outcome has become more positive (Landén et al., 1999). Sex reassignment 

Gender Identity Disorder

The Case of Denise

“My earliest memories, back 
when I was about 4 years old . . . 

I remember cross-dressing back then, all the 
way until really around my puberty.”
www.mypsychlab.com

www.mypsychlab.com
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surgery eliminates gender dysphoria (Lawrence, 2003; Smith et al.), improves 

body satisfaction and interpersonal relationships, and reduces anxiety and depres-

sion (Smith et al., 2001, 2005; Weyers et al., 2008). In one long-term follow-up 

study (Weyers et al.), the participants described some difficulties with sexual arousal, 

lubrication, and pain. Across different studies, more than 95% of patients reported 

satisfaction with sex reassignment surgery (Lawrence; Smith et al., 2005). A few 

patients were dissatisfied; most commonly, those individuals lacked family support 

and/or had additional psychological disorders affecting overall functioning (Eldh et al. 

1997; Landén et al., 1998).

Some adolescents with GID seek sex reassignment surgery, and it is reasonable 

to question whether adolescents can make such an irreversible decision. Early sex 

reassignment surgery may prevent gender dysphoria during adolescence (Delemarre-

van de Waal & Cohen-Kettenis, 2006), and the physical outcome is more satis-

factory when secondary sex characteristics have not yet developed. However, such 

surgery requires absolute certainty because the intervention is nonreversible. Only a 

small number of adolescents receive sex reassignment therapy, and many questions 

remain about the procedure including at what age the surgery should occur and 

whether those who have surgery continue to feel positively about the procedure as 

adults.

concept CHECK

� Gender identity disorder, sometimes called transsexualism in adults, is the sense that 

one’s biological sex does not match one’s gender identity.

� The disorder appears to be more common in males than females among adults and can 

have a pervasive effect on all aspects of functioning.

� The cause of GID is unknown but may be related to hormonal imbalances that begin 

prenatally.

� Sex reassignment surgery is a long-term process that culminates in irreversible surgery 

to match the person’s physical anatomy with his or her gender identity.

CRITICAL THINKING QUESTION Children with the most severe symptoms of GID may 

continue to have gender dysphoria as an adult, but this outcome occurs in a minority of 

people with this disorder. Furthermore, the distress associated with GID is often that of the 

parent, not the child. Applying what you know about diagnosis and treatment, would you 

recommend treatment of a child who has GID symptoms to a parent?

20 40 60 80Birth

15–21
�

Adolescents with GID sometimes seek sex 
reassignment surgery but it is important to 
consider if this type of decision can be made 
at this stage of cognitive development.

Psychological Treatment   No randomized controlled trials of psychosocial inter-

ventions have been conducted. In the past, behavioral, psychoanalytic, and eclectic 

approaches attempted to alter the child’s perception of her or his gender with her 

or his biological sex by focusing attention and reinforcement on same-sex activities 

and friendships, spending time with the same-sex parent, and having play dates with 

same-sex peers (Bradley & Zucker, 1997). Same-gender behaviors were rewarded 

(prizes given) and cross-gender behaviors were punished (prizes removed) (Rekers 

& Lovaas, 1974; Rekers et al., 1974; Rekers & Mead, 1979). The interventions were 

reported to be efficacious for some children, but these approaches have been criticized 

for forcing specific gender stereotypes (i.e., stereotypical masculine behaviors) (Bryant, 

2006) onto young children, and they have fallen out of use.
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Sexual Dysfunctions
As we discussed in the opening section of this chapter, many factors contribute to sex-

ual performance including age, sex, and culture. Therefore, the diagnostic criteria for 

all sexual dysfunctions consist of an absence or an impairment of some aspect of sexual 

response that causes significant distress and/or functional impairment and includes consid-

eration of age, sex, and culture. In some instances, the prevalence of a disorder changes 

when these factors are considered. In addition, a person’s life circumstances, such as 

physical illness or physical separation from the sexual partner, must be considered 

when determining the presence or absence of a sexual dysfunction. With these issues 

in mind, we turn our attention to disorders of sexual functioning, which are classified 

as disorders of sexual desire, sexual arousal, orgasm, and pain.

SEXUAL DESIRE DISORDERS

Sexual desire is an interest in sexual activity or objects, or wishes to engage in sexual 

activity. Disorders of sexual desire are indicated by a diminished or absent interest in 

sexual activity. They consist of one of two subtypes: hypoactive sexual desire disorder and 

sexual aversion disorder.

Alice was just not interested in sex anymore. She loved her husband; they had been 

married for 25 years and had three children ages 20, 18, and 15. Alice denied feeling 

depressed and had no history of sexual abuse. She was still menstruating regularly, so 

hormonal changes were not likely. Alice loved her husband Steve, but she no longer 

wanted an intimate relationship with him. Steven was frustrated and, at times, angry.

Hypoactive sexual desire disorder is defined as reduced or absent sexual fan-

tasies, reduced sexual behavior with a partner, and reduced sexual behavior through 

masturbation (Maurice, 2005). (See the box “DSM-IV-TR: Sexual Desire Disorders.”) 

Factors often associated with decreased sexual desire include low sexual satisfaction, 

the presence of another sexual dysfunction (such as pain), negative thoughts about 

sexuality, and other forms of psychological distress such as depression, anxiety, and 

couple distress (Trudel et al., 2001).

hypoactive sexual desire disorder  a condi-
tion with reduced or absent sexual desires or 
behaviors, either with a partner or through 
masturbation

sexual dysfunction  the absence or impair-
ment of some aspect of sexual response that 
causes distress or impairment considering 
age, sex, and culture

learning objective 8.3

DSM-IV-TR

Hypoactive Sexual Desire Disorder

A.  Persistently or recurrently deficient (or absent) sexual 
fantasies and desire for sexual activity. The judgment of 
deficiency or absence is made by the clinician, taking into 
account factors that affect sexual functioning, such as age 
and the context of the person’s life.

B.  The disturbance causes marked distress or interpersonal 
difficulty.

C.  The sexual dysfunction is not better accounted for by 
another Axis I disorder (except another Sexual Dysfunction) 
and is not due exclusively to the direct physiological 
effects of a substance (e.g., a drug of abuse, a medication) 
or a general medical condition.

Sexual Aversion Disorder

A.  Persistent or recurrent extreme aversion to, and avoid-
ance of, almost (or almost all) genital sexual contact with a 
sexual partner.

B.  The disturbance causes marked distress or interpersonal 
difficulty.

C.  The sexual Dysfunction is not better accounted for by 
another Axis I disorder (except another Sexual Dysfunction.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text 
Revision (Copyright 2000). American Psychiatric Association.

Sexual Desire Disorders
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Approximately 15% of men and 30% of women ages 19 to 59 in the United 

States experience hypoactive sexual desire disorder (Laumann et al., 1999). Similar 

rates are found for men and women from the Middle East (21% and 43%, respec-

tively) and from Southeast Asia (28% and 43%, respectively; Laumann et al., 2005). 

Across cultures, this disorder is more frequent in women than men. However, 

because men and women may have different sexual goals and define sexual desire 

differently, we must be careful not to overinterpret these data. Patterns of male sex-

uality, for example, are not necessarily the best standard by which to compare the 

behaviors of females.

Although listed in DSM-IV, little information about sexual aversion disorder

is available. As in the case of Margaret at the opening of this chapter, sexual aversion 

disorder is the persistent or extreme aversion to, and avoidance of, genital contact with 

a sexual partner. People with this disorder rarely seek treatment. Clinical reports sug-

gest that this dysfunction affects many aspects of interpersonal functioning, not simply 

sexual interactions (Brotto & Klein, 2007). For example, someone with sexual aver-

sion disorder may avoid social relationships because they might lead to an expectation 

of sexual activity.

SEXUAL AROUSAL DISORDERS

The second category of impaired sexual functioning, sexual arousal disorders (see the 

box “DSM-IV-TR: Sexual Arousal Disorders”), has separate categories for females 

(female sexual arousal disorder) and males (male erectile disorder).

Female sexual arousal disorder is a persistent or recurrent inability to main-

tain adequate vaginal lubrication and swelling response until the completion of sexual 

activity. Symptoms can be primarily psychological or primarily physiological (Basson 

et al., 2003). When primarily psychological, the condition is sometimes called subjec-

tive sexual arousal disorder. In these cases, a physical response to sexual stimulation (for 

example, vaginal lubrication) but no subjective feeling of sexual excitement or sexual 

sexual aversion disorder  a condition with 
persistent or extreme aversion to, or avoid-
ance of, genital contact with a sexual partner

female sexual arousal disorder  a condition 
with persistent or recurrent inability to main-
tain adequate vaginal lubrication and swell-
ing response until the completion of sexual 
activity

DSM-IV-TR

Female Sexual Arousal Disorder

A.  Persistent or recurrent inability to attain, or to maintain 
until completion of the sexual activity, an adequate lubrica-
tion/swelling response of sexual excitement.

B.  The disturbance causes marked distress or interpersonal 
difficulty.

C.  The sexual dysfunction is not better accounted for by 
another Axis I disorder (except another Sexual Dysfunction) 
and is not due exclusively to the direct physiological 
effects of a substance (e.g., a drug of abuse, a medication) 
or a general medical condition.

Male Erectile Disorder

A.  Persistent or recurrent inability to attain, or to maintain until 
completion of the sexual activity, an adequate erection.

B.  The disturbance causes marked distress or interpersonal 
difficulty.

C.  The erectile dysfunction is not better accounted for by 
another Axis I disorder (other than a Sexual Dysfunction) 
and is not due exclusively to the direct physiological 
effects of a substance (e.g., a drug of abuse, a medication) 
or a general medical condition.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text 
Revision (Copyright 2000). American Psychiatric Association.

Sexual Arousal Disorders
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pleasure may occur. In contrast, when primarily physiological (also called genital sexual 

arousal disorder), subjective feelings of sexual desire but no physiological response may 

occur. The third subgroup, combined sexual arousal disorder, includes lack of both sub-

jective and physiological response.

Female sexual arousal disorder is a controversial diagnosis. It is commonly 

reported in gynecological settings—up to 75% of women seeking routine care in one 

sample (Nusbaum et al., 2000). However, this disorder may not exist independently of 

disorders of sexual desire or orgasmic disorder.

Male erectile disorder is a common male sexual dysfunction known in the media 

as erectile dysfunction (formerly impotence). It is the persistent and recurrent inability 

to maintain an adequate erection until completion of sexual activity. Important ele-

ments of this definition are the words persistent and recurrent. Most men experience an 

occasional episode of erectile dysfunction, usually caused by fatigue, stress, or anxiety. 

The diagnosis is not given unless there is consistent inability to achieve an erection or 

maintain it until cessation of sexual activity. Significant distress and/or interpersonal 

difficulty must also occur.

ORGASMIC DISORDERS

The third group of sexual dysfunctions are the orgasmic disorders including female 

orgasmic disorder, male orgasmic disorder, and premature ejaculation (see the box 

Jesse James and David Duchovney are only two among a 
number of recent celebrities who have announced that they 

were entering treatment for sexual addiction, now widely used 
to explain sexual behavior associated with progressive risk tak-
ing, loss of control, and significant psychosocial consequences 
such as discovery of infidelity by one’s spouse. Although 
widely criticized in the media, some empirical support for sex 
as an addictive or dependency syndrome exists (Kafka, 2010). 
Self-identified sexual addicts describe withdrawal symptoms, 
unsuccessful attempts to control or reduce their behavior, and 
engaging in the behavior longer than they intended (Wines, 
1997). However, the topic remains confusing because it is 
unclear whether this behavior (a) meets criteria for an addic-
tion, (b) is a symptom of an underlying problem, or (c) merely 
represents a bad decision, one that often leads to signifi-
cant distress for the marital partner (Levine, 2010; Steffens & 
Rennie, 2006).

Hypersexual disorder is a proposed sexual dysfunction 
characterized by increasing frequency and intensity of sexu-
ally motivated fantasies, arousal, urges, and behaviors along 
with an impulsivity component (Kafka, 2010). Behaviors that 
are consistently associated with hypersexual disorder include 
masturbation, pornography, sexual behavior with consent-
ing adults, and cybersex, all of which can have significant 
adverse effects. Negative outcomes can include unplanned 
pregnancies, relationship breakups, marital separation and 
divorce, and the risk of sexually transmitted diseases including 
HIV. Attempting to empirically define hypersexual behavior 
remains a challenge for researchers, and much more research 
is needed to understand its clinical presentation, etiology, 
and course and prognosis. As researchers address these ques-
tions, the scientific validity of this proposed disorder will be 
confirmed or disproved, leading to improved understanding of 
another aspect of sexual behavior.

research HOT topic

male erectile disorder  a condition with 
persistent and recurrent inability to maintain 
an adequate erection until completion of 
sexual activity



gender and sexual disorders 293

“DSM-IV-TR: Orgasmic Disorders”). The diagnostic criteria for female or male 

orgasmic disorder are very similar, but we will discuss them separately. Male orgasmic 

disorder, sometimes known as delayed ejaculation or retarded ejaculation, is the delay of 

or inability to achieve orgasm despite adequate sexual stimulation. This disorder is not 

as common as premature ejaculation. Some men might consider delayed ejaculation to 

be an advantage as it could increase the sexual pleasure of a partner. In these cases, a 

diagnosis may not be warranted because there would not be any distress or functional 

impairment. However, some men who suffer from retarded ejaculation report frustra-

tion, distress, and sometimes pain (Brotto & Klein, 2007).

Female orgasmic disorder is also defined as persistent and recurrent delay or 

absence of orgasm following the normal excitement phase. Sometimes called anorgasmia, 

lack of orgasm is a common complaint among women. Before making a diagnosis, it 

is necessary to consider age, adequacy of sexual stimulation, and sexual experience. 

Interestingly, unlike most other sexual disorders, female orgasmic disorder is most 

common among younger women (Laumann et al., 1999).

side by side   case studies 

ABNORMAL BEHAVIOR CASE STUDY

Jack was always anxious around girls. He dated a little in 

high school but was always nervous, stumbling over his 

words, acting clumsy, and seeming to always make the wrong 

move. He had hoped that as he grew older, the anxiety would go 

away, but it did not. Instead, it seemed to get worse. The stakes 

got higher. In high school, the pressure to have sex was not so 

great, but in college it seemed to be everywhere. The girls 

dressed differently, the guys were always talking about their lat-

est conquest, and Jack felt totally alone. He could barely talk to a 

woman, let alone think about engaging in sex. His first attempt at 

sexual intercourse was a failure—he was so nervous, he was 

unable to achieve a full erection. The girl pretended it did not 

matter, but she no longer answered his telephone calls. Then he 

decided to try a prostitute. He thought if he did not know the 

woman, he might not be so nervous. But he was wrong—he was 

nervous and the prostitute was impatient. She kept telling him to 

“hurry up” and “you only paid for an hour, honey, don’t you want 

to use it?” His anxiety was so overwhelming, he just walked out. 

He tried with a different prostitute and the same thing hap-

pened—despite his cognitive desire, he was unable to achieve an 

erection. Then he got drunk—alcohol always seemed to make 

him less nervous in social situations, so maybe it would help with 

sex. But that did not help either; the alcohol made things worse. 

Now, every time he finds a woman who is sexually attractive, he 

avoids any interaction with her. He feels that depression and 

loneliness are better than the humiliation of not being able to 

perform sexually. 

Dimensions of Behavior: From Normal to Abnormal

NORMAL BEHAVIOR CASE STUDY

Jeremy had had a really stressful week at school. He was 

in graduate school, and it was time for his dissertation proposal—a 

very important oral examination. He found that preparing the oral 

proposal took longer than he had expected. He stayed up all night 

preparing just to be sure he would be ready, and after the presen-

tation, he was pretty confident that things had gone well. He 

wanted only to sleep, but it was Friday night and his wife’s birth-

day. He had promised her dinner at a romantic restaurant and he 

did not want to disappoint. Sarah looked beautiful tonight and he 

felt so lucky to be in love with such a beautiful woman. They drank 

a bottle of champagne to celebrate and after dinner, they walked 

home. Sarah was giving him all the signals that she wanted a night 

of romance and cognitively, so did Jeremy. But his body wasn’t 

responding. No matter how hard he concentrated, he just could 

not achieve an erection. Sarah knew he was stressed and that he 

had had quite a bit of alcohol. When she realized what was hap-

pening, she pulled him close and told him they should just get 

some sleep. Although Jeremy was worried that something was 

wrong with him, the next time they had the chance to be together, 

he was rested and sober and did not have any problem achieving 

an erection. 

male orgasmic disorder  the delay of or 
inability to achieve orgasm despite adequate 
sexual stimulation; sometimes known as 
delayed ejaculation or retarded ejaculation

female orgasmic disorder  a condition with 
persistent and recurrent delay or absence 
of orgasm following the normal excitement 
phase; sometimes called anorgasmia
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PREMATURE EJACULATION

Alice’s husband, Steven, was a senior stockbroker in a major brokerage house, and he 

was working 16 hours a day. He was stressed and anxious much of the time. Steven loved 

Alice but was frustrated that their sex life had not been good for some time. About 6 

months ago, Steven had a heart attack and afterward had difficulty with sexual perfor-

mance. Although he still had sufficient sexual desire, once he initiated sexual activity, he 

worried that he was straining his heart. Added to this, Alice was not responsive when 

they did have intercourse, so he felt pressure to “get it over with.” Now he had devel-

oped a pattern of premature ejaculation.

Sometimes known as rapid ejaculation (see “Real Science, Real Life: Michael”), 

premature ejaculation is the most common male dysfunction, affecting approximately 

30% of men (Laumann et al., 1999). The process of ejaculation consists of four phases. 

Erection, or penile tumescence, is the first phase and is controlled by the parasympa-

thetic nervous system. The second phase is emission, in which semen is collected and 

transported in preparation for the third stage, ejaculation, which is the release of semi-

nal fluids from the penis. This occurs when signals from nerves in the urethra reach 

the spinal cord and cause a reflex response. The sympathetic and somatic branches of 

the nervous system (see Chapter 2) are responsible for Stages 2 and 3. The final stage, 

orgasm, is the subjective feeling of pleasure associated with ejaculation and is believed 

to be a cortical (brain) experience (Metz et al., 1997).

Premature ejaculation has been defined in different ways. In some instances, it is 

a specific number of minutes between vaginal entry and ejaculation although there is no 

commonly accepted time interval. Among self-identified premature ejaculators, 90% 

ejaculated within 1 minute of vaginal insertion and 80% ejaculated within 30 seconds 

(Waldinger, 2002). In contrast, other samples of men who described themselves as 

premature ejaculators reported ejaculation that occurred before vaginal insertion or as 

premature ejaculation  the consistent ejacu-
lation with minimal sexual stimulation before, 
immediately upon, or shortly after penetration 
and before the person wishes it

DSM-IV-TR

Orgasmic Disorders

Female Orgasmic Disorder 

A.  Persistent or recurrent delay in, or absence of, orgasm fol-
lowing a normal sexual excitement phase. Women exhibit 
wide variability in the type or intensity of stimulation 
that triggers orgasm. The diagnosis of Female Orgasmic 
Disorder should be based on the clinician’s judgment that 
the woman’s orgasmic capacity is less than would be rea-
sonable for her age, sexual experience, and the adequacy 
of sexual stimulation she receives.

B.  The disturbance causes marked distress or interpersonal 
difficulty.

C.  The orgasmic dysfunction is not better accounted for by 
another Axis I disorder (except another Sexual Dysfunction) 
and is not due exclusively to the direct physiological 
effects of a substance (e.g., a drug of abuse, a medication) 
or a general medical condition.

Premature Ejaculation

 A.  Persistent or recurrent ejaculation with minimal sexual 
stimulation before, on, or shortly after penetration and 
before the person wishes it. The clinician must take into 
account factors that affect duration of the excitement 
phase, such as age, novelty of the sexual partner or situa-
tion, and recent frequency of sexual activity.

B.  The disturbance causes marked distress or interpersonal 
difficulty.

C.  The premature ejaculation is not due exclusively to the 
direct effects of a substance (e.g., withdrawal from opioids).

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text 
Revision (Copyright 2000). American Psychiatric Association.
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long as 10 minutes after insertion although most (79%) reported ejaculation ranging 

from before insertion to 2 minutes after penetration (Symonds et al., 2003).

A different definition involves an inability to inhibit ejaculation long enough for 

a partner to reach orgasm 50% of the time (Masters & Johnson, 1970). The advan-

tage of this definition is that it is not tied to a specific number of minutes, but the 

disadvantage is that it depends on the partner’s sexual response (Metz et al., 1997). 

This definition acknowledges that often sexual dysfunction may be a dysfunction of 

the couple, not of a single person, such as we saw earlier in the case of Steven and 

Alice.

Still other researchers (e.g., Kaplan, 1974) define premature ejaculation as sim-

ply a lack of control over ejaculation. To come to some consensus, the International 

Society for Sexual Medicine held a meeting of experts in the field. They agreed on 

the following definition of premature ejaculation for heterosexual males: “always or 

nearly always occurring before or within one minute of vaginal penetration, and the 

inability to delay ejaculation on all or nearly all vaginal penetrations, and negative per-

sonal consequences such as distress, bother, frustration and/or the avoidance of sexual 

intimacy” (McMahon et al., 2008, p. 347). As can be seen, the majority of research 

in this area has been conducted with heterosexual couples. More work is required to 

determine the extent to which patterns of dysfunction are similar in homosexual or 

bisexual individuals.

Premature ejaculation is considered primary when a man has suffered from this 

condition since his first sexual encounter. The preceding definition of premature ejacu-

lation was limited to primary (or lifelong) premature ejaculation. Secondary premature 

ejaculation is the term used when a man initially had no difficulty controlling ejaculation 

but now ejaculates prematurely (such as Steven). Among men with secondary premature 

ejaculation, 75% have a physical disease that might account for it, while the other 25% 

do not have a physical disorder but do report relationship problems (Metz et al., 1997).

SEXUAL PAIN DISORDERS

The fourth category of sexual dysfunctions is sexual pain disorder (see the box “DSM-

IV-TR: Sexual Pain Disorders”). Both men and women may experience dyspareunia

(consistent genital pain associated with sexual intercourse), but one particular form of 

sexual pain, vaginismus, is specific to women. Compared with other disorders, there 

is little research regarding the symptoms, etiology, and treatment of these diagnostic 

categories.

Among men in Western countries, 3 to 5% report the presence of dyspareunia 

(Laumann et al., 2005). Among gay men, 14% suffer frequent and severe pain during 

receptive anal sex, a condition known as anodyspareunia (Damon & Rosser, 2005). 

Among women seeking routine gynecological care, 72% report pain from sexual activity 

(Nusbaum et al., 2000). Even minimal attempts at sexual intercourse can result in 

dyspareunia, leading to severe distress and avoidance of sexual behavior.

Marianne is in love with Mateo. After several months of dating, they want to become 

sexually intimate. They have tried on several occasions but every time, Marianne feels her 

vaginal muscles contract and she cries out in pain. It is not just being physically intimate 

with Mateo that causes pain. She has never been able to insert a tampon into her vagina. 

The physician wanted to perform an internal exam to rule out the presence of infection, 

which could cause pain. Although he tried to insert a speculum, Marianne cried out and 

asked to discontinue the examination.
dyspareunia  the consistent genital pain asso-
ciated with sexual intercourse
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Marianne’s pain is called vaginismus, unwanted involuntary spasms of the vagi-

nal muscles that interfere with intercourse or vaginal insertion. As with other catego-

ries of sexual pain disorder, few empirical studies have addressed the validity of this 

diagnosis. Subjective experience of a vaginal spasm does not always correlate with 

actual spasms measured during gynecological examination (Reissing et al., 2004), 

indicating the importance of psychological factors in this diagnosis. Furthermore, 

most women who report vaginismus also report the presence of dyspareunia (de 

Kruiff et al., 2000).

vaginismus  the unwanted involuntary spasms 
of the vaginal muscles that interfere with inter-
course or any attempt at vaginal insertion

DSM-IV-TR

Sexual Pain Disorders

Dyspareunia

A.  Recurrent or persistent genital pain associated with sexual 
intercourse in either a male or a female.

B.  The disturbance causes marked distress or interpersonal 
difficulty.

C.  The disturbance is not caused exclusively by Vaginismus or 
lack of lubrication, is not better accounted for by another 
Axis I disorder (except another Sexual Dysfunction), and is 
not due exclusively to the direct physiological effects of a 
substance (e.g., a drug of abuse, a medication) or a gen-
eral medical condition.

Vaginismus

A.  Recurrent or persistent involuntary spasm of the muscu-
lature of the outer third of the vagina that interferes with 
sexual intercourse.

B.  The disturbance causes marked distress or interpersonal 
difficulty.

C.  The disturbance is not better accounted for by another 
Axis I disorder (e.g., Somatization Disorder) and is not due 
exclusively to the direct physiological effects of a general 
medical condition.

Subtypes

The following subtypes apply to all primary Sexual 
Dysfunctions. One of the following subtypes may be used to 
indicate the nature of the onset of the Sexual Dysfunction:

Lifelong Type. This subtype applies if the sexual dysfunction 
has been present since the onset of sexual functioning.

Acquired Type. This subtype applies if the sexual dysfunction 
develops only after a period of normal functioning.

One of the following subtypes may be used to indicate the 
context in which the Sexual Dysfunction occurs:

Generalized Type. This subtype applies if the sexual dysfunc-
tion is not limited to certain types of stimulation, situations, or 
partners.

Situational Type. This subtype applies if the sexual dysfunc-
tion is limited to certain types of stimulation, situations, or 
partners. The specific situational pattern of the dysfunction 
may aid in the differential diagnosis. For example, normal 
masturbatory function in the presence of impaired partner 
relational functioning would suggest that a chief complaint 
of erectile dysfunction is more likely due to an interpersonal 
or intrapsychic problem rather than attributable to a general 
medical condition or a substance.

One of the following subtypes may be used to indicate etio-
logical factors associated with the Sexual Dysfunction:

Due to Psychological Factors. This subtype applies when 
psychological factors are judged to have the major role in the 
onset, severity, exacerbation, or maintenance of the Sexual 
Dysfunction, and general medical conditions and substances 
play no role in the etiology of the Sexual Dysfunction.

Due to Combined Factors. This subtype applies when 
1) psychological factors are judged to have a role in the 
onset, severity, exacerbation, or maintenance of the Sexual 
Dysfunction; and 2) a general medical condition or substance 
use is also judged to be contributory but is not sufficient to 
account for the Sexual Dysfunction. If a general medical con-
dition or substance use (including medication side effects) 
is sufficient to account for the Sexual Dysfunction, Sexual 
Dysfunction Due to a General Medical Condition and/or 
Substance-Induced Sexual Dysfunction is diagnosed.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text 
Revision (Copyright 2000). American Psychiatric Association.
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FUNCTIONAL IMPAIRMENT

Any sexual dysfunction can lead to dissatisfaction. Depending on the particular com-

plaint, between 65 and 87% of people with a sexual dysfunction reports dissatisfac-

tion (Fugl-Meyer & Sjögren Fugl-Meyer, 1999). Furthermore, sexual difficulties 

between partners are common. Among men with erectile dysfunction, lower sexual 

desire affected 60% and lack of sexual arousal affected 44% of their partners (Sjögren 

Fugl-Meyer & Fugl-Meyer, 2002). In addition, the existence of a sexual dysfunc-

tion, whether in one’s partner or oneself, affects both individuals’ sexual well-being. 

However, sexual disorders may sometimes affect sexual functioning without impacting 

overall functioning. Men who report premature ejaculation indicate that fulfilling a 

partner’s need is an important part of their own sexual satisfaction (Rowland et al., 

2004). While their disorder may affect their own self-esteem and ongoing sexual rela-

tionship, it does not always impact their overall relationship (Byers & Grenier, 2003). 

In one study, only 6% of men with premature ejaculation reported that they declined 

an opportunity for sexual intercourse because of their disability, and even this occurred 

only rarely (Grenier & Byers, 2001).

Reflecting society’s reluctance to talk about sex is the fact that less than 19% of 

adults with sexual dysfunctions have ever sought professional help (Moreira et al., 2005). 

Even when the problem was frequent, 36% did not seek any advice. Among those who did, 

55% sought support from family or friends, 19% went to media sources, and 32% sought 

medical advice (Nicolosi et al., 2006). When asked why they did not consult a professional, 

72.1% said that they did not consider the behavior to be a problem, 53.9% did not think it 

was a medical problem, 22.7% were embarrassed to talk about it, and 12.2% did not have 

access to medical care. These data, once again, illustrate two important points. First, what 

one person considers a problem is not necessarily a problem for someone else. Second, even 

those who are frequently bothered by sexual dysfunctions may not realize that the problem 

can be treated or are reluctant to discuss it with a professional.

EPIDEMIOLOGY

One of the most comprehensive studies of sexual dysfunction in the United States is 

the National Health and Social Life Survey, which used a sample of 3,159 Americans 

ages 18 to 59 years (Laumann et al., 1999). This study that included face-to-face 

interviews and questionnaire data found that sexual dysfunction existed among 43% 

of women and 31% of men. Tables 8.1 and 8.2 illustrate the prevalence of common 

sexual difficulties in men and women.

According to data in Tables 8.1 and 8.2, the presence of some sexual dysfunctions

(consistent difficulties with sexual performance that create distress or impairment) 

increases with age. Problems with erectile dysfunction in men and difficulty with 

vaginal lubrication in women appear to become more prevalent with increasing age 

(Fugl-Meyer & Sjögren Fugl-Meyer, 1999; Laumann et al., 1999).

SEX, RACE, AND ETHNICITY

Sexual dysfunctions occur across race and ethnicity. Comparisons of African American 

and white women indicate that, in general, African American women reported lower levels 

of sexual desire and pleasure than did white women whereas white women were more 

likely to have pain. Both white and African American women reported more sexual 

difficulties than did Hispanic women (Laumann et al., 1999). In men, the results of the 

Boston Area Community Health Survey (BACH) indicate that 24.9% of African 
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American and 25.3% of Hispanic men reported erectile dysfunction compared with 

18.1% of white men (Kupelian et al., 2008) (see Figure 8.4). Although this would 

appear to suggest a higher prevalence of erectile dysfunction in the first two groups, 

these racial/ethnic differences appeared to be the result of socioeconomic differences. 

This suggests that rather than looking at factors within each group that might account 

for these differences, researchers need to pay attention to social and environmental 

factors such as employment status, income, and living accommodations that might 

predispose one to poor health.

TABLE 8 .1

Adult psychopathology and diagnosis

The Journal of the American Medical Association, 281,

Age

Sexual Difficulty 18–29 30–39 40–49 50–59

TABLE 8.2

Adult psychopathology and diagnosis

The Journal of the American Medical Association, 281,

Age

Sexual Difficulty 18–29 30–39 40–49 50–59
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In the Global Study of Sexual Attitudes and Behaviors, which assessed 27,500 

adults between the ages of 40 and 80 in 29 countries, 28% of the men and 39% of 

the women reported ever having a sexual dysfunction (Nicolosi et al., 2004). Among 

men, 28% had at least one sexual dysfunction; premature ejaculation was most com-

mon (14%) followed by erectile difficulties (10%; Nicolosi et al.). Among women, 

39% had at least one sexual problem; lack of sexual interest was most common (21%) 

with 16% reporting inability to achieve orgasm and 16% reporting vaginal lubrication 

difficulties. Across cultures, prevalence of erectile dysfunction is higher in Eastern 

Asia and Southeastern Asia (27.1% and 28.1%) than in Western countries. Men in 

Southeastern Asia also had higher prevalence of retarded ejaculation (Laumann et al., 

2005). Similarly, women from Southeast Asia had the highest prevalence of female 

orgasmic disorder (41.2%; Laumann et al.).

DEVELOPMENTAL FACTORS

Few epidemiological data on the prevalence of sexual dysfunctions among young adults 

are available; most studies have focused on various sexual practices and risky sexual 

behaviors such as those that might lead to HIV infection. The few available data indi-

cate that premature ejaculation is the most common complaint among adolescent and 

young adult men. This problem is usually the result of limited sexual experience or 

feelings of fear, guilt, or anxiety accompanying sexual activity (Seftel & Althof, 2000). 

In another sample, problems with low sexual desire were reported by 7% and 16% of 

30-year-old men and women, respectively (Ernst et al., 1993).

ETIOLOGY

Some sexual dysfunctions are related to medical conditions, and a physical exami-

nation is necessary to rule out physical causes. In addition, medications for physical 

disorders such as hypertension and for psychological disorders such as depression may 

lead to sexual dysfunction as can the use of illicit drugs.

FIGURE 8 .4

Although simply examining the data by race/
ethnicity would suggest group differences in 
the prevalence of erectile dysfunction, these 
differences disappeared when the researchers 
controlled for the men’s socioeconomic 
status. Kupelian V, Link C.L., Rosen R.C., & McKinlay 
J.B. (2008). Socioeconomic status, not race/ethnicity, 
contributes to variation in the prevalence of erec-
tile dysfunction: Results from the Boston Area 
Community Health (BACH) Survey. Journal of Sexual 
Medicine, 5, 1325–1333.
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Biological Factors    Biological conditions may affect sexual desire. Hormonal 

imbalances, such as hypothyroidism and hypogonadism (Maurice, 2005) can occur 

at any age and may decrease sexual interest directly by lowering the amount of sex 

hormones in the body. These conditions may also function indirectly by causing 

negative mood states, which in turn decrease sexual desire. Other hormonal imbal-

ances are age related. Menopausal changes in women reduce estrogen, which affects 

vaginal lubrication and vaginal tissue elasticity, which in turn results in discomfort 

and possibly dyspareunia. In men, testosterone levels decrease with age (beginning 

in the 30s and 40s). How this decline decreases sexual desire and performance is 

unclear (Isidori et al., 2005), but decreases in testosterone can lower sexual desire 

and produce erectile dysfunction.

Physical disorders, such as cardiovascular disease, hypertension, diabetes, kidney 

failure, and cancer can decrease sexual desire or performance. Among men treated for 

diabetes, 28% had erectile dysfunction (Feldman et al., 1994). Men who have had sur-

gery for prostate cancer may subsequently suffer from erectile dysfunction (Stanford 

et al., 2000). Alternatively, physical illness may impair sexual arousal indirectly by 

causing psychological distress, which may in turn decrease desire.

Androgens contribute to feelings of sexual desire in women as well as in men 

although their specific effect on female sexual functioning is not yet known (Brotto & 

Klein, 2007). Women who have had their ovaries removed have lower levels of andro-

gens, and this can decrease sexual desire. In addition, pelvic surgery, chemotherapy, and 

radiation treatment have been associated with dyspareunia, vaginal dryness, and hypoactive 

sexual desire (Amsterdam et al., 2006).

Alcohol and drugs can create temporary sexual dysfunction including premature 

ejaculation and retarded ejaculation in men and orgasmic disorders in men and women. 

Drugs that block dopamine receptors or serotonin reuptake in the brain can also retard 

ejaculation (Metz et al., 1997; Waldinger 2002). Antidepressant medications, such as 

the selective serotonin reuptake inhibitors (SSRIs), improve mood but produce signif-

icant sexual side effects (Ferguson, 2001). They decrease physical response, inhibit the 

ability to achieve orgasm, and retard ejaculation in males although they may improve 

psychological desire or arousal (see the later section “Biological Treatments”).

Psychosocial Factors   Negative emotional states such as depression may be asso-

ciated with sexual dysfunction. College women who were depressed were more 

likely than nondepressed women to report difficulties with sexual arousal, inability 

to achieve orgasm, and painful intercourse (e.g., Cyranowski et al., 2004; Frolich & 

Meston, 2002). In addition, they reported less satisfaction with their sexual relation-

ship and less pleasure during sexual activity. Among normally aging men (ages 40–70), 

depression and erectile dysfunction were strongly correlated, and this effect was inde-

pendent of aging, health status, medication use, and hormones (Araujo et al., 1998). 

It is unclear whether low sexual desire is a cause or a result of depression—and the 

relationship may be different for different people.

Behavior theorists and sex therapists (Masters & Johnson, 1970) propose that 

anxiety and stress play a role in sexual dysfunction because both anxiety and premature 

ejaculation are associated with the sympathetic nervous system. Performance anxiety 

appears to be a major cause of erectile dysfunction and can cause other sexual dysfunc-

tions as well. If a man experiences temporary dysfunction as a result of alcohol, stress, 

or anxiety, the temporary problem may become a concern, and erectile dysfunction 

learning objective 8.4
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may become a self-fulfilling prophecy. Sex theorists also suggest that premature ejacu-

lation results from conditioning experiences involving the need to ejaculate quickly, 

such as hurried sexual contacts in parked cars (see “Real Science, Real Life: Michael”), 

sex with prostitutes, and engagement with sexual partners with whom there is a lack of 

intimacy (Metz et al., 1997). Although such patterns are sometimes present in the his-

tory of men with premature ejaculation, few empirical data address this issue (Grenier 

& Byers, 2001).

Factors such as couple distress or negative life events may result in temporary 

changes in sexual functioning in both sexes (Bancroft et al., 2003). Environmental 

events such as sexual assault may result in cases of vaginismus (Weijmar Schultz & 

Van de Wiel, 2005). Such dysfunctions do not indicate permanent changes in biologi-

cal functioning in contrast to those caused by aging.

TREATMENT

It is unfortunate that some people who are distressed by their sexual functioning never 

seek treatment because of ignorance or embarrassment. Many treatments are available 

with documented efficacy for improving sexual functioning.

Biological Treatments   Because low levels of certain hormones, particularly tes-

tosterone, may affect sexual functioning, physicians may prescribe testosterone 

replacement therapy. Available as an injection, patch, or gel, replacement therapy 

is efficacious for men with low testosterone and sexual desire (Isidori et al., 2005). 

Testosterone patches may also improve sexual desire and satisfaction among women 

who have undergone hysterectomy (removal of the uterus) or oophorectomy (removal 

of the ovaries) (Braunstein et al., 2005; Buster et al., 2005; Kingsberg, 2007; Shiren 

et al., 2000).

The relationship between depression and sexual functioning is complicated. 

Depression can decrease sexual desire. As noted earlier, some antidepressants that 

improve depressed mood (e.g., SSRIs) increase sexual desire but impair sexual per-

formance by delaying ejaculation and inhibiting orgasm. The side effect of delayed 

ejaculation means that some men may be reluctant to take the medication to treat their 

depression. However, this side effect means that SSRIs may be a useful treatment for 

premature ejaculation by delaying ejaculation for several minutes (Kara et al., 1996; 

Strassberg et al., 1999). This illustrates how a medication’s negative effect in one con-

text may be a positive therapeutic effect when used differently.

We noted at the beginning of this section that people with sexual dysfunctions 

often fail to seek treatment because they do not know that help is available. However, 

this cannot be said about pharmacological treatments for erectile dysfunction. In fact, 

it is difficult to watch television or read a newspaper without seeing an advertisement 

for Viagra, Levitra, or Cialis. The blockbuster drug Viagra (generic name sildena-

fil) was approved in early 1998 for the treatment of erectile dysfunction. Tadalafil 

(Cialis) and vardenafil (Levitra) soon followed. These drugs are known as phosphodi-

esterase type-5 (PDE5) inhibitors. PDE5 is a molecule found in the corpus cavernosum,

the spongy erectile tissue in the penis and the clitoris. PDE5 is involved in detumes-

cence (loss of erection), so PDE5 inhibitors allow penile erection to occur. Since the 

introduction of these drugs, thousands of studies have examined the efficacy of PDE5 

inhibitors for erectile dysfunction. All three drugs are more efficacious than placebo with 

43 to 80% efficacy depending on the reason for the dysfunction (Lewis et al., 2005; 
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Osterloh & Riley, 2002; Porst et al., 2001). The success of the PDE5 inhibitors for 

male erectile dysfunction has encouraged clinical trials of Viagra as a treatment for 

female sexual arousal disorder (see the feature “Examining the Evidence: Viagra for 

Female Sexual Arousal Disorder”).

Before the introduction of PDE5 inhibitors, erectile dysfunction was treated 

with a substance known as prostaglandin E1, which was either injected into the penis 

or inserted into the urethra. Positive effects ranged from 70 to 87% (Linet & Ogrinc, 

1996; Padma-Nathan et al., 1997). However, the discomfort associated with the drug’s 

administration makes many men unwilling to use it. A cream version of prostaglandin 

E1 applied externally to treat female sexual arousal disorder does not appear to be bet-

ter than placebo (Padma-Nathan et al., 2003).

Finally, physical treatments can address erectile dysfunction. Penile implants are 

prosthetic devices that consist of a pump placed in the penis or scrotum that forces 

The success of Viagra in treating erectile dysfunction invariably 
led to questions about whether this medication might help 
other sexual dysfunctions. For example, given the high preva-
lence of sexual dysfunctions among women, would Viagra be 
a useful treatment for female hypoactive sexual desire disor-
der or female sexual arousal disorder?

� The Evidence PDE5 inhibitors block a molecule in the 
corpus cavernosum (spongy tissue) that creates detumescence 
in the penis. Corpus cavernosum tissue is also present in the 
clitoris of females. Six placebo-controlled trials have studied the 
efficacy of Viagra for women. Two studies (Berman et al., 2003; 
Caruso et al., 2001) reported positive effects (enhanced orgasm, 
improved sexual satisfaction). However, four other studies 
(Basson & Brotto, 2003; Basson et al., 2002; Berman et al., 2003; 
Kaplan et al., 1999) did not find any positive effects including 
a very large multicenter trial that had a sample of 788 women 
(Basson et al.).

� Let’s Examine the Evidence The studies that found posi-
tive outcomes for Viagra versus those that found no effects 
had methodological differences.

First, positive effects occurred when the sample consisted 
of women with female sexual arousal disorder. No effects 
were found for samples of women with more heterogeneous 
sexual dysfunctions (such as hypoactive sexual desire disorder 
or both hypoactive sexual desire disorder and female sexual 
arousal disorder).

Second, in one of the two positive trials (Caruso et al., 
2001), women received both the active drug and the placebo 
(though at separate times), and each condition was compared 
with the baseline condition (no pill). When someone takes an 
active drug and later a placebo (or vice versa), the side effects 
of the medication may “unblind” the patients. Side effects, 
more likely to accompany active medication, allow partici-
pants to correctly guess which substance they are taking. 
When the dependent variable is a subjective report, such as 
“feel more aroused,” knowing when you are taking the active 
medication could influence your judgment of how well the  
pill worked.

Third, in one of the positive studies, changes were found 
on two specific questions on a self-report measure of sexual 
satisfaction but not on the overall score. Although an entire 
self-report inventory may be reliable and valid, the same psy-
chometric properties cannot be said to apply to a single ques-
tion. Therefore, conclusions based on a positive response to a 
single item must be regarded cautiously.

� Conclusion In contrast to the thousands of studies exam-
ining the efficacy of Viagra for erectile dysfunction, the few 
studies examining its effect on women present a mixed 
picture. Although the same biological tissue exists in both 
sexes, it appears that Viagra works for only a few women. 
What hypothesis might you suggest to account for these  
differences?

examining the evidence

Viagra for Female Sexual Arousal Disorder
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fluid into an inflatable cylinder, producing an erection. Similarly, vacuum devices con-

sist of a plastic cylinder and a constriction ring that is placed around the penis. A 

vacuum is created using a pump, which produces an erection. The cylinder is then 

removed. Physical treatments are common when there is a physical reason for erectile 

dysfunction, such as diabetes or prostate surgery. Though efficacious and without side 

effects, they are awkward to use and do not always produce satisfactory results.

Psychosocial Treatments   First developed in the 1970s and 1980s, psychosocial 

treatments for sexual dysfunctions are efficacious (Hawton, 1995; Heiman, 2002), but 

many have been studied only in randomized, controlled trials more than 20 years ago 

(Brotto & Klein, 2007). Although further and more sophisticated research is neces-

sary, we now review the available and empirically supported treatments.

Sex therapy (Masters & Johnson, 1970) consists of teaching couples about sex-

ual functioning, enhancing communication skills, and eliminating performance anxi-

ety through specific couples’ exercises. Using sensate focus and nondemand pleasuring,

treatment focuses on decreasing performance anxiety and increasing communication. 

Sensate focus has three steps. Both partners must become comfortable at each level of 

intimacy before proceeding to the next step. The first step focuses simply on pleasur-

able, nonsexual touching. Partners take turns touching the other’s body, but they are 

prohibited from touching the genitals and breasts. During the second step, partners 

touch any part of the other’s body including the genitals and breasts. The focus remains 

on the sensation of touching. Intercourse is not allowed. The third step involves mutual 

touching, eventually leading to sexual intercourse. Sex therapy is most effective for vag-

inismus and erectile dysfunction that are psychological in origin (Hawton, 1995) and 

for female hypoactive sexual desire disorder (Trudel et al., 2001). The long-term out-

come is variable. In some instances, initial treatment effects were not maintained when 

patients were followed up several years later (Brotto & Klein, 2007).

Used by Masters and Johnson (1970) and Kaplan (1979), the “stop-squeeze” tech-

nique (Semans, 1956) is highly efficacious for premature ejaculation. In this treatment, 

the sexual partner stimulates the penis until an ejaculatory urge occurs. At that point, 

sexual stimulation stops and the partner squeezes the glans of the penis (the tip) until 

the urge disappears. This sequence is repeated until the interval between initial sexual 

stimulation and ejaculatory urge lengthens. Then the couple practices briefly inserting the 

penis into the vagina without thrusting, and the practice continues until the man is able to 

control the timing of ejaculation and the couple reports sexual enjoyment. This treatment 

can be adapted for a man to use alone (see “Real Science, Real Life: Michael”). The “stop-

squeeze” technique has a success rate of about 60% (Althof, 2006; Metz et al., 1997) 

although positive long-term outcome is achieved in only a minority of cases (Metz et al.).

For female orgasmic disorder, therapists commonly prescribe directed masturba-

tion (Heiman & LoPiccolo, 1987; Masters & Johnson, 1970). Women focus on sexually 

erotic cues and use graduated stimulation to the genital area, particularly the clitoris. 

Allowing the woman to focus on sexual stimulation that is effective for her without 

worrying about a partner’s behavior enables her to more effectively communicate her 

wishes to a partner. Approximately 90% of women treated with directed masturbation 

become orgasmic after this treatment (Heiman & LoPiccolo, 1987).

Treatment for vaginismus is based on standard systematic desensitization (see 

Chapter 4) and uses different sizes of vaginal dilators. Using a hierarchical approach, 

the dilators are inserted into the vagina, either by the woman or her partner, while 

she practices relaxation. Over time, a woman becomes comfortable engaging in 
Vaginal dilators, of increasing sizes, are used 
to treat vaginismus.
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sexual activity. This procedure, sometimes coupled with cognitive-behavior therapy 

to challenge irrational beliefs such as “intercourse will always be painful” is a highly 

successful treatment (Kabakçi & Batur, 2003; Leiblum, 2000; ter Kuile et al., 2007).

concept CHECK

� Sexual dysfunctions encompass a broad range of sexual behaviors and include disorders 

of sexual desire, arousal, orgasm, and pain.

� Sexual dysfunctions may affect as many as 31% of men and 43% of women.

� Diagnoses of sexual dysfunctions must include consideration of distress and impairment 

as well as age, sex, and prior sexual experience.

� Sexual dysfunction may result from physical diseases, psychological disorders, or envi-

ronmental events. Sexual dysfunction may also be a contributing factor to psychological 

disorders.

CRITICAL THINKING QUESTION Efficacious pharmacological and psychosocial treatments 

for men with sexual dysfunctions and efficacious psychosocial treatments for women are 

available. Because talking about sex has become more common among young adults in 

Western cultures, how might this affect our understanding of the prevalence and treat-

ment of sexual dysfunctions? Do you think that this new “openness” would affect males 

and females in the same way?

paraphilias  the intense, persistent, and 
frequently occurring sexual urges, fantasies, 
or behaviors that involve unusual situations, 
objects, or activities

Paraphilias
Paraphilias are intense, persistent, and frequently occurring sexual urges, fantasies, or 

behaviors that involve unusual situations, objects, or activities (American Psychiatric 

Association [APA], 2000). Paraphilias are a very mixed group of disorders, but all 

involve a behavior that society considers unusual (or out of the norm). The public 

sometimes associates paraphilias with criminal activity, but the relationship is not so 

simple. Some paraphilias, such as transvestic fetishism, are unusual but do not involve 

criminal activity. Other paraphilias, however, such as exhibitionism or pedophilia, may 

result in criminal charges. In addition, some sexual offenders, such as rapists, do not 

commit that act because of a paraphilia (McElroy et al., 1999). Therefore, not every 

paraphilic activity is criminal, but some may lead a person to engage in criminal acts.

The three categories of paraphilias are sexual arousal toward nonhuman objects, 

sexual arousal toward children or nonconsenting individuals, and sexual arousal related 

to suffering or humiliation of oneself or others. Defining the limits of a paraphilia is 

difficult because some behaviors (such as physical restraint during sexual activity) do 

not necessarily cause distress or functional impairment for some adults (Krueger & 

Kaplan, 2001). Therefore, before any behavior is labeled a paraphilia, its impact in 

terms of distress and functional impairment must be considered.

SEXUAL AROUSAL TOWARD NONHUMAN OBJECTS

In some instances, sexual urges, fantasies, or behaviors are associated with inani-

mate objects rather than people (see the box “DSM-IV-TR: Sexual Arousal Toward 

Inanimate Objects”). Many different objects may be associated with sexual arousal 

although certain categories, such as women’s lingerie, occur more frequently. However, 

it is important to remember that not everything that a person identifies as “sexy” indi-

cates the presence of deviant sexual arousal. A young man may find that seeing his 

girlfriend wearing lacy underwear enhances his sexual desire for her, but a person with 

a paraphilia would find the underwear alone arousing.

learning objective 8.5
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Fetishism   Micky was referred to the clinic after his second arrest for shoplifting. A 

high school senior who was a loner for most of his school career, Micky was overweight, 

clumsy, and had bad acne. He had mediocre grades and was the classic “last kid to get 

picked for the team.” He never had a girlfriend. Micky loved to cook. He spent hours in 

the kitchen baking because his goal was to become a pastry chef. In the first shoplift-

ing offense, he was caught stealing a pair of red underpants from the women’s lingerie 

department. He avoided charges by telling the security guard that he wanted to buy his 

girlfriend a birthday present but didn’t have enough money. The guard felt sorry for him 

and let him go. The second time, he wasn’t so lucky. He had taken a bag of women’s 

panties and was caught on the security camera masturbating with them in one of the 

men’s changing rooms. When the store security guard called his mother, she was hor-

rified. She searched his room and found stashes of women’s underwear in the back of 

his drawers and under his bed. At the court-ordered assessment, Micky was reluctant to 

discuss his sexuality at all. He seemed indifferent to his fetishism and only hoped that this 

arrest would not interfere with his ability to get into a culinary academy.

Sexual arousal (fantasies, urges, or behaviors) that involves nonliving objects 

(not limited to female clothing used in cross-dressing) is known as fetishism. It would 

be impossible to provide a complete list of fetish objects, but the most common are 

female underwear, stockings, footwear, or other apparel (APA, 2000). Sexual arousal 

may occur after looking at or fondling, rubbing, licking, or smelling the object; see-

ing someone else wearing the object; or manipulating the object by cutting or burning 

it (Chalkley & Powell, 1983). We have virtually no empirical data on this disorder 

although those who engage in fetishism are primarily men, and once established, the 

disorder is chronic (Brotto & Klein, 2007).

Transvestic Fetishism  Berk is a successful physician with a big secret. It started when 

he was a teenager. His sister had hung her bra over the shower rod. He was curious—

how did girls wear them? What did it feel like? He found himself getting excited at the 

thought of the lacy bra against his skin. One day he took the bra and matching panties 

out of the fresh laundry. His sister never noticed. Whenever he wore them, he felt sexu-

ally aroused. Berk was shy and awkward around girls. He rationalized that he did not 

have time for girls—he had to study if he wanted to become a doctor. All through high 

school, college, medical school, and residency, he satisfied his sexual urges by wearing 

fetishism  the sexual arousal (fantasies, urges, 
or behaviors) that involves nonliving objects 
(not limited to female clothing used in cross-
dressing)

DSM-IV-TR

Sexual Arousal Toward Inanimate Objects

Fetishism

A.  Over a period of at least 6 months, recurrent, intense sexu-
ally arousing fantasies, sexual urges, or behaviors involving 
the use of nonliving objects (e.g., female undergarments).

B.  The fantasies, sexual urges, or behaviors cause clinically 
significant distress or impairment in social, occupational, or 
other important areas of functioning.

C.  The fetish objects are not limited to articles of female 
clothing used in cross-dressing (as in Transvestic Fetishism) 
or devices designed for the purpose of tactile genital stim-
ulation (e.g., a vibrator).

Transvestic Fetishism

A.  Over a period of at least 6 months, in a heterosexual male, 
recurrent, intense sexually arousing fantasies, sexual urges, 
or behaviors involving cross-dressing.

B.  The fantasies, sexual urges, or behaviors cause clinically 
significant distress or impairment in social, occupational, or 
other important areas of functioning.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text 
Revision (Copyright 2000). American Psychiatric Association.
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women’s underwear underneath his shirt and pants. Now he was a physi-

cian and he was interested in marrying and settling down. He was seek-

ing treatment because he was quite distressed; he wanted to ask out an 

attractive nurse who seemed interested in him. But he did not feel the 

same sexual excitement thinking about her that he did when he thought 

about wearing the lacy underwear.

Also known as cross-dressing, transvestic fetishism is sexual 

arousal that results from wearing women’s clothing and is accompa-

nied by significant distress or impairment. Not every man who cross-

dresses suffers from transvestic fetishism. Female impersonators, for 

example, wear women’s clothing to impersonate female singers or 

actresses on stage; these performers are not necessarily sexually aroused 

when wearing the clothing or performing. Transvestic fetishism occurs 

only among heterosexual men. Among one sample of cross-dressers, 

60% were married and 83% of the wives were aware of their husband’s 

activities (Docter & Prince, 1997). Among the wives, 28% completely 

accepted their husband’s behavior whereas 19% were described as com-

pletely antagonistic. The rest were reported to have less clear feelings.

SEXUAL AROUSAL TOWARD CHILDREN 
AND NONCONSENTING ADULTS

Unlike fetishism and transvestic fetishism, sexual arousal toward children and non-

consenting adults (see the box “DSM-IV-TR: Sexual Arousal Toward Children and 

Nonconsenting Adults”) involves unwilling victims, in most cases women or children. 

Some behaviors in this category, such as exhibitionism, may elicit temporary startle 

reactions or annoyance from the victims, whereas in other cases, such as child abuse, 

long-term and serious detrimental effects may occur. In addition, all of the behaviors 

in this category are not only deviant sexual behaviors but are also criminal offenses 

although the extent of the legal implications varies with the particular activity.

Exhibitionism  Max was not sure why he did it, but boy, it sure felt good. He experi-

enced a tremendous urge that could not otherwise be satisfied—nothing else felt the 

same. When he felt the urge, he would dress in only a dark raincoat and ski mask. Right 

before dusk, he would drive to a part of town where he was not known. He would hide in 

the bushes until a woman walked by—he would jump out and open his raincoat, exposing 

his genitals. Usually the woman would scream. For Max, the possibility of being caught 

naked and the surprise of the victim were important elements of his sexual satisfaction.

Defined as recurrent fantasies, urges, or behaviors involving exposing one’s geni-

tals to an unsuspecting stranger, exhibitionism may also include the act of masturbation 

in front of a stranger. The shock of the victim is sometimes the sexually arousing 

component. Most often the perpetrator is male (Federoff et al., 1999), and most vic-

tims are female. Exhibitionism is a “high victim” crime. Among 142 people with a 

history of exhibitionism, there were a total of 72,074 victims (Tempelman & Stinnett, 

1991). People who engage in exhibitionism are not different from the general popula-

tion in terms of academic achievement, intelligence, socioeconomic status, or emo-

tional adjustment (Brotto & Klein, 2007). They are more likely than people with other 

types of paraphilias to be in committed relationships. They also are less likely than 

others to see their behavior as harmful to the victim (Cox & Maletzky, 1980).

Cross-dressing may provide sexual gratifica-
tion for some men; male entertainers some-
times dress as females to entertain the public.

exhibitionism  the recurrent fantasies, urges, 
or behaviors involving exposing one’s genitals 
to an unsuspecting stranger

transvestic fetishism  the sexual arousal in 
men that results from wearing women’s cloth-
ing and is accompanied by significant distress 
or impairment
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Frotteurism   Kwan is a 20-year-old college student. Socially introverted since middle 

school, he has a few male friends and has had a few dates with girls. Around age 13, he 

realized that he became sexually aroused by fantasies about women he saw in the mall, at 

sports games, or the movie theater. He had no interest in meeting them, but he was sexu-

ally aroused by the idea of rubbing his body against them. When Kwan was 17, he began to 

act on this urge. On a crowded morning subway ride, Kwan would brush his body up against 

women. He’d say “Excuse me,” as if he intended to pass them, but he’d linger for a few 

seconds to press his penis up against the woman’s derriere or hip. Soon he was not satisfied 

just doing it once; by age 18, he was spending hours on the subway each day. He began to 

have fantasies of exclusive, caring relationships with his female victims. Once at college in 

a rural area, he worried that he would not be able to fulfill his sexual urge. He tried to stop 

and began dating a woman. However, his sexual compulsion was so powerful that actual 

romantic interactions with a partner left him unfulfilled. Kwan was very distressed. Then, in 

an abnormal psychology class, he heard the word frotteurism. He was astonished, ashamed, 

but also somewhat relieved—he was not the only one with this secret behavior.

Sexually arousing urges, fantasies, or behaviors that involve touching or rubbing 

against a nonconsenting person are known as frotteurism. The word comes from the 

French word frotter, meaning “to rub.” As in Kwan’s case, the behavior occurs in public 

places such as crowded buses or subways. Areas of contact are primarily thighs, buttocks, 

genitals, or breasts. Usually the person fantasizes about a positive emotional relation-

ship with the victim (APA, 2000). What few data exist suggest that the disorder occurs 

almost exclusively in adolescent or young adult men who have many victims, are rarely 

arrested, and when arrested, serve minimal sentences (Krueger & Kaplan, 1997).

frotteurism  the consistent and intense sexu-
ally arousing fantasies, sexual urges, or behav-
iors involving touching and rubbing against a 
nonconsenting person

DSM-IV-TR

Sexual Arousal Toward Children 
and Nonconsenting Adults

Exhibitionism

A.  Over a period of at least 6 months, recurrent, intense sexu-
ally arousing fantasies, sexual urges, or behaviors involving 
the exposure of one’s genitals to an unsuspecting stranger.

B.  The person has acted on these sexual urges, or the sexual 
urges or fantasies cause marked distress or interpersonal 
difficulty.

Frotteurism

A.  Over a period of at least 6 months, recurrent, intense sexu-
ally arousing fantasies, sexual urges, or behaviors involving 
touching and rubbing against a nonconsenting person.

B.  The person has acted on these sexual urges, or the sexual 
urges or fantasies cause marked distress or interpersonal 
difficulty.

Voyeurism

A.  Over a period of at least 6 months, recurrent, intense sexu-
ally arousing fantasies, sexual urges, or behaviors involving 

the act of observing an unsuspecting person who is naked, 
in the process of disrobing, or engaging in sexual activity.

B.  The person has acted on these sexual urges, or the sexual 
urges or fantasies cause marked distress or interpersonal 
difficulty.

Pedophilia

A.  Over a period of at least 6 months, recurrent, intense sexu-
ally arousing fantasies, sexual urges, or behaviors involving 
sexual activity with a prepubescent child or children (gen-
erally age 13 years or younger).

B.  The person has acted on these sexual urges, or the sexual 
urges or fantasies cause marked distress or interpersonal 
difficulty.

C.  The person is at least age 16 years and at least 5 years 
older than the child or children in Criterion A.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text 
Revision (Copyright 2000). American Psychiatric Association.
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Voyeurism involves sexually arousing urges, fantasies, and behaviors that are asso-

ciated with seeing an unsuspecting person naked, undressing, or engaging in sexual 

activity (APA, 2000). To be considered a disorder, the person must experience signifi-

cant distress or perform actual voyeuristic acts. Although we have few empirical data, 

people with voyeurism are thought to have limited social skills, limited sexual knowl-

edge, and problems with sexual dysfunction and intimacy (Marshall & Eccles, 1991).

Pedophilia is defined as sexual attraction to prepubescent children and is character-

ized by sexual urges, fantasies, or actual behavior directed toward a prepubescent child (see 

the box “DSM-IV-TR: Sexual Arousal Toward Children and Nonconsenting Adults” 

for the required ages of perpetrators and victims). The sexual arousal may be toward girls, 

boys, or girls and boys. The diagnosis for this disorder is appropriate if the person has 

acted on the urges or fantasies but denies distress or functional impairment (APA, 2000). 

Although the terms pedophile and child molester are sometimes used interchangeably, they 

are not synonymous. Someone with pedophilia could have urges or fantasies involving 

sexual activity with a child but never act on them. That person would not be a child 

molester. Yet much of what we know about pedophila comes from samples of convicted 

child molesters and does not describe all of those who suffer from the disorder.

The most common pedophilic acts are fondling and genital exposure. Intercourse 

(oral, vaginal, or anal) is less common, and rape and abduction are the least common 

(Fagan et al., 2002). Perpetrators can be familial or nonfamilial. Among one offend-

ing group, 29% of offenders were natural parents, 29% other parents, and 40% other 

caretakers (Sedlak & Broadhurst, 1996). When the offender and the child are related, 

pedophilia is called incest. Although incest perpetrators share many similarities to per-

petrators who abuse biologically unrelated children, incest victims are usually at the 

age of puberty. Younger children are most often the victims of nonbiologically related 

males with pedophilia (Rice & Harris, 2002).

Girls are more often the victims of pedophilia than are boys although a per-

petrator who prefers boys will often have a much higher number of victims (Abel 

& Oxborn, 1992). Table 8.3 illustrates the difference between those who have 

voyeurism  the consistent intense sexually 
arousing fantasies, sexual urges, or behaviors 
centered on observing an unsuspecting per-
son who is naked, disrobing, or engaging in 
sexual activity

pedophilia  the consistent and intense 
sexually arousing fantasies, sexual urges, or 
behaviors involving sexual activity with a child 
or children not yet 14 years old; the person 
involved is at least 16 years old and at least 
5 years older than the child or children

TABLE 8 .3

Sexual behavior: Problems and management

Male Perpetrator/Female Victim Male Perpetrator/Male Victim

-
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DSM-IV-TR

heterosexual pedophilia and homosexual pedophilia. These differences include the 

number of victims involved, where the offenses occur, the sex and age of the victims, 

and whether the perpetrator is also sexually attracted to adults. Initially considered to 

be a disorder of men, evidence now indicates that some women suffer from pedophilia 

(Brotto & Klein, 2007; Fagan et al., 2002). Clearly, those who qualify for a diagnosis 

of pedophilia are not a homogeneous group.

Pedophilia involving fantasies or impulses about engaging in sexual behavior with 

children is not considered criminal unless the person acts on the sexual urges. In that 

case, the behaviors do constitute a crime and may bring the individual to the atten-

tion of the criminal justice system. Criminal behaviors are not simply limited to sexual 

acts with a minor child. Possessing sexual images of children (child pornography, even 

when obtained over the Internet) is a criminal offense. Because epidemiological studies 

do not include questions about pedophilic fantasies and behaviors, the prevalence of 

pedophilia in the general population is not known (Fagan et al., 2002). Furthermore, 

the percentage of child abusers who suffer from pedophilia is also unknown.

SEXUAL AROUSAL INVOLVING SUFFERING OR HUMILIATION 
OF ONESELF OR OTHERS

The terms masochist and sadist are commonly used in our society and do not always 

refer to sexual behaviors. However, sexual masochism and sexual sadism are diagnostic 

categories that involve pain and humiliation during sexual activity (see the box “DSM-

IV-TR: Sexual Arousal Involving Suffering or Humiliation of Oneself or Others”). It 

is important to understand that what defines these disorders is not a specific behavior 

but the resultant pain, humiliation, or suffering that creates sexual arousal.

Jack had a secret. He experienced intense sexual arousal and orgasm when his supply 

of oxygen was cut off during sexual activity. When he could not find a partner willing to 

choke him while they engaged in intercourse, Jack would “do it himself”—using a chair 

and a rope to briefly hang himself while he masturbated. He was always extremely care-

ful to have an escape route. One day he did not show up at a meeting. It was not like 

Jack to miss meetings, and his concerned colleagues went to his office. They found Jack, 

naked and dead, hanging from a ceiling beam, an overturned ladder nearby.

Sexual Arousal Involving Suffering 
or Humiliation of Oneself or Others

Sexual Masochism

A.  Over a period of at least 6 months, recurrent, intense sexu-
ally arousing fantasies, sexual urges, or behaviors involving 
the act (real, not simulated) of being humiliated, beaten, 
bound, or otherwise made to suffer.

B.  The fantasies, sexual urges, or behaviors cause clinically 
significant distress or impairment in social, occupational, or 
other important areas of functioning.

Sexual Sadism

A.  Over a period of at least 6 months, recurrent, intense sexu-
ally arousing fantasies, sexual urges, or behaviors involving 

acts (real, not simulated) in which the psychological or 
physical suffering (including humiliation) of the victim is 
sexually exciting to the person.

B.  The person has acted on these sexual urges with a non-
consenting person, or the sexual urges or fantasies cause 
marked distress or interpersonal difficulty.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text 
Revision (Copyright 2000). American Psychiatric Association.
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Sexual masochism is sexual arousal that occurs as a result of being humiliated, 

beaten, bound, or otherwise made to suffer. The events actually occur and are not simu-

lated. Pain may result from being slapped, spanked, or whipped. Humiliation may result 

from acts such as wearing diapers, licking shoes, or displaying one’s naked body. Other 

acts might include being urinated or defecated on, self-mutilation, or, as in Jack’s case, 

being deprived of oxygen (Brotto & Klein, 2007). Males and females who engage in sexual  

masochism may do so by mutual agreement and use a safety signal when they want to 

stop. Yet in some cases these activities lead to injury or death, as happened to Jack.

Sexual sadism also involves the infliction of pain or humiliation, but in this case, 

the physical or psychological suffering is inflicted on another person. The disorder is 

found primarily among males. Serious injury or death can occur, and over time those 

who engage in sexual sadism tend to increase the severity of their sadistic activities 

(APA, 2000). Furthermore, in some instances, the sadistic acts may be nonconsensual, 

resulting in the crime of sexual assault. Watch on mypsychlab.com

Many of those who engage in sexual sadism had formerly engaged in sexual 

masochism (Baumeister, 1989). In some individuals, sexual fantasies and behaviors 

alternate between sadism and masochism (Abel et al., 1988; Arndt et al., 1985).

FUNCTIONAL IMPAIRMENT

People who have paraphilias often have more than one. Among one group of sex offend-

ers with a paraphilia, 29% had two paraphilias and 14% had three paraphilias. Specifically, 

81% met criteria for pedophilia, 43% for frotteurism, 19% for sexual sadism, 14% for voy-

eurism, and 14% for paraphilia not otherwise specified (McElroy et al., 1999).

Despite their unusual sexual practices, people with paraphilias are often indistin-

guishable from other people in nonsexual areas of functioning. They do not seek out 

pain or humiliation in other types of activities. They are described as well adjusted, 

successful, and above the norm on assessments of mental health (Brotto & Klein, 

2007). Men with transvestic fetishism are happy with their biological sex and gen-

der identity. Their behaviors, occupations, and hobbies are typical of those found in 

other heterosexual males (Buhrich & McConaghy, 1985; Chung & Harmon, 1994). 

However, accidental deaths, such as Jack’s, sometimes occur from oxygen deprivation. 

In the United States, England, Australia, and Canada, one or two deaths from this 

cause occur per one million people each year (APA, 2000).

SEX, RACE, AND ETHNICITY

As noted, most epidemiological surveys of psychological disorders do not ask ques-

tions about paraphilias. Most people find these behaviors difficult to discuss, and it 

is highly unlikely that they would admit them to a stranger. Furthermore, in some 

instances, these behaviors could lead to criminal charges, making it even more unlikely 

that people would admit to them. Therefore, most of what we know about paraphilias 

comes from those who seek or are referred for treatment or who have been appre-

hended as a result of their sexual behavior. This results in confusing and conflicting 

prevalence estimates. At this time, the most accurate statement is that paraphilias are 

probably rare, but their actual prevalence remains unknown.

Almost all people with paraphilias are men, but females with pedophilia have 

been reported (Krueger & Kaplan, 2001). Sexual masochism is also found among 

women although the ratio is still approximately 20 males to 1 female (APA, 2000). 

Another sex difference is that women prefer less pain than men during sexually mas-

ochistic activities (Baumeister, 1989).

sexual sadism  the consistent sexual arousal 
that occurs when one inflicts acts of humilia-
tion, beating, bondage, or acts of suffering on 
another person

Sadism and Masochism

The Case of Jocelyn

“I really wanted to feel what it 
was like to be overpowered.”

www.mypsychlab.com

sexual masochism  a person’s consistent 
intense sexually arousing fantasies, sexual 
urges, or behaviors involving actual acts of 
being humiliated, beaten, bound, or otherwise 
made to suffer

www.mypsychlab.com
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Cultural factors are particularly important to consider in the case of paraphilias. 

For example, exhibitionism is considered a paraphilia when cultural norms require 

wearing clothing that covers the genitalia. When exposure of the genitals is the norm, 

as in some tropical areas where clothing is not traditionally worn, the diagnosis of 

exhibitionism may not be appropriate (Tseng, 2003).

DEVELOPMENTAL FACTORS

The most common age of onset for all paraphilias is adolescence to young adulthood 

(Abel et al., 1985; APA, 2000) although the disorders may begin at any age. Particularly 

in the case of pedophilia, we usually think about children as the victims. However, young 

boys (some as young as age 4) have been known to commit acts of pedophilia by sexu-

ally molesting even younger children. In one sample, boys who abused younger children 

were an average of 8 years old at the time that they committed their first offense, and 

the victims averaged 6 years of age (Cavanagh-Johnson, 1988). The perpetrators used 

coercion to commit the offenses and knew the children that they victimized.

Across one sample of sex offenders, the average age of onset for a paraphilia was 

16 years but ranged from 7 to 38 years (McElroy et al., 1999). Compared with sexual 

offenders without paraphilias, sexual offenders with a paraphilia were significantly 

younger when they committed their first sexual offense, had offended for a longer 

period of time before being arrested, had had more victims, and were significantly 

more likely to suffer from anxiety, depressive, substance abuse, and impulse-control 

disorders (Krueger & Kaplan, 2001).

ETIOLOGY

The etiology of paraphilias is unknown (Krueger & Kaplan, 2001) although various 

theories have been proposed. With respect to biology, several studies have examined the 

role of endocrine abnormalities in paraphilias, but data have failed to document dif-

ferences in those with paraphilias (Krueger & Kaplan). Similarly, neuroanatomical 

and neurochemical studies have not detected specific brain abnormalities (Hucker 

et al., 1988; O’Carroll, 1989; Tarter et al., 1983). Similarly, few data support a role for 

genetics in the onset of paraphilias (Krueger & Kaplan).

With respect to psychosocial theories, a commonly held belief is that people who 

abuse children were abused themselves. However, the available data do not support 

this contention. If estimates of abuse are correct, as many as 1 in 10 children may be 

sexually abused before the age of 18, but the vast majority of these children do not 

develop pedophilia (Murphy & Peters, 1992). Research tells us that a history of child 

abuse is not necessary or sufficient for the development of pedophilia. In one sample, 

28% of sex offenders reported a history of sexual abuse as children compared with 10% 

among a nonoffending community sample (Hanson & Slater, 1988). Although the 

rate among offenders is higher, it still means that almost three of four offenders did 

not have a history of childhood sexual abuse.

Behavioral conditioning theories have been proposed to explain the develop-

ment of paraphilias, but we have few empirical data. For example, if a person engages 

in a paraphilia and achieves sexual release, engaging in that behavior is reinforced and 

likely to be repeated. In a similar vein, negative family environments and disrupted 

family structures have been hypothesized to play an etiological role, but these hypoth-

eses are based primarily on isolated case reports with few supporting data (Brotto & 

Klein, 2007).

20 40 60 80Birth

8–16
�

Boys as young as age 8 may sexually abuse 
even younger children and the average age of 
onset for a paraphilia is age 16.
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TREATMENT

Again, it is important to note that a diagnosis requires significant distress or func-

tional impairment. People with paraphilias often are not motivated to change because 

the sexual behavior is very reinforcing. It creates a pleasurable state and therefore is 

likely to be repeated. Individuals who seek treatment usually do so because the legal 

system mandates it, and individuals often discontinue treatment once legal over-

sight is terminated. Some investigators consider pedophilia to be a chronic disorder 

with treatment directed toward stopping abuse and helping the perpetrator learn to 

control the deviant behavior (Fagan et al., 2002). Sometimes treatments are com-

bined to achieve optimum results. Positive outcomes have been reported for these 

treatments, but the available data are few, and the sample sizes are small and far 

from conclusive.

Determining the efficacy of interventions requires accurate assessment of the 

problem before and after treatment. This is particularly difficult in the case of para-

philias because most people are reluctant to discuss these behaviors. Furthermore, 

admitting to certain sexual behaviors may have legal consequences. Therefore, many 

researchers and some clinicians depend on objective measures of sexual arousal known 

as plethysmography: penile plethysmography for males and vaginal photoplethysmog-

raphy for females. Most research has been directed at the penile plethysmograph, con-

sidered a reliable and valid form of assessing sexual arousal including deviant sexual 

arousal. The penile plethysmograph measures changes in penile tumescence when the 

man is shown sexually arousing or nonarousing stimuli. The stimuli usually consist of 

photographs of males and females, of all ages, against a plain background. The man is 

instructed to look at the slide, and his erectile response is recorded.

By identifying deviant patterns of sexual arousal, penile plethysmography can 

distinguish between sexual and nonsexual offenders (although it is more accurate in 

detecting those who did not commit a sexual offense than those who did commit one) 

and between rapists or child molesters and nonoffenders (Barbaree & Marshall, 1989; 

Barsetti et al., 1998). Penile plethysmography also predicts violent recidivism among 

sexual offenders and informs clinicians and researchers about the efficacy of treatment 

(Lalumiàre & Quinsey, 1994; Seto, 2001). In the following section “Psychosocial 

Treatment,” we also show how penile plethysmography can assess treatment outcome.

Despite the advances in understanding sexual deviations made possible by pleth-

ysmography, a number of ethical, social, and medical concerns surround its use (Abel 

et al., 1998). Because the assessment uses nude photographs, one concern is the potential 

exploitation of children. Even when the photos are used solely for purposes of assessment 

and treatment, transporting them across state lines can result in arrest for trafficking in 

child pornography. Second, researchers must be concerned about the transmission of 

HIV/AIDS when the plethysmograph is used. Third, the device is very intrusive because 

it must be placed on the penis, and sometimes a technician’s assistance is required. This 

raises questions about its use with adolescents, who later could accuse the technician of 

abuse. Finally, although it is difficult, some men can “beat the machine” and control 

their physiological response to appear less aroused than they actually are.

In response to these concerns, a new assessment strategy, the visual reaction time 

task, has been developed. This procedure measures the length of time that people look at 

slides of males and females (of all ages) who are wearing bathing suits. The theory is that 

people will look longer at the pictures that they find sexually arousing (e.g., heterosexual 

women should look longer at slides of adult males rather than children of either sex or 

adult females). The visual reaction time task appears to be as reliable and valid as penile 
plethysmography  a method to measure 
sexual arousal in men or women

learning objective 8.6
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plethysmography (Abel et al.; 1988, 2004) and is more acceptable for use with adolescents 

(Abel et al., 2004).

Biological Treatment  Surgical castration, though efficacious for some people, is no 

longer used to treat paraphilias due to obvious legal and ethical constraints (Rösler 

& Witztum, 2000). Pharmacological interventions include SSRIs and antiandrogens. 

Because some forms of paraphilia are considered to be compulsive in nature, the SSRIs 

were initially considered to have some promise due to their efficacy in treating obses-

sive-compulsive disorder (see Chapter 4), but to date, their efficacy for paraphilias is 

not established (Gijs & Gooren, 1996; Rösler & Witztum).

The primary goal of antiandrogen medications is to reduce the sexual drive. 

Medroxyprogetertone acetate (Depo-Provera) and leuprolide acetate (Depo-

Lupron) are testosterone-lowering medications currently used in the United States. 

Cyproterone acetate is available in Canada and Europe. These drugs inhibit lutein-

izing hormone secretion, which in turn is responsible for decreasing testosterone levels 

(Rösler & Witztum, 2000). Depending on the dosage used, there often is still enough 

testosterone for erectile function to allow sexual intercourse with an appropriate part-

ner (Fagan et al., 2002). The drug controls behaviors such as pedophilia, exhibition-

ism, and voyeurism as long as the patient continues to take the medication, but there 

are significant side effects and a high recidivism rate (an average of 27%) that limit its 

usefulness (Rösler & Witztum).

Psychosocial Treatment  Among psychological interventions, behavioral and cog-

nitive-behavioral treatments for paraphilias are the most common psychosocial inter-

vention and at this time are considered the most efficacious (Krueger & Kaplan, 2002; 

Marshall et al., 2006). The current empirical database has two limitations. First, the 

majority of research is based on sexual offenders who have been incarcerated. Second, 

randomized controlled trials are usually not possible because having no treatment con-

trol conditions for sexual offenders is unethical. Despite these limitations, behavioral 

and cognitive-behavioral treatments result in reduced recidivism rates when compared 

to programs that use other approaches or when compared to offenders who do not 

receive treatment due to lack of financial and therapeutic resources. Treatments based 

on learning theory have been applied to the treatment of paraphilias since the 1970s 

and usually involve two parts: decreasing sexual arousal to inappropriate sexual stimuli 

and enhancing appropriate sexual behavior.

Eliminating or decreasing inappropriate sexual arousal.  Treatments based on 

classical and operant conditioning (see Chapter 1) have been successfully developed 

for various paraphilias. Satiation involves exposing the person to the arousing stimuli 

and continuing that exposure for an extended period until the stimuli no longer pro-

duce positive, erotic feelings. For example, a man who fantasizes about exposing his 

genitals to adolescent females would be asked to imagine that fantasy and masturbate 

for an extended period of time (perhaps for 2 hours) until he reports an absence of 

sexual arousal or perhaps even aversion to the idea. A number of sessions must be 

conducted until even any initial sexual arousal is eliminated. Covert sensitization is a 

similar procedure in which the individual is asked to imagine doing the deviant act but 

also visualize the negative consequences that result from it. The scene is presented to 

the patient for a period of time and over repeated sessions until the patient reports that 

urges to engage in the deviant behavior have been eliminated.

satiation  a treatment that uses prolonged, 
imaginal exposure to arousing sexual stimuli 
until it no longer produces positive, erotic 
feelings

covert sensitization  a treatment that uses 
prolonged, imaginal exposure to engagement 
in a sexually deviant act but also imagining the 
negative consequences that result from it
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For example, a patient who is troubled by urges to expose himself might be pre-

sented the following:

You hear the teenage babysitter next door playing outside with the children. You feel 

the urge to stand in front of a window that faces that house and expose yourself. If you 

stand on a chair, you can expose your genitals and no one will see your face. You know it 

is wrong, but the urge keeps getting stronger. You climb into the window and pull down 

your pants. You hear the babysitter gasp—her voice trembles as she tells the children to 

get into the house. You feel so good. But before you can pull up your pants, the door 

opens and your mother screams. “Ben, what are you doing? How could you do this?” 

She is crying and you struggle to pull up your pants. Soon there is a pounding at your 

door—and when your mother opens it, still crying and screaming “What’s wrong with 

you,” the babysitter is at the door with a police officer. You stand there embarrassed and 

humiliated as the girl watches you, standing in your underwear, being arrested for exhi-

bitionism. As you are taken away, the entire neighborhood sees you, wearing just your 

underwear, being handcuffed and put into a police car. You are humiliated, your mother 

is humiliated, and tomorrow everyone will know what a pervert you are.

Olfactory aversion is the pairing of noxious but harmless odors (such as ammonia) 

with either sexual fantasies or sexual behaviors. It is an application of classical con-

ditioning theory. Typically, the person is presented deviant sexual stimuli and then 

inhales the ammonia fumes, which cause burning and watering eyes, runny nose, and 

coughing. With repeated pairings, the deviant sexual behavior is suppressed, usually 

within a few weeks (Laws, 2001).

Cognitive-behavioral group therapy is the treatment of choice for those who suffer 

from pedophilia. The intervention includes psychoeducational groups, anger manage-

ment, assertiveness training, human sexuality, communication training, control of deviant 

sexual arousal, and relapse prevention in which participants are educated about identifying 

high-risk relapse situations (Studer & Aylwin, 2006). Cognitive-behavioral treatments 

include cognitive restructuring in which distorted or faulty cognitions (“I’ll never be nor-

mal”) are identified and more adaptive positive thoughts are substituted (“I can change”). 

A second cognitive-behavioral treatment is empathy training that teaches offenders to rec-

ognize the harmful aspects of their behavior and put themselves in the place of the victim 

to build empathy toward him or her. As noted, behavioral and cognitive-behavioral treat-

ments are efficacious, but it is not clear that they produce permanent behavioral change 

for paraphilias (Laws, 2001). Booster sessions are probably needed. In addition, these 

interventions are only one aspect of an overall treatment plan (Krueger & Kaplan, 2002).

Enhancing appropriate sexual interest and arousal  Sex is a biological drive, 

and eliminating deviant sexual urges, fantasies, or behavior will be ineffective unless 

the person finds a more appropriate sexual outlet. To address this dimension of func-

tioning, clinicians utilize interventions such as social skills training that teaches the per-

son basic social conversation skills including initiating and maintaining conversations, 

using assertive behavior, and developing dating skills to establish relationships with 

appropriate adults. When a person with a paraphilia is in an established adult rela-

tionship, the aberrant sexual behavior may severely strain the relationship, particularly 

if there are legal complications. Therefore, couples therapy may be necessary. Finally, 

people with paraphilias often lack a basic understanding of sexual behavior, particu-

larly appropriate adult sexual behaviors, and treatment may therefore need to include 

sex education (Krueger & Kaplan, 2001).

olfactory aversion  a treatment pairing an 
extremely noxious but harmless odor (such 
as ammonia) with either sexual fantasies or 
sexual behaviors
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concept CHECK

� Paraphilias are defined as intense sexual fantasies, urges, or behaviors directed toward 

inanimate objects, situations, or activities.

� Paraphilia and pedophilia are sexual disorders. Sexual offender and child molester are 

terms applied to people whose behaviors involve criminal sexual activities.

� Paraphilias, compared with other forms of psychological disorders, are an under-

researched area.

� Behavior therapy is the most empirically supported treatment for paraphilias.

CRITICAL THINKING QUESTION Do you think that culture might influence the expression or 

labeling of a certain behavior as a paraphilia?

THE TREATMENT OUTCOME

THE TREATMENT PROGRESS

THE TREATMENT

THE PROBLEM

THE PATIENT

Michael—Treatment of Sexual Dysfunction

 science life

Michael is 21 years old. His first real girlfriend just broke 
up with him, and he is sure it is because of his inadequate 
sexual performance. Michael is very shy around girls, and 
he admits that he does not even know how to talk to them. 
Furthermore, he has had few sexual experiences. He lost his vir-
ginity in the backseat of a car, and he said, “It was over before 
I knew it.”

Until now, Michael’s sexual experience consisted of visits to 
local prostitutes during which he always felt rushed both by the 
woman and by the thought that he might get caught in a police 
raid. With his first real girlfriend, he often ejaculated before 
intromission. His girlfriend kept saying that it did not matter, 
but he knew that it did. His friends told him to think about 
baseball when having sex in an effort to delay ejaculation, but 
that did not work. Michael was desperate to get help.

The psychologist knew that premature ejaculation could be 
treated by the stop-squeeze technique, but Michael did not 
have a partner. The therapist began by explaining the rationale 
to Michael and educated him about the normal male sexual 
response cycle and the four-step process of ejaculation. This 
was important because Michael needed to learn to recognize 
the plateau phase in order to implement the procedure cor-
rectly. Once Michael understood these biological processes, 

the therapist taught him to use the procedure himself through 
masturbation. In session, the therapist discussed the proce-
dure and used drawings to show Michael where and when to 
squeeze. The therapist developed a self-monitoring sheet so 
that Michael could track his progress. Michael was instructed 
to practice the procedure each day, trying to lengthen the time 
between his initial erection and ejaculation.

At each treatment session, Michael reported on his progress. 
In session, the therapist focused on social skills training, par-
ticularly heterosocial interactions and dating skills. As Michael’s 
confidence grew, he was able to invite a girl to a movie. He 
did not attempt to engage in a sexual relationship at once but 
waited until he felt very comfortable. He continued to practice 
the stop-squeeze technique and did not visit any prostitutes in 
order not to impede his progress.

After three months of dating, Michael and his girlfriend became 
sexually intimate. Michael reported that the first time was “not 
very long”—only about 3 minutes after intromission. His girl-
friend attributed it to the fact that they had had a lot of wine 
that evening and told him not to worry. Because he did not 
feel rejected, Michael was able to try again. At the end of treat-
ment, Michael was engaging in vaginal intercourse for about 
5 minutes before ejaculation. He also had increased confidence 
in his ability to interact socially, not just sexually, with women.
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1 The term normal sexual behavior is hard to define. The 
human sexual response cycle consists of four phases: desire, 
arousal, orgasm, and resolution. Vaginal intercourse is the 
most frequently practiced sexual activity. Yet biological 
(age, sex) and cultural factors play a role in how frequently 
sexual activity occurs and what type of sexual behaviors are 
practiced.

2 Gender identity disorder (GID), also known as transsexual-
ism in adults, is a strong and persistent cross-gender iden-
tification and persistent discomfort with one’s own sex. 
Transsexualism differs from transvestic fetishism, which 
occurs only in heterosexual males and consists of sexual 
arousal that occurs when dressing in female clothing.

3 Sexual dysfunction occurs in both men and women, but the 
nature of the dysfunction differs by sex. Whereas deficits in 
sexual performance are most common in men, lack of sexual 
desire is often the most common complaint among females. 
There are also differences between the sexes in the degree 
to which males and females perceive their sexual behavior 
to be problematic.

4 Sexual dysfunctions may have a biological basis including hor-
monal imbalances, physical illnesses, and surgical complica-
tions. Psychological factors may also lead to sexual dysfunc-
tion and in turn, sexual dysfunction can lead to psychological 

distress. Treatment is also complex and can include biologi-
cal or psychological interventions, both of which have estab-
lished efficacy. However, treatments that work with one sex 
are not always efficacious for the other sex.

5 Paraphilias consist of intense, persistent, and frequently 
occurring sexual urges, fantasies, or behaviors that involve 
unusual objects, situations, or activities. A person who has 
a paraphilia is not necessarily a sexual offender, which is a 
term restricted to those who are arrested and convicted of 
a sexual offense. In some cases, a paraphilia such as pedo-
philia can result in conviction of a crime. However, those 
with sexual urges or fantasies to commit acts such as exhi-
bitionism or voyeurism but who do not act on those urges 
have not committed a sexual offense.

6 Psychological interventions are the most efficacious treat-
ment for paraphilias, but many who suffer from these disor-
ders are either reluctant to seek treatment or do not see the 
need for it. Often they participate in treatment only when 
required by court order and quit when they are no longer 
compelled to do so. Furthermore, because paraphilias are 
unusual and often misunderstood, those who suffer from 
these disorders rarely seek treatment. This makes it difficult 
to conduct the clinical trials necessary to fully determine the 
efficacy of these treatments.

R E V I E W I N G

learning objectives

TEST yourself
1. One of the first formal attempts to study human sexuality 

using extensive surveys of thousands of Americans was con-
ducted by
a. B. F. Skinner c. Alfred Kinsey
b. Masters and Johnson d. Helen Singer Kaplan

2. Masters and Johnson’s studies of human sexuality differed 
from those of other researchers because they
a.  interviewed adults instead of conducting survey-based 

research
b. interviewed couples together instead of separately
c.  observed and recorded psychosexual development and 

social attitudes
d. observed and recorded the physical responses of their 

subjects while they engaged in sexual activity

3. According to contemporary theories, which of the follow-
ing is not considered one of the four phases of the sexual 
response cycle?
a. refractory c. resolution
b. desire d. orgasm

4. Surveys of sex practices show differences in males and 
females. Women have a greater
a. capacity for sex
b. need for a resolution phase
c. variety of sex practices
d. number of fantasies

5. Which of the following statements accurately reflects our 
understanding of sexual functioning in middle-aged and 
elderly adults?
a.  Most men and women between the ages of 40 and 49 are 

no longer sexually active.
b. Satisfactory sexual functioning is important to most adults 

over 40.
c.  Middle-aged and older women generally do not regard 

satisfactory sex as essential to maintaining a relationship.
d. Men’s sexual interest declines sharply after middle age.

For more review plus practice tests, flashcards, 
and Speaking Out: DSM in Context videos, 
log onto www.MyPsychLab.com

www.MyPsychLab.com


6. Which of the following statements best characterizes what 
we know about the development of sexual orientation?
a.  In cultures that frown on same-sex behavior, homosexual 

orientation is rare.
b. Worldwide, about 5% of men and women develop same-

sex orientation.
c. Sexual orientation appears to be biologically based.
d. There is greater erotic plasticity among men than among 

women.

7. Congenital adrenal hyperplasia is a hormonal condition in 
which too much of the hormone androgen is produced dur-
ing the prenatal period and the first few years of life. This 
condition causes
a. transvestism in boys as early as 4–6 years of age
b. extremely feminine behavior in young boys
c. hyperfeminine behavior in young girls
d. early and exaggerated male sex characteristics in both sexes

8. Louis called his co-workers together for a meeting at the end 
of the week and explained that beginning in the following 
week, he would be coming to work dressed as a woman and 
that he wanted to be called Louise. He described this as the 
start of a process of treatment for his
a. homosexual disorder c. gender identity disorder
b. gender fetish disorder d. hermaphroditic disorder

9. Luca has been experiencing high levels of stress because of 
increased layoffs at work. He and his partner Bernard have 
had a satisfying sexual relationship until recently. Now Luca 
typically experiences an ejaculation within a minute of initiat-
ing sex. He is likely to be suffering from
a. homosexual disorder
b. gender identity disorder
c. primary premature ejaculation
d. secondary premature ejaculation

10. Susan cannot have sexual intercourse with her boyfriend due to 
pain in the outer part of her vagina. Susan’s gynecologist cannot 
perform a pelvic exam because she cannot insert a speculum 
without causing Susan extreme pain from muscle spasms. Which 
of the following disorders is Susan likely to be suffering from?
a. dyspareunia c. vaginismus
b. dyspepsia d. anorgasmia

11. Which of the following statements best reflects what has been 
learned about sexual dysfunction from population surveys?
a. Sexual dysfunctions decrease with age for both sexes.
b. Sexual dysfunctions are rare among young people but 

begin to appear in middle age.
c.  Only a small minority of the population ever experiences 

a sexual dysfunction.
d. Sexual dysfunctions are fairly common, and many people 

do not seek help for their problems.

12. The sexual dysfunction most often responsive to pharmaco-
logic treatment is
a. hormonal insufficiency
b. erectile dysfunction
c. female sexual arousal disorder
d. vaginismus

13. Psychosocial treatments for sexual dysfunctions have been 
shown to be effective. Among these techniques are
a. sensate focus
b. the stop-squeeze technique
c. nondemand pleasuring
d. all of the above

14. Transvestic fetishism is the desire to dress in clothes of the 
opposite sex for sexual gratification. This disorder is
a. diagnosed in men
b. found in both men and women
c. common in homosexuals
d. diagnosed in transsexuals

15. The most common pedophilic acts are
a. intercourse and rape
b. voyeurism and frotteurism
c. incest and use of pornography
d. fondling and genital exposure

16. The most common age of onset for paraphilias is
a. adolescence to young adulthood
b. adulthood to middle age
c. middle age to later in life
d. childhood

17. The argument that one of the most frequent reasons people 
abuse children is that they were abused when they were 
young
a. reflects numerous epidemiological studies of sex offenders
b. fails to consider that the vast majority of abused children 

do not become pedophiles
c.  fails to consider the changing societal and cultural defini-

tions of child abuse
d. explains why child abuse is a self-perpetuating problem

18. The device that measures physical changes in the penis 
when a man is shown sexually arousing or nonarousing 
stimuli is called the penile
a. volumetric gauge
b. tumesograph
c. photoplethysmograph
d. plethysmograph

19. Antiandrogen medications are used to treat some forms of 
paraphilia. Their mechanism of action is to
a.  lower the recidivism rate through selective sedation
b. decrease the sexual drive by reducing testosterone levels
c.  eliminate recidivism through chemical castration
d. increase normal heterosexual behaviors by decreasing 

luteinizing hormone levels

20. Treatments for paraphilias that eliminate or decrease inap-
propriate sexual arousal include
a.  rational emotive and cognitive-behavioral therapy
b. social skills training, couples therapy, and sex education
c.  satiation, covert sensitization, and olfactory aversion
d. stop-squeeze technique and sensate focus

Answers:  1 c, 2 d, 3 a, 4 a, 5 b, 6 c, 7 d, 8 c, 9 d, 10 c, 11 d, 12 b, 13 d, 
14 a, 15 d, 16 a, 17 b, 18 d, 19 b, 20 c.
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Karen wasn’t sure this was the life she 

wanted. Before the kids, she and her hus-

band had a really equal relationship—Scott 

helped with the cooking, she helped with 

the cars—but now they had a traditional sex-

role relationship, and she believed there was 

no way out. She agreed to stay home with 

Danny, age 2, and Timmy, age 6, until they 

started school while Scott pursued a partner-

ship at his law firm. Karen was a good mom, 

but when her third child, Joey, was born, she 

felt like she was losing control. Making mat-

ters worse, Timmy was becoming jealous of 

the attention his new brother was getting 

and was becoming a terror on wheels.

Karen tried to talk with her husband, 

but he did not understand. Timmy did not 

talk back to his dad, and when Scott got 

home from work, Timmy was usually so 

tired that he’d just sit with his dad quietly. 

When Karen asked for help, Scott agreed, 

but he continued to work late every night.

Karen tried to talk with her mom and 

the other moms at the playground, but they 

rattled off advice that felt very judgmental 

to her. One day after talking to her mom, 

she was exasperated. She put the kids up 

for their nap and decided to have a glass of 

wine to relax. What started out as an “inno-

cent” drink in the afternoon soon snow-

balled into a full bottle by the time Scott 

came home. At first she carefully hid the 

bottles, but she soon realized that he wasn’t 

paying any attention anyway. At this point, 

she stopped caring what he thought. Wine 

became her support system.

She rationalized her drinking and took 

steps to be safe. She did her errands in the 

morning and only started drinking around 

noon. However, she hurt her back, and 

things got worse. Her doctor prescribed some 

Vicodin (a narcotic painkiller) and recom-

mended physical therapy. She passed on the 

therapy, but Vicodin made her feel as if noth-

ing mattered—and her back stopped hurt-

ing! So, still drinking her bottle of wine, she 

would now also pop a pill or two as needed. 

Sometimes she would pass out in bed.

One afternoon while she was dozing 

on the couch, Timmy threw something 

at his baby brother that cut his forehead. 

Panic stricken, Karen strapped the kids in 

their car seats and drove to the emergency 

room. It was raining and she lost control of 

the car. When she woke up, everyone was 

safe, but she was in the hospital with her 

arm in a sling. She was okay, but because 

of her blood alcohol content of 0.12, she 

was charged with driving under the influ-

ence. Scott demanded that she stop drink-

ing immediately. He was surprised to hear 

her say she didn’t think she could stop. He 

realized that they needed to come together 

and get Karen professional help.

C H A P T E R  9
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How Severe Is the Problem? 
Use, Abuse, And Dependence
In Karen’s case, what started out as one “innocent” drink soon progressed to 

a serious problem that jeopardized her children’s safety. Karen found that 

she needed to drink more and more—one glass of wine no longer allowed 

her to relax. Known as tolerance, this is one property of substances that can 

propel a person from use to abuse and ultimately drug dependence. How 

does this process occur? Why can some people stop at just one drink while 

others lack the internal “brakes” that keep them from spiraling into addic-

tion? In this chapter, we discuss how biology, psychology, and culture inter-

act to influence the development of substance abuse and dependence.

Whether the drug is caffeine, nicotine, alcohol, or heroin, most people 

use substances at some point during their lifetime. Substance use refers to low to moder-

ate use experiences that do not produce problems with social, educational, or occupational 

functioning (American Psychiatric Association [APA], 2000). Drinking caffeinated sodas 

daily, drinking a beer or two at weekend parties, having wine with dinner, or smoking 

marijuana occasionally all qualify as substance use—although some substances are legal and 

some are illegal. The definition of use makes no claims as to the legality of the behavior.

The effect of substance use varies from mild (perking up after morning coffee) 

to extreme, which is known as substance intoxication (APA, 2000). The definition of 

intoxication includes several concepts. First, intoxication is reversible (one comes down 

from the intoxicated state) and substance specific (the features of intoxication vary 

with the substance ingested). In addition, intoxication results in maladaptive behav-

ioral or psychological changes associated with the central nervous system. Finally, the 

effects of intoxication emerge during or shortly after drug use. Consider the sports fan 

who has had too much to drink at a game or someone who is unable to walk a straight 

line in a sobriety test. These individuals are experiencing intoxication. Intoxication can 

be an isolated event, or it can be a recurring state in a substance abuse disorder.

Distinguishing between substance use and abuse can be complicated. Indeed, 

cultural norms vary—what is viewed as use in one culture may be regarded as abuse in 

another. Even legal ramifications differ across cultures. See, for example, Table 9.1 for 

the legal blood alcohol limit across a number of countries showing varying tolerances 

of alcohol behind the wheel.

Drawing the boundaries between alcohol use, 
abuse, and dependence requires the knowl-
edge of the frequency, duration, and severity 
of the behavior.

substance use  the low to moderate experi-
ence with a substance that does not produce 
problems with social, educational, or occupa-
tional functioning

substance intoxication  the acute effects of 
substance use

TABLE 9 .1

Country BAC Limit (%)
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According to the DSM (see the box “DSM-IV-TR: Substance Abuse”), use 

becomes substance abuse when ingesting the substance leads to disruption in social, 

occupational, or educational functioning. For example, students who abuse drugs 

or alcohol may miss classes, prepare poorly for exams, and see their grades fall. 

Relationships break up as partners are alienated by the consequences of an abuser’s 

repeated drug use including being arrested for drunk driving.

Whereas substance abuse focuses on observable and maladaptive consequences, 

substance dependence goes one step further and includes attention to the physiologi-

cal actions of the substance (see the box “DSM-IV-TR: Substance Dependence”). 

Substance dependence most closely approximates the lay term addiction and is charac-

terized by two distinct factors, tolerance and withdrawal.

substance abuse  the ingestion of a sub-
stance that leads to disruption in social, 
educational, or occupational functioning

substance dependence  a condition charac-
terized by two distinct factors, tolerance and 
withdrawal

DSM-IV-TR

Substance Abuse 

A.  A maladaptive pattern of substance use leading to clinically 
significant impairment or distress, as manifested by one (or 
more) of the following, occurring within a 12-month period:

  1.  recurrent substance use resulting in a failure to fulfill major 
role obligations at work, school, or home (e.g., repeated 
absences or poor work performance related to substance 
use; substance-related absences, suspensions, or expul-
sions from school; neglect of children or household) 

  2.  recurrent substance use in situations in which it is physi-
cally hazardous (e.g., driving an automobile or operat-
ing a machine when impaired by substance use)

  3.  recurrent substance-related legal problems (e.g., arrests 
for substance-related disorderly conduct)

  4.  continued substance use despite having persistent or recur-
rent social or interpersonal problems caused or exacer-
bated by the effects of the substance (e.g., arguments with 
spouse about consequences of intoxication, physical fights)

B.  The symptoms have never met the criteria for Substance 
Dependence for this class of substance.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text
Revision (Copyright 2000). American Psychiatric Association.

DSM-IV-TR

Substance Dependence

A maladaptive pattern of substance use, leading to clinically sig-
nificant impairment or distress, as manifested by three (or more) of 
the following, occurring at any time in the same 12-month period: 

  1.  tolerance, as defined by either of the following: 
(a)  a need for markedly increased amounts of the sub-

stance to achieve Intoxication or desired effect 
(b)  markedly diminished effect with continued use of 

the same amount of the substance 

  2.  Withdrawal, as manifested by either of the following: 
(a)  the characteristic withdrawal syndrome for the sub-

stance (refer to Criteria A and B of the criteria sets 
for Withdrawal from the specific substances) 

(b)  the same (or a closely related) substance is taken to 
relieve or avoid withdrawal symptoms

  3.  the substance is often taken in larger amounts or over a 
longer period than was intended 

  4.  there is a persistent desire or unsuccessful efforts to cut 
down or control substance use 

  5.  a great deal of time is spent in activities necessary to 
obtain the substance (e.g., visiting multiple doctors or 
driving long distances), use the substance (e.g., chain-
smoking), or recover from its effects 

  6.  important social, occupational, or recreational activities 
are given up or reduced because of substance use 

  7.  the substance use is continued despite knowledge of 
having a persistent or recurrent physical or psycho-
logical problem that is likely to have been caused or 
exacerbated by the substance (e.g., current cocaine use 
despite recognition of cocaine-induced depression, or 
continued drinking despite recognition that an ulcer 
was made worse by alcohol consumption)

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text
Revision (Copyright 2000). American Psychiatric Association.
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Tolerance is the diminished response to a drug after its repeated use. This means that 

over time, a person needs to use more of the drug to achieve the same “high.” Karen’s increas-

ing wine consumption is an example of tolerance. Withdrawal is associated with physical 

dependence on a drug. Once physical dependence exists, attempts to abstain from the drug 

result in highly unpleasant physical symptoms. Withdrawal symptoms vary by drug class and 

lead to renewed use of the drug to alleviate the symptoms. At this point, the drug is being 

used not only to achieve the “high” but also to remove the negative effects of withdrawal.

In addition to tolerance and withdrawal, the behavioral features of substance 

dependence include using more than the intended amount; desiring or attempting to 

cut down; spending time trying to acquire the substance; giving up social, occupational, 

or recreational activities because of substance use; and continuing use despite known 

physical or psychological problems caused by or exacerbated by the substance use.

Whether a person becomes dependent on a drug depends in part on the drug’s 

addictive potential and on the characteristics of the person using the drug (known as 

liability to dependence). Some drugs such as heroin and alcohol produce more with-

drawal symptoms. Some users are more prone to substance problems because of their 

genetic makeup, ongoing life stress, or immersion in a subculture that involves drug 

use (Daughters et al., 2007). Therefore, a combination of genetic and environmental 

factors determines liability to dependence.

concept CHECK

� Substance abuse is ingestion of a substance that leads to disruption in social, educa-

tional, or occupational functioning.

� Substance dependence includes two additional factors, tolerance and withdrawal.

Tolerance is a diminished response to a drug after repeated exposure to it. Withdrawal 

occurs after someone becomes physically dependent on a drug, and attempts to abstain 

produce highly unpleasant withdrawal symptoms.

CRITICAL THINKING QUESTION Many students are exposed to underage drinking in col-

lege. What factors do you think contribute to whether students engage in that behavior? 

What are some of the genetic and environmental factors that influence whether underage 

college drinking becomes a regular event or remains a rare behavior?

Commonly Used “Licit” Drugs
We focus first on three legal psychoactive drugs that are widely used in our society: 

caffeine, nicotine, and alcohol. Although the sale of caffeine has no formal restrictions, 

it is widely considered to be a poor source of energy for young children. Nonetheless, 

children are introduced to caffeine very early in life through carbonated beverages. In 

contrast, the purchase and use of nicotine and alcohol have age restrictions with penal-

ties applicable to both the buyer and the seller. We look first at the drug with which 

millions of people start their day: caffeine.

CAFFEINE

“One doppio espresso, one grande latte…two shots, one espresso macchiato.” 

Customers place orders like this every morning at countless coffee bars. Caffeine

is a central nervous system (CNS) stimulant with a kick that boosts energy, mood, 

awareness, concentration, and wakefulness. Caffeine may be consumed quite safely 

in moderation to produce these positive effects. Its less desirable side effects include 

agitation or “jitteriness,” headaches, mood lability (changeability), rebound fatigue, 

Caffeine is the most widely used drug in the 
world. The manner in which it is consumed is 
often influenced by cultural conditions.

caffeine  a central nervous system stimulant 
that boosts energy, mood, awareness, con-
centration, and wakefulness

tolerance  the diminished response to a drug 
after repeated exposure to it

withdrawal  a set of symptoms associated 
with physical dependence on a drug that 
occur when the drug is no longer taken
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and insomnia (Silverman et al., 1992). Coffee, a robust source of caffeine, has become 

an important part of our culture and often serves as a backdrop for socializing.

Although less harmful than most other substances, caffeine, like other stimulants, 

affects multiple organs within the body, and withdrawal after regular use produces short-

term effects such as a “crash.” It also has long-term effects including tolerance, depen-

dence, and withdrawal. One diet soda a day can escalate to 10 during exam time to get 

the same level of alertness. If you then celebrate the end of exams with a back-to-nature 

camping trip, you might find yourself with a blistering caffeine-withdrawal headache. 

Although caffeine’s precise mechanism of action remains unknown, the neurotrans-

mitters adenosine and serotonin may be involved in its effect on the brain (Carrillo & 

Benitez, 2000). Caffeine has a long half-life (it stays in the bloodstream a long time), so 

that some people can experience its effects 6 hours or more after their last dose.

Functional Impairment  Because just about everyone consumes caffeine in one form 

or another—in coffee and or sodas—it is considered normal and its potential health 

effects are often overlooked. Over time, caffeine may contribute to cardiovascular disor-

ders, reproductive problems, osteoporosis, cancer, and psychiatric disturbances (Barone 

& Grice, 1994; Carrillo & Benitez, 2000; Garattini, 1993; Massey, 1998). For some 

people, the equivalent of five to eight cups of coffee per day may lead to anxiety and to 

respiratory, urinary, gastric, and cardiovascular distress (Carrillo & Benitez, 2000). In 

people who are particularly prone to anxiety, even small doses can trigger intense feelings 

of anxiety, fear, or panic (Charney et al., 1985). Consuming large amounts of caffeine 

can produce acute caffeine intoxication, which includes physical symptoms such as rest-

lessness, nervousness, excitement, insomnia, flushed face, diuresis (increased urination), 

gastrointestinal disturbance, muscle twitching, rambling flow of thought and speech, fast 

or irregular heartbeat, periods of inexhaustibility, and psychomotor agitation. Although 

rare and requiring extremely high doses (roughly 50 to 100 8-ounce cups of coffee per 

day), caffeine-associated death can occur. Unfortunately, this outcome is increasingly 

likely with the trend toward high-dose beverages that contain caffeine far in excess of a 

regular cup of coffee. Several deaths due to accidental caffeine supplement overdose have 

been reported (Holmgren et al., 2004; Kerrigan & Lindsey, 2005; Mrvos et al., 1989).

Epidemiology  Caffeine is the most widely used drug worldwide. More than 80% of 

the world’s population consumes it daily ( James, 1997). In one large epidemiological 

study (N 5 15,716), 87% of adults in the United States consumed food and beverages 

containing caffeine, with coffee (71%), soft drinks (16%), and tea (12%) being the pri-

mary sources (Frary et al., 2005). Sodas typically have between 2 and 5 mg of caffeine 

per ounce, ranging from Coke at the lower end and Mountain Dew at the higher end 

(ranging from about 25 to 60 total mg in a 12-ounce serving). Tea ranges from about 5 

mg per ounce (about 60 total mg in a 12-ounce serving), coffee ranges from about 7 mg 

per ounce in instant coffee and lattes to more than 20 mg per ounce in stronger brews 

(ranging from about 80 mg to well over 200 mg in a 12-ounce cup), and espresso, 

which is about 50 mg per ounce (about 150 total mg in a double 1.5-ounce serving; 

http://www.energyfiend.com/the-caffeine-database).

An emerging trend, especially among adolescent boys and young men, is the use 

of highly caffeinated energy drinks. These drinks typically start at around 10 mg per 

ounce and can exceed 100 mg per ounce at the high end (often referred to as energy

shots, which are recommended for dilution but often are taken in their packaged form). 

These drinks have now joined coffee as a legal drug that many use at moderate levels 

to boost energy but that also have the potential to produce negative side effects. They 

learning objective 9.3
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may provide a false sense of wakefulness that might replace adequate sleep. In devel-

oping adolescents, these effects can lead to especially problematic health consequences 

(http://www.marininstitute.org/alcopops/resources/EnergyDrinkReport.pdf ).

NICOTINE

John looked around the group as the therapist said, “Congratulations. If you are going to 

quit, you’ll need to plan for events that trigger your urge to smoke. So I’d like everyone 

to think about an upcoming situation when you will really need a cigarette.” John almost 

laughed. Quitting smoking would be easy. He wouldn’t even be here if his wife, Sandra, who 

was quitting with him, hadn’t insisted John come with her. Sheila described how she liked to 

blow off steam at happy hour, drinking and smoking the stress away. Oscar described trying 

to drink his morning coffee without a cigarette. Mikey talked about how his work “smoke 

break” was the only way he managed to calm down and not strangle his boss. Cheryl, a high-

powered lawyer, described how, after a big win, she would sit outside on “her bench” and 

smoke in celebration. When it was Sandra’s turn, John was in a cold sweat and could barely 

concentrate. All this talk about smoking made him think he needed one right now. When the 

group leader called his name, he blurted out, “Right now, my trigger is right now!”

Especially for people who are genetically susceptible, nicotine is a highly addic-

tive drug (Benowitz, 1988; U.S. Surgeon General’s Report, 1988). Its most common 

source is the plant, Nicotiana tabacum, which has been chewed and smoked for centu-

ries. Cigarettes are the most common method of delivery, but other methods such as 

cigars, pipes, and smokeless tobacco are widely available.

Nicotine can enter the bloodstream via the lungs (smoking), mucus membranes of 

the mouth or nose (chewing tobacco, using snuff ), and even the skin (using a transdermal 

nicotine patch). Nicotine is both a stimulant and a sedative; its rapid action (8 to 10 sec-

onds) and rapid effect are part of what makes the drug so rewarding or reinforcing. Many 

smokers report that nicotine produces temporary tension relief and helps with alertness 

and concentration. Furthermore, nicotine has strong social determinants. Indeed, subcul-

tures centered on cigars and smokeless tobacco are common, and cigarette smoking pro-

vides an instant social affiliation from smokers asking each other for a light at a bar to a 

few strangers standing outside a restaurant or office building, chatting while they smoke.

Nicotine also has pervasive physical effects (see Figure 9.1). It stimulates the adre-

nal glands, causing a discharge of epinephrine (adrenaline), leading to a feeling of a “rush” 

or a “kick.” This stimulation also leads to glucose release and increases blood pressure, 

respiration, and heart rate. Nicotine affects the pancreas by suppressing insulin secretion, 

leading to mild hyperglycemia (elevated blood sugar) in smokers. Central to its highly 

addictive potential, nicotine releases dopamine, directly affecting the brain’s pleasure and 

motivation centers. The release of dopamine is believed to underlie the pleasurable sensa-

tions described by many smokers (National Institute on Drug Abuse, 2001).

Functional Impairment  Frequent use of nicotine leads not only to addiction but also to 

acute drug tolerance. Highly dependent smokers identify the first cigarette of the day as 

the hardest one to give up. Overnight, withdrawal has begun, and by morning the “crav-

ing” is quite strong. Moreover, giving up smoking leads to withdrawal symptoms that can 

last up to a month or more, making quitting very difficult. These symptoms may include 

depressed mood, insomnia, irritability, frustration or anger, anxiety, difficulty concentrat-

ing, restlessness, decreased heart rate, increased appetite, and weight gain.

Tobacco use is the largest preventable cause of death in the world (Centers 

for Disease Control and Prevention, 2002; Fiore, 2000). In 1964, the U.S. Surgeon 

The plant Nicotiana tabacum is dried and 
processed into cigarettes, cigars, pipe 
tobacco, and smokeless tobacco for con-
sumption.

nicotine  a highly addictive component of 
tobacco that is considered to be both a stimu-
lant and a sedative

http://www.marininstitute.org/alcopops/resources/EnergyDrinkReport.pdf
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General’s Advisory Committee on Smoking and Health first identified smoking as a 

leading contributor to preventable illness and premature death. Subsequent Surgeon 

General’s reports underscore the severe impact of cigarette smoking including increased 

risk for many types of cancer, cardiovascular disease, and respiratory illnesses. Smoking 

during pregnancy is related to pregnancy complications, premature birth, low-birth-

weight infants, stillbirth, and sudden infant death syndrome (SIDS) (Office of the U.S. 

Surgeon General, 2004). Concerted efforts to promote quitting have been partially 

successful: Smoking rates have declined dramatically in the United States in the past 

40 years (Centers for Disease Control and Prevention [CDC], 1994, 2004). Most smokers 

are aware of the deleterious health effects, and it is estimated that 70% of smokers actu-

ally want to quit (CDC, 1994). However, although more than 46% makes an active 

attempt to quit each year, only 2.3% achieves sustained abstinence (CDC, 1994).

Epidemiology    In the past few decades, the number of people who smoke has 

declined dramatically although statistics vary by demographic group. In 2004, 21% 

of adults (23.4% of men and 18.5% of women) in the United States smoked ciga-

rettes. Similarly, the number of high school students who reported smoking in the past 

month declined from 36% in 1997 to 22% in 2003. Despite these promising trends, 

44.5 million adults and 3 million adolescents still smoke. Smoking cuts across all ethnic 

and racial groups and across all socioeconomic strata although research indicates that 

African American adolescents start smoking at a later age than other groups (Kelder 

et al., 2003). Some evidence suggests that smoking relapse during an attempt to quit 

is more likely for women and racial/ethnic minorities (Doolan & Froelicher, 2006). 

However, more recent studies indicate no reliable sex or ethnicity differences in relaps-

ing when comprehensive behavioral treatments are provided (Velicer et al., 2007).

ALCOHOL

In the case that opened this chapter, Karen initially used alcohol to relax, but her 

drinking eventually endangered her own and her children’s health. Although many 

people find a drink stimulating, alcohol is actually a depressant. The active ingredient 

in any alcoholic drink, ethyl alcohol, is quickly absorbed via the stomach and intestines 

FIGURE 9 .1

Nicotine affects many bodily systems includ-
ing the brain, the adrenal glands, and the 
pancreas, influencing the central nervous 
system, the respiratory system, the cardiovas-
cular system, and the digestive system.
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into the bloodstream. Then it is distributed throughout the body and quickly acts to 

depress the central nervous system. Although alcohol affects many neurotransmitter 

systems, its effect on receptors in the brain’s gamma aminobutyric acid (GABA) system 

are particularly noteworthy. GABA is the brain’s primary inhibitory neurotransmitter. 

So, by increasing GABA firing, alcohol inhibits other brain activity. This explains 

why alcohol is called a “depressant.” Continued drinking leads to a slowing (depres-

sion) of the central nervous system, impairing motor coordination, decreasing reaction 

times, and leading to sad mood, impaired memory, poor judgment, and visual and 

auditory disturbances. Impairment ranges from mild feelings of being “tipsy” to more 

extreme levels of intoxication, or being drunk.

Functional Impairment   Although many people drink socially with little or no 

impairment, others who drink more regularly may experience tolerance. At first, one 

drink produced relaxation for Karen, but soon, she needed much more, and she eventu-

ally added another depressant (pain medicine) to achieve the same effect. Withdrawal 

symptoms from chronic heavy drinking can range from mild to severe. Signs and 

symptoms of alcohol withdrawal include tremors, anxiety, irritability, and agitation. 

Other effects include a craving for alcohol, insomnia, vivid dreams, hypervigilance, 

vomiting, headache, and sweating.

In its most severe form, alcohol withdrawal includes experiencing hallucinations 

(false sensory perceptions) and seizures. Alcohol hallucinations begin within 1 to 2 

days of stopping or cutting down and can be auditory, visual, or tactile. They may 

include a phenomenon known as formication, the sensation of having ants or bugs 

crawling all over the body. Seizures may also occur within 1 to 2 days of stopping 

drinking. Another withdrawal symptom, delirium tremens (DTs) characterized by 

disorientation, severe agitation, high blood pressure, and fever, can last up to 3 to 4 

days after stopping drinking. This is a severe condition; 5% of individuals die from 

these metabolic complications (Trevisan et al., 1998).

Depending on its severity, withdrawal can be treated with either careful monitor-

ing (if mild) or the administration of benzodiazepines (see Chapter 4). Benzodiazepines 

can help decrease neuronal hyperactivity and reduce withdrawal symptoms as well as 

the risk of seizures and DTs. Alcohol and benzodiazepines have similar mechanisms 

of action, so individuals become cross tolerant—that is, their tolerance to one drug 

translates to tolerance of the other. Watch on mypsychlab.com

Although alcohol withdrawal can be associated with medical complications, exces-

sive consumption of alcohol can also cause serious long-term health effects. Alcohol 

cirrhosis is a liver disease that occurs in about 10 to 15% of people with alcoholism. 

Cirrhosis is the slow deterioration and malfunction of the liver due to chronic injury. In 

the case of alcoholism, the injury is from alcohol exposure. Chronic alcohol consump-

tion can impair the liver’s ability to detoxify the blood, leading to the development of 

scar tissue. In turn, scar tissue obstructs blood flow and impairs the liver’s function.

Long-term alcohol abuse also harms the brain. Deficiencies in thiamine second-

ary to alcohol dependence can cause Wernicke-Korsakoff syndrome. The syndrome is 

characterized by a cluster of symptoms including confusion, amnesia (see Chapter 13), 

and confabulation, an adaptation to memory loss in which the individual “fills in blanks” 

with made-up information. Wernicke’s encephalopathy includes short-term memory loss, 

paralysis of the eyes, and unsteady gait. Because people with Wernicke-Korsakoff syn-

drome lose the ability to learn from experience, they almost always require custodial 

care, and 80% of individuals with this condition do not regain full cognitive function.

delirium tremens  a symptom characterized 
by disorientation, severe agitation, high blood 
pressure, and fever, which can last up to 3 to  
4 days after stopping drinking

alcohol cirrhosis  a liver disease that occurs in 
about 10 to 15% of people with alcoholism

Wernicke-Korsakoff syndrome  a condition 
caused by deficiencies in thiamine secondary 
to alcohol dependence

Alcoholism

The Case of Chris

“Toughest thing I ever did was 
admitting I had a problem.”

www.mypsychlab.com
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Fetal alcohol syndrome (FAS) (Jones & Smith, 1973), another severe consequence 

of alcohol use, occurs when a pregnant woman drinks alcohol and it passes through the 

placenta and harms the developing fetus. Children with FAS have classic identifiable 

facial anomalies including short palpebral fissure lengths (distance from the inner to 

outer corner of the eye), a smooth philtrum (area between the nose and upper lip), and 

a thin upper lip. Children with FAS may also have neurodevelopmental abnormalities 

including small head size, structural brain abnormalities, and neurological problems such 

as impaired fine motor skills, hearing loss, poor eye-hand coordination, and abnormal 

gait. As the child develops, learning difficulties, poor school performance, and impulse 

control problems may occur. A primary determinant of the severity of FAS is how much 

and how frequently the mother drinks (Abel & Hannigan, 1995). FAS can be avoided 

if women abstain from alcohol when pregnant or even if they think they are pregnant.

Epidemiology, Sex, Race, and Ethnicity   After caffeine, alcohol is the most com-

monly used psychoactive substance (APA, 2000). In a large nationwide study using face-

to-face interviews of 43,093 individuals in 2001–2002, the prevalence of alcohol abuse was 

4.65% and dependence was 3.81%. One intriguing question is whether these diagnoses 

remain stable over time. One longitudinal survey (Hasin et al., 1990) found that 4 years 

after initial diagnosis, 15% of individuals continued to meet the criteria for alcohol abuse, 

and 39% no longer met the diagnostic criteria for any alcohol-related disorder although it 

is unclear whether these people were able to continue with more sustained abstinence. The 

persistence of alcohol problems seems to be best predicted by the frequency of intoxication 

and the frequency of heavy drinking (more than five drinks a day) (Dawson, 2000).

Considerable differences exist in patterns of alcohol abuse and dependence across 

sex and racial/ethnic groups. Abuse and dependence are more common among males 

(6.93%) than females (2.55%), a ratio of about 2.72 (Grant et al., 2004). Although 

men are at higher risk for alcohol use disorders, women may be more vulnerable to the 

negative health consequences of heavy drinking (Dawson & Grant, 1993). In terms 

of race and ethnicity, the prevalence of abuse is higher among whites than among 

African Americans, Asians, and Hispanics. The prevalence of dependence is higher in 

whites, Native Americans, and Hispanics than Asians (Grant et al., 2004).

fetal alcohol syndrome  a condition in babies 
that occurs when pregnant mothers drink 
alcohol and it passes through the placenta 
and harms the developing fetus

Characteristic features of fetal alcohol 
syndrome include a short palpebral fissure 
length (the distance from the inner to outer 
corner of the eye), a smooth philtrum (area 
between the nose and upper lip), and a thin 
upper lip.

concept CHECK

� Caffeine, a CNS stimulant, is the most widely used drug in the world. Some people 

develop tolerance and have difficulties with withdrawal; caffeine intoxication is rare but 

possible.

� Nicotine is highly addictive and is considered to be both a stimulant and a sedative. It 

produces its effects via the release of dopamine in the brain.
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Illicit Drugs
Each year, new and often dangerous drugs make their way into the population. Entry 

points vary from the drug underworld to the doctor’s prescription pad—yet the desire 

for new mind-altering substances continues. Illicit drug use comes with steep emotional, 

social, legal, and financial costs, but for many individuals, the strong pull of the physi-

ological high and/or the escape from the real world make long-term abstinence difficult. 

We begin this section focusing on marijuana. Although illegal in the United States, it is 

legal in some other countries, such as the Netherlands, and is continuously under scru-

tiny for decriminalization, especially for medical use. We then examine other classes of 

drugs that have primary effects on the central nervous system—stimulants, depressants, 

and hallucinogens. Finally, we review inhalants and prescription medicines.

MARIJUANA

Marijuana comes from the Cannabis sativa plant, which also produces the fiber known as 

hemp. Its leaves can be dried and used in food and drink, or—most frequently—smoked. 

Marijuana is the most commonly used illicit drug in the United States (Substance Abuse 

and Mental Health Services Administration, 2006). The active ingredient is tetrahydro-

cannabinol (THC). When marijuana is smoked, THC imme-

diately enters the brain and lasts for 1 to 3 hours (National 

Institute on Drug Abuse, 2005b). The user generally experi-

ences a pleasant state of relaxation, intensified color and sound, 

and slowed perception of time. Mild effects include dry mouth, 

increased hunger (“the munchies”) and thirst, trembling, 

fatigue, depression, and occasional anxiety or panic. The effects 

of marijuana depend on the dose and the user’s characteristics 

or sensitivity. Also, THC content varies across preparations 

and methods of delivery. While low doses are commonly asso-

ciated with relaxation, higher doses are associated with visual 

and auditory activity and fascination, increased heart rate and 

blood pressure, bloodshot eyes, and occasionally anxiety, panic, 

and paranoia.

How does marijuana produce these effects? Its active 

ingredient, THC, is received by special brain receptors called 

cannabinoid receptors, which influence pleasure, learning and 

memory, higher cognitive functions, sensory perceptions, and motor coordination 

(National Institute on Drug Abuse, 2005a). Like most drugs of abuse, THC activates 

the brain’s reward system by stimulating the release of dopamine, leading to the feel-

ings of euphoria associated with being “high.”

Functional Impairment   Heavy marijuana use results in persistent memory loss; 

impairment of attention, learning skills, and motor movement; addiction; chronic 

� Alcohol is a CNS depressant that affects GABA receptors in the brain. Extensive alco-

hol use can lead to serious withdrawal symptoms, such as delirium tremens or DTs, 

and prolonged abuse can be associated with serious consequences, such as Wernicke-

Korsakoff syndrome.

CRITICAL THINKING QUESTION In Western cultures, the use of caffeine, nicotine, and 

alcohol is common. What do these drugs contribute to our culture, and how would the 

Western world differ in the absence of these drugs?

marijuana  a drug derived from the Cannabis
sativa plant that produces mild intoxication

tetrahydrocannabinol  the active ingredient 
in marijuana

The Cannabis sativa plant is a major cash 
crop.
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respiratory problems; and an increased risk of head, neck, and lung cancer. However, 

THC has medicinal effects as well. It is useful in the treatment of nausea in cancer 

chemotherapy, glaucoma, and appetite stimulation in AIDS, and new treatment ave-

nues are currently being investigated (Felder et al., 2006). (See the feature “Research 

Hot Topic: Medical Uses of Marijuana.”)

Evidence regarding tolerance to cannabis is unclear. Some studies report toler-

ance; others do not report a need for increased doses to achieve the same high. Craving 

for marijuana and withdrawal symptoms can make it difficult to quit (Budney et al., 

2003). Withdrawal symptoms include restlessness, loss of appetite, trouble sleeping, 

weight loss, shaky hands, irritability, and anxiety (Budney et al., 2001; Haney et al., 

1999; National Institute on Drug Abuse, 2005a).

Epidemiology  Marijuana is the most common illicit substance used by 14.8 million 

people in the United States (6.1% of the population age 12 and older) in 1 month in 

2004 (Substance Abuse and Mental Health Services Administration, 2006) (see  

Figure 9.2). The average age at which people first use marijuana is about 18 years. More 

males (8.3%) than females (4.3%) use marijuana (Substance Abuse and Mental Health 

Services Administration, 2005). Among all illicit drug users in one study, 76.4% had used 

marijuana, 56.8% had used only marijuana, 19.7% had used marijuana and another illicit 

drug, and 23.6% had used an illicit drug other than marijuana in the preceding month 

(Substance Abuse and Mental Health Services Administration, 2005). Among U.S.  

side by side   case studies 

ABNORMAL BEHAVIOR CASE STUDY
Marijuana Abuse—Disorder

That summer, Maks went to wrestling camp while his buddies 

stayed home. He found his passion, and his buddies found mari-

juana. At his welcome back party, Ronnie offered him a joint. 

Maks’ coach said that he would kick anyone off the team if he 

found them using drugs, so Maks refused. The guys teased, but 

they didn’t push too hard. During wrestling season, Maks was 

around less, partly because he was busy and partly because he 

was afraid the coach would find out about the drugs. Over time, 

his friends became increasingly angry at Maks’ success and his 

“holier-than-thou” attitude about drugs. They made a big deal 

each time he refused. One night Maks couldn’t take it any more—

he grabbed the joint and inhaled deeply. It didn’t taste or feel 

good, but it was a relief getting everyone off his back. He soon 

started smoking with his friends and then began using regularly. 

Soon, he lost his motivation for wrestling. He trained with less 

intensity and began to feel the physical effects of regular mari-

juana use. At the state championships, he wrestled someone he 

had beaten handily at the start of the season. Maks started off 

well but as the match continued, he found himself short of breath. 

Before he knew it, he was flat on his back. 

Dimensions of Behavior: From Normal to Abnormal

NORMAL BEHAVIOR CASE STUDY
Marijuana Use—No Disorder

Meghan was from a small town and arrived at the state university 

for her freshman year. She so wanted to fit in. Her roommate was 

from New York City—very sophisticated. They really hit it off, even 

though her roommate disliked sports. That weekend, they went to 

their first college party. Meghan was amazed to find everyone 

drinking alcohol and smoking marijuana. Her roommate passed 

her a joint. Meghan held it for a minute while everyone stared at 

her. Her roommate said, “Meghan’s from a small town—we might 

have to show her how to inhale.” So Meghan inhaled just to fit in. 

She did not want to make a scene. She partied hard that night and 

felt so sophisticated. This was college life. Then Meghan started 

track, and her teammates invited her to a party. Some people 

were drinking alcohol, but many had soft drinks. No one pushed 

her to do drugs. Meghan invited her roommate to the track par-

ties, but she found them dull—not enough “partying.” For the rest 

of the semester, Meghan split her time between partying with her 

roommate’s crowd, where she smoked to “fit in” and hanging out 

with her track buddies, where she drank Coke when she felt like it. 

At the end of the semester, she moved in with her track buddies, 

leaving the drugs behind. 
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adults (Compton et al., 2004), data from large surveys in 1991 and 2001 indicated little 

change over that decade (4.0% reported use during 1991 to 1992 and 4.1% in 2001 to 

2002). Although the prevalence of marijuana use has remained relatively stable over the 

past decade, the prevalence of marijuana abuse and dependence has increased signifi-

cantly, possibly because the potency of THC in marijuana has increased (Compton et al.).

CNS STIMULANTS

Tammy was an adult from an early age. Her mother was an alcoholic who brought home 

different men. When Tammy was 13, one of the men molested her while her mother lay 

passed out on the sofa. These experiences took a toll on Tammy. She had trouble mak-

ing friends, and she was incapable of romantic intimacy. At 17, she worked at a cloth-

ing store. There she met Margaret, who was fun and easy going, all the things Tammy 

wasn’t. One night after work, Margaret offered her a ride home and talked her into 

Most people agree that illegal substance use is personally 
and socially hazardous, but over the past decade, many 

people have been advocating the use of marijuana for medical 
purposes. Although marijuana has been considered illegal since 
1937, its illegal status became official in 1970. In that year, the 
Controlled Substances Act divided all drugs into five categories. 
Marijuana was placed in Schedule I—high potential for abuse, 
no currently accepted medical use in the United States, and lack 
of accepted safety for use under medical supervision. According 
to federal law, it is illegal for physicians to prescribe marijuana 
and other Schedule I drugs to patients under penalty of pros-
ecution and loss of the license to prescribe drugs.

Some states exempt patients who use medical marijuana 
with physician supervision from criminal prosecution: Alaska, 
Arizona, California, Colorado, Maine, Montana, Nevada, 
Oregon, and Washington. Two states, Hawaii and Vermont, 
have medical marijuana laws. The Hawaii bill protects seriously 
ill patients who use marijuana for medical purposes from local 
and state criminal prosecution. The Vermont bill legalized 
medical marijuana for seriously ill persons suffering from AIDS, 
cancer, or multiple sclerosis.

Researchers believe that marijuana has many therapeutic 
applications including relief from nausea and appetite loss, 
reduction of pressure within the eye, reduction of muscle 
spasms, and relief from some forms of chronic pain. Studies 
indicate that marijuana can be beneficial for symptoms asso-
ciated with AIDS, cancer, glaucoma, epilepsy, and multiple 
sclerosis and perhaps chronic pain such as migraine headaches, 

menstrual cramps, and arthritis. In 1997, the National Institute of 
Health formed a group of eight clinical trials experts. The group 
concluded that much of the existing evidence for medical mari-
juana use was anecdotal and that controlled clinical trials were 
necessary. They noted that there was enough scientific research 
to suggest that marijuana might have a positive medical 
role in some areas.

The value and safety of medical marijuana use are severely 
compromised when it is used in an unregulated manner and 
administered through smoking. Smoking marijuana is not partic-
ularly safe and can be ineffective for medicinal purposes for sev-
eral reasons. First, medications work best when they are taken 
in an appropriate dose. Smoking does not provide a precise 
and controlled dose, and when the drug is obtained through 
nonregulated sources, purity cannot be guaranteed. A more 
problematic risk is smoking as a means of drug administration. 
It is a misconception that only cigarettes impair health; many 
of the same risks, as well as a few others, are evident when 
smoking marijuana. Ongoing research must address both the 
benefits and risks associated with marijuana for medicinal pur-
poses. The scientific process should be allowed to evaluate the 
potential therapeutic effects of marijuana for certain disorders 
separately from the societal debate over the potential harmful 
effects of nonmedical marijuana use.

http://www.nih.gov/news/medmarijuana/MedicalMarijuana.htm; http://
www/norml.org/index.cfm?Group_ID=3376; Retrieved February 16, 2011. 
Marijuana Policy Project (2006, February). Medical Marijuana Briefing Paper. 
Retrieved on March 13, 2006, from http://www.mpp.org/medicine.html. 
http://www.medmjscience.org/Pages/reports/nihpt1.html
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http://www.nih.gov/news/medmarijuana/MedicalMarijuana.htm
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stopping at a rave. Margaret bought some pills and gave one to Tammy. After about 

30 minutes, Tammy felt a wave come over her. The experience was unbelievable. She felt 

free and wanted to be intimate and close with those around her. The next day she slept 

through her shift at work. She had already missed several shifts because of her mother, 

and she was fired. She thought about going back to work to beg for her job, but instead 

she called Margaret to see if she had any more pills.

Having already discussed the effects of two widely used legal stimulants (nicotine 

and caffeine), we now turn to the illegal stimulants—cocaine and amphetamines. The 

effects of both drugs include euphoria, increased energy, mental alertness, and rapid 

speech. Some people also feel a sense of power and courage, the ability to tackle otherwise 

daunting tasks, and increased feelings of intimacy and sexual arousal. However, the use 

of cocaine and amphetamines has serious short- and long-term adverse effects including 

dangerous elevations in blood pressure and heart rate and cardiovascular abnormalities, 

potentially leading to heart attack, respiratory arrest, and seizures. These stimulants dis-

rupt the normal communication among brain circuits by increasing dopamine, which 

leads to elevated mood and increased alertness. In high doses, increased dopamine and 

norepinephrine can lead to hallucinations, delusions, and paranoia (see Chapter 10).

Amphetamines come in many forms. Legitimate uses include the treatment of 

asthma, nasal congestion, attention-deficit/hyperactivity disorder (see Chapter 12), and 

narcolepsy (a sleep disorder). Because these drugs prolong wakefulness, sometimes peo-

ple who need to stay awake for long periods of time—such as airline pilots, truckers, and 

students studying for exams—use them. They can also suppress appetite, making them 

attractive to some dieters. Amphetamines, also known as uppers, bennies, and speed, are 

produced in laboratories. On the street, they are often cut (mixed) with dangerous toxic 

substances such as cyanide or strychnine. Three different preparations of amphetamines 

include amphetamine (Benzedrine), dextroamphetamine (Dexedrine), and methamphet-

amine (Methedrine). These drugs, swallowed in pill form or injected for a quicker kick, 

increase the release of dopamine, norepinephrine, and serotonin in the brain.

FIGURE 9 .2

During 2006, persons ages 12 and older used 
a broad variety of different illicit drugs.
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Other manufactured amphetamines, sometimes referred to as designer drugs, often 

spread rapidly throughout the community across sex, race, and socioeconomic status. One 

example, methylenedioxymethamphetamine (MDMA), interferes with the reuptake of sero-

tonin. Initially used as an appetite suppressant, the pill form of MDMA (Ecstasy) has 

become a common “club” drug and a frequent trigger for emergency room visits. Similarly, 

crystal methamphetamine (ice, crank) is a form of methamphetamine that produces longer 

lasting and more intense physiological reactions than the powdered form. It is smoked in 

glass pipes or injected—the high is rapid and intense and can last for 12 hours or more.

Functional Impairment  In addition to increased heart rate and blood pressure, amphet-

amines can damage blood vessels in the brain, causing stroke. Users can develop paranoid 

anxiety, confusion, and insomnia—and the psychotic symptoms can persist and recur even 

months and years after drug use has ended. Over time, users can become violent and aggres-

sive and suffer from emaciation and malnutrition due to appetite suppression. Tolerance 

develops rapidly, often leading to rapid dose escalation. Withdrawal from extended highs 

produces “crashes” marked by depression, irritability, and prolonged periods of sleep.

Epidemiology  In 2006, an estimated 1.2 million Americans ages 12 years and older 

were using amphetamines and methamphetamines (Substance Abuse and Mental 

Health Services Administration, 2006). For stimulants, prevalence is approximately 

equal by sex (0.5% in both males and females in a one-month period) (Substance Abuse 

and Mental Health Services Administration). Among persons admitted for treatment 

of substance abuse in 2001, approximately 6% (98,000 cases) were considered primary 

amphetamine users. Most people (71.0%) who are treated for amphetamine abuse do 

not use another substance. When they do report polydrug use, it is usually marijuana 

(47%), alcohol (36%), or cocaine (10%). Although data are limited, evidence suggests 

significantly higher use among whites than other groups (Hopfer et al., 2006).

COCAINE

Namia was an up-and-coming model. At age 16 she traveled all the time. When she wasn’t 

shooting or preparing for a shoot, she was exercising or working with her tutor trying to 

keep up with her school work. What worried her most, however, was the pressure to 

stay impossibly thin. Namia was constantly hungry. Before fashion week, 

an older model saw her struggling, smoking cigarette after cigarette to 

curb her appetite. She introduced Namia to cocaine, snorting lines in the 

dressing room saying, “This is the only way to get through the week . . . 

and you won’t feel hungry at all!” She was right. For the next two days, 

Namia had a lot more energy. She seemed on top of everything else 

including her school work. And then she crashed. Things spiraled out of 

control. One night right before a big show, she could barely move from 

exhaustion.

Cocaine, which comes from the leaves of the coca plant, is indig-

enous to South America. People have chewed coca leaves for centuries 

to provide relief from fatigue and hunger.

Cocaine’s introduction to the United States in the late 1800s 

was as a legal additive to cigars and cigarettes and, believe it or not, 

to Coca-Cola. Cocaine was also used as a painkiller because of its anesthetic effects. 

Once its addictive properties became known, this use declined.

Ecstasy  the pill form of methylenedioxymeth-
amphetamine (MDMA), a common “club” 
drug and a frequent trigger for emergency 
room visits

crystal methamphetamine  a form of meth-
amphetamine that produces longer lasting 
and more intense physiological reactions than 
the powdered form

cocaine  a stimulant that comes from the 
leaves of the coca plant that is indigenous to 
South America

Characteristic lines of cocaine cut with a 
razor in preparation for inhalation, known as 
“snorting.”
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The powdered form of cocaine can be snorted or dissolved in water and injected. 

Crack cocaine is a smoked form of rock crystal cocaine that is highly addictive, deliv-

ers large amounts of drug quickly via the lungs, and produces an immediate euphoric 

effect. The term crack refers to the crackling sound it makes when heated (National 

Institute on Drug Abuse, 2004b).

Functional Impairment  Cocaine is highly addictive. Its powerful stimulant effects are 

thought to be caused by inhibiting nerve cells’ reabsorption of dopamine. When more 

dopamine is available in the synapses, the stimulation of the brain reward pathways 

increases and provides more positive feelings. When tolerance develops, use increases in 

order to get the initial euphoric effects. When users take larger doses, their exposure to 

the drug is increased, and they are more sensitive to its dangerous effects, such as anes-

thetic and convulsant effects. This phenomenon may account for reported deaths after 

relatively low doses (www.nida.nih.gov/researchreports/cocaine/cocaine.html).

Epidemiology  In 2006, 2.6 million individuals 12 years and older were estimated 

to have used cocaine, and 467,000 had used crack (see Figure 9.2). An estimated 

1.5 million Americans 12 years or older could be considered to be abusing or 

depending on cocaine in the past 12 months (Substance Abuse and Mental Health 

Services Administration, 2003). This increased to 1.6 million in 2004. More than 

90% of cocaine users reported using marijuana before they tried cocaine. More 

males (18.9%) than females (11.2%) reported cocaine use, and the same imbal-

ance was noted for crack (4.8% versus 2.5%) (Substance Abuse and Mental Health 

Services Administration). The highest rate of cocaine use was observed in American 

Indians/Alaska Natives (2.0%) followed by 1.6% of African Americans, 0.8% of 

non-Hispanic whites and Hispanics, 0.6% of Native Hawaiian or other Pacific 

Islanders, and 0.2% of Asians (Substance Abuse and Mental Health Services 

Administration).

SEDATIVE DRUGS

Leila, a nurse, was energetic and loved her work. Another nurse suggested having a 

poker night. Leila had never gambled, but that first night she cleaned up. After doing 

it again, she found herself enjoying gambling. As a nurse, she kept unusual hours and 

came home late at night stressed and looking for a way to relax. Unlike games with her 

friends, the Internet casino was always available. At first she was so excited about her 

wins and worried about getting back her losses that she hardly missed the sleep. Soon, 

however, she was cutting everything and everyone else out of her life. As her losses 

grew, she opened up new credit cards to get more money to win back her losses. She 

was convinced that she just needed one good streak to get everything back. When she 

could no longer open any more credit cards, she followed the advice of another nurse on 

an Internet gambling site and stole painkillers and Xanax from work to get some quick 

cash. At first, Leila took just a few pills. After an especially big loss, she felt suicidal. To 

calm down, she took one Xanax. This helped her walk away from the computer for a while 

and relax. Over time she needed more and more pills to sell and to take for herself until 

the hospital found out what she was doing and fired her.

Sedative drugs include two general classes: barbiturates and benzodiazepines,

both of which are central nervous system depressants. This means that their mechanism 

of action is the opposite of the CNS stimulants discussed. Initially used to treat anxiety 

sedative drug  a substance group including 
barbiturates and benzodiazepines, which are 
central nervous system depressants and cause 
sedation and decrease anxiety

barbiturate  a sedative that acts on the GABA 
system in a manner similar to alcohol

benzodiazepine  a group of sedatives that 
can be used responsibly and effectively for the 
short term but still have addictive properties

www.nida.nih.gov/researchreports/cocaine/cocaine.html
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and insomnia, barbiturates are now less commonly prescribed than benzodiazepines 

due to the high risk of abuse, dependence, and overdose.

Barbiturates or “downers” act on the GABA-ergic system in a manner similar to 

alcohol. Common barbiturates include amobarbital (Amatol), pentobarbital (Nembutal), 

and secobarbitol (Seconal). They can be swallowed or injected and are often used to 

counteract the effect of “uppers” or amphetamines. Initial benefits at low doses include 

disinhibition and euphoria in an attempt to alleviate feelings of anxiety. In the short 

term, barbiturate use leads to slurred speech, decreased respiration, fatigue, disorien-

tation, lack of coordination, and dilated pupils. At higher doses, users can experience 

impaired memory and coordination, irritability, and paranoid and suicidal thoughts.

Benzodiazepines were originally prescribed (widely) for the treatment of anxiety; 

they can be used responsibly and effectively for short-term treatment of anxiety and 

insomnia. However, their prolonged use or use without a prescription can be problematic. 

At high doses, the drugs produce light-headedness, vertigo, and muscle control prob-

lems. Valium, commonly known as “mother’s little helper,” would have been a drug 

that Karen might have been prescribed in the 1960s to deal with the stress of caring for 

young children. Other benzodiazepines include Xanax and Halcion. Although gener-

ally considered to be safer than barbiturates and to have lower potential for abuse and 

dependence when used as prescribed, they are not completely benign. One powerful 

benzodiazepine, Rohipnol (“roofies” or “date rape drug”), is available by prescription in 

many countries but not the United States. This drug is 7 to 10 times more potent than 

Valium and causes partial amnesia—which means that people given the drug often can-

not remember certain events when they were intoxicated. It is this feature and its power-

ful effects that earned it the reputation of being associated with date rape.

Functional Impairment  If overused, both barbiturates and benzodiazepines can result 

in oversedation and problems in thinking and interacting with others. Although the drugs 

are legal if prescribed, their use by those without a prescription or their misuse by people for 

whom they are medically inappropriate often leads to theft and other dangerous strategies 

for obtaining the drugs. Tolerance for barbiturates develops rapidly, producing a high risk 

for overdose. Death results from depression of the brain’s respiratory center. Withdrawal 

from barbiturates produces tremors, increased blood pressure and heart rate, sweating, and 

seizures. Tolerance and withdrawal also occur with benzodiazepines. The symptoms mir-

rors alcohol withdrawal and includes anxiety, insomnia, tremors, and delirium. Although 

benzodiazepines can be overused with problematic consequences, they have largely replaced 

barbiturates due to less potential for dependence and fewer side effects.

Epidemiology   The average age of onset of unprescribed benzodiazepine use is 

around 25 years (Substance Abuse and Mental Health Services Administration, 2005). 

Because these drugs are prescribed, much of what we know about their abuse comes 

from hospital admissions. From this perspective, more than half of benzodiazepine-

related admissions (59%) are female. The drugs tend to be abused secondarily to 

other drugs (usually alcohol), most commonly by whites and by individuals who have 

high levels of education. Users of benzodiazepines are more likely to have another 

psychiatric diagnosis than those who are admitted for abuse of other drugs (http://

www.oas.samhsa.gov/2k3/benzodiazepine/benzo.htm). National epidemiological data 

suggest that approximately 4.2% of males and 7.9% of females reported nonmedical 

use of anti-anxiety drugs including benzodiazepines (Simoni-Wastila, 2000; Simoni-

Wastila et al., 2004). These drugs are more frequently prescribed to women than to 

men, which may explain their higher rates of abuse by women (Simoni-Wastila et al.).

http://www.oas.samhsa.gov/2k3/benzodiazepine/benzo.htm
http://www.oas.samhsa.gov/2k3/benzodiazepine/benzo.htm
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Barbiturate use in the United States has varied over the past several decades. In 

1975, its use peaked at 10.7%, but by 1992, only 2.8% of high school seniors reported 

using a barbiturate in the past year. Unfortunately, the “popularity” of barbiturates 

among youth has experienced a resurgence; the estimated prevalence of use for 12th 

graders in 2005 was about 7.0%. Watch on mypsychlab.com

OPIOIDS

Dennis had no idea what a panic attack was, but he knew that sometimes his heart would 

race and he’d think he was losing his mind. Dennis mentioned this to his cousin one day 

at a family BBQ. Dennis’s cousin, who playfully referred to himself as a street pharma-

cist, suggested that he might have something that would help take the edge off. Dennis 

wasn’t crazy about sticking a needle in his arm, but he trusted his cousin. The drug gave 

him a calm feeling, making him numb to his usual feeling of hyperarousal.

Opium, used primarily to relieve physical pain, has been used and appreciated in 

various forms and cultures throughout history. Drugs such as heroin, morphine, and 

codeine are derived from the opium poppy and are classified as opioids. Methadone 

is an example of synthetic opioid. Thus, this class of drug spans the spectrum from 

legal and medically prescribed (though carefully controlled) drugs, such as codeine and 

morphine, to highly illegal and dangerous drugs, such as heroin.

Opioids produce pain relief, euphoria, sedation, reduced anxiety, and tranquility. To 

produce their characteristic high, they mimic the effect of the body’s natural opioids, endor-

phins or enkephalins, which the body releases in response to pain. Depending on the drug, 

dose, and method of delivery, opioids produce a broad range of effects. Besides pain relief 

and sedation, they cause narrowing of the pupils, constipation, flushed skin, itching, low-

ered blood pressure, slowed heart rate, and low body temperature. Opioids can be smoked, 

snorted, injected beneath the skin (“popped”), or mainlined (injected into the bloodstream).

Functional Impairment  Tolerance to opioids develops very rapidly, often after only 2 

or 3 days. Users often increase their dosage, and when taking preparations of unknown 

strength (as in the case of street drugs), they can unwittingly self-administer lethal doses. 

Similarly, administering a previously tolerated dose after a period of abstinence can lead 

to death from overdose. (See the feature “Real People, Real Disorders: Kurt Cobain—A 

Tragic End to a Life of Substance Abuse.”) Heroin is dangerous because of its phar-

macological effects and its underworld association with drug trafficking. The latter can 

include tainted preparations (to increase volume and profits), medical risks associated 

with sharing needles, and violence. All contribute to high mortality. Early withdrawal 

symptoms, which may appear as soon as 4 to 6 hours after stopping the drug, include 

rapid breathing, yawning, crying, sweating, and a runny nose. Withdrawal symptoms 

worsen with chronic use and may include hyperactivity, intensified awareness, agita-

tion, increased heart rate, fever, dilated pupils, tremors, hot and cold flashes, aching 

muscles, loss of appetite, abdominal cramps, and diarrhea (Merck & Co., 1995–2006). 

Symptoms can continue for 1 to 3 days, complicating the addict’s task of quitting.

When opiates are popped or mainlined with shared or unsterilized needles, 

medical complications may include viral hepatitis and liver damage, infections at the 

injection site, and transmission of the human immunodeficiency virus (HIV), which 

causes AIDS. Lung and immune system problems can develop as can neurological 

problems due to insufficient blood flow to the brain, potentially resulting in coma. 

Opioid use during pregnancy is particularly dangerous and can result in significant 

morbidity and mortality for mother and baby (Kaltenbach et al., 1998).

opioid  a drug group derived from the opium 
poppy that includes heroin, morphine, and 
codeine
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Epidemiology  Patterns of opiate use vary by age, socioeconomic status, education, 

and type of drug used. Many national surveys that target heroin use may underesti-

mate prevalence because of the difficulty of surveying current users due to living situa-

tion, failure to disclose, or health status and hospitalizations secondary to the dangers 

of sharing needles (i.e., HIV, AIDS, and hepatitis). Heroin use has been relatively 

stable since 2002 with only 0.1% of the population considered to be current users (they 

used heroin at least once in the past month) (Substance Abuse and Mental Health 

Services Administration, 2005).

Opiates other than heroin, such as codeine and morphine, are commonly 

prescribed for pain relief, particularly for people who are recovering from surgery. 

However, when not taken as directed, these prescribed drugs can also be abused. Of the 

1.8 million people admitted to hospitals for substance abuse treatment in 2003, 18% 

involved opiates as the primary illicit drug of abuse. Of these, 324,000 admissions—

84.3%—involved heroin while the remainder were for nonheroin opiates.

Kurt Cobain (1967–1994) was the lead singer, guitar-
ist, songwriter, and co-founder of the band Nirvana. 

Haunted by a troubled childhood, Cobain often expressed 
his past in his aggressive, dark, and distinctive music and 
was a seminal sound in the grunge rock movement of the 
late 1990s. Critics of popular music consider Cobain one 
of the most important musicians of his time. His career 
ended early; after a long battle with substance abuse, he 
committed suicide at the age of 27.

In 1986, Cobain began to use heroin sporadically. By 
the end of 1990, he was addicted. In 1992, he responded 
to his band’s concern about him: “I mean, what are they 
supposed to do? They’re not going to be able to tell me 
to stop. So I really didn’t care. Obviously to them it was 
like practicing witchcraft or something. They didn’t know 
anything about it so they thought that any second, I was 
going to die.” The same evening, Cobain overdosed.

Over the next two years, the cycle continued: over-
doses, hospitalizations, and short remissions were fol-
lowed by withdrawal symptoms and then subsequent 
abuse and more overdoses. Believing his last overdose 
was a suicide attempt, his wife, Courtney Love, called on 
their close friends to intervene. While Nirvana’s manager 
described Cobain as “denying that he was doing anything 

self-destructive,” he entered a detox program 
the following day at the urging of his friends. 
The next night, however, he left the center 
without telling anyone. On April 8, 1994, 
Cobain was found dead at his Seattle home 
with a shotgun at his side. His death was a result 
of a self-inflicted shotgun wound to the head.

Sadly, Cobain’s story is not unique. About 25% of com-
pleted suicides occur among drug and alcohol abusers. 
The suicide rate of people under age 30 is increasing, and 
suicide is among the most significant causes of death in 
both male and female substance abusers. In the months 
before their suicides, people like Cobain who abuse sub-
stances often see a doctor or are hospitalized for psychi-
atric problems. Helping a person at risk of suicide to get 
treatment for mental health and substance use problems, 
as well as increasing social support from family, friends, 
and health care professionals, is integral to reducing the 
risk of suicide.

www.cobain.com; Retrieved May 14, 2011.

http://www.samhsa.gov/prevention/suicide.aspx; Retrieved May 14, 
2011.

http://www.nimh.nih.gov/health/publications/suicide-in-the-us-
statistics-and-prevention/index.shtml; Retrieved May 14, 2011.

real people, real disorders

www.cobain.com
http://www.samhsa.gov/prevention/suicide.aspx
http://www.nimh.nih.gov/health/publications/suicide-in-the-usstatistics-and-prevention/index.shtml
http://www.nimh.nih.gov/health/publications/suicide-in-the-usstatistics-and-prevention/index.shtml
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LSD AND NATURAL HALLUCINOGENS

Hallucinogens produce altered states of bodily perception and sensation, intense emo-

tions, detachment from oneself and from the environment, and, for some users, feel-

ings of insight with mystical or religious significance. The effects are caused by a 

disruption of the nerve cells that influence the transmission of the neurotransmitter 

serotonin (National Institute on Drug Abuse, 2005b), resulting in an experience of the 

world that is very different from reality.

As with marijuana, the perceptual changes are often intensified experiences in 

which people become fascinated by minute details. Objects can become distorted and 

appear to shift and change shape. All five senses can be affected. Depending on the 

situation and the person, such “trips” can be experienced as pleasant and fascinating or 

deeply disturbing and frightening.

Many naturally occurring and synthetic hallucinogens exist. Naturally occurring 

hallucinogens include psilocybin (magic mushrooms) and mescaline (a product of the 

peyote cactus). The most widely known synthetic hallucinogen, lysergic acid diethyl-

amide (LSD), gained notoriety in the 1960s counterculture movement when the drugs 

were believed to “expand the consciousness.” LSD was first synthesized in the labora-

tory by Swiss chemist Albert Hoffman in 1938. His self-testing of the compound led 

to the following observations:

Last Friday, April 16, 1943, I was forced to stop my work in the laboratory in the middle 

of the afternoon and to go home, as I was seized by a peculiar restlessness associated 

with a sensation of mild dizziness. On arriving home, I lay down and sank into a kind of 

drunkenness which was not unpleasant and which was characterized by extreme activity

of imagination. As I lay in a dazed condition with my eyes closed (I experienced daylight as 

disagreeably bright) there surged upon me an uninterrupted stream of fantastic images of 

extraordinary plasticity and vividness and accompanied by an intense, kaleidoscope-like play 

of colors. This condition gradually passed off after about two hours. (http://www.history.

com) this day in history hallucinogenic effects of-LSD-discovered retrieved July 16, 2011).

Functional Impairment   Psychological symptoms such as emotional swings, panic, 

and paranoia can lead to bizarre or dangerous behavior. Tolerance builds up rapidly but 

fades after a few days. Hallucinogens do not produce classic withdrawal symptoms and 

are not physically addictive, but some users may experience perceptual distortions (hal-

lucinations) long after all traces of the drug have left the system. This condition, hal-

lucinogen persisting perception disorder, may result from stress or fatigue. The hallucina-

tions and distortions can be persistent or come in periodic short bursts, or “flashbacks.”

Epidemiology  Unfortunately, information on the epidemiology of hallucinogen use 

is even more sparse than that for other illicit drugs. Data from a national survey indi-

cate that an estimated 934,000 persons initiated use of a hallucinogenic drug in the 

preceding year (Substance Abuse and Mental Health Services Administration, 2005). 

Hallucinogen use appears to be more common in males (17.7%) than in females 

(11.7%) (Substance Abuse and Mental Health Services Administration, 2006).

INHALANTS

The drugs most commonly used by teenagers, inhalants, include substances such as 

cleaning fluid, gasoline, paint, and glue that are used as a source of inhalable fumes 

(Substance Abuse and Mental Health Services Administration, 2003). Inhalants are 

hallucinogen  a drug type that produces 
altered states of bodily perception and sen-
sations, intense emotions, detachment from 
self and environment, and, for some users, 
feeling of insight with mystical or religious 
significance

lysergic acid diethylamide (LSD)  a synthetic 
hallucinogen, first synthesized in 1938

inhalant  the vapor from a variety of chemicals 
that yields an immediate effect of euphoria or 
sedation and can cause permanent damage 
to all organ systems including the brain

http://www.history.com
http://www.history.com
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attractive because their effect is immediate and lasts between a few 

minutes and a few hours. The reinforcing effects include rapid onset 

of sedation, euphoria, and disinhibition, as well as the sensation of 

heat and excitement believed to enhance sexual pleasure. Their imme-

diate adverse effects include dizziness, drowsiness, confusion, slurred 

speech, and impaired motor skills. Other immediate, and poten-

tially fatal, effects include irregular heartbeat and respiratory failure 

(Maxwell, 2001). Inhalants act by quickly entering the bloodstream, 

dispersing throughout the body, and impacting the central nervous 

system and peripheral nervous system. Many different chemicals can 

be inhaled, so it is difficult to generalize about their effect. However, 

the vaporous fumes can change brain chemistry and may permanently 

damage the brain and central nervous system. Some of the chemicals 

that are inhaled include toluene (paint thinner, rubber cement), butane 

and propane gas (lighter fluid, fuel), fluorocarbons (asthma sprays), 

chlorinated hydrocarbons (dry-cleaning agents, spot removers), and acetone (nail pol-

ish remover, permanent markers).

Functional Impairment  Chronic exposure to fumes, regardless of the type, can cause 

severe damage to all vital organs including the brain and bone marrow, leading to com-

promised red blood cell production and anemia. Inhalants can also have a profound effect 

on nerves because they can damage the myelin—the protective fatty tissue that surrounds 

and protects nerve fibers. Myelin assists with the rapid communication necessary for nerve 

fibers. Damage can lead to muscle spasms and tremors, causing permanent interference 

with basic functions such as walking, bending, and talking. Magnetic resonance imaging 

(MRI) studies of inhalant abusers have found changes in brain structure including shrink-

age of the cerebral cortex, cerebellum, and brain stem. These changes lead to permanently 

impaired motor and cognitive abilities (Sherman, 2005). When people stop using inhal-

ants, withdrawal symptoms include weight loss, muscle weakness, disorientation, inatten-

tiveness, irritability, and depression (National Institute on Drug Abuse, 2004a).

Epidemiology   Inhalants are easily available: They are present in most homes, are 

inexpensive, and can be bought legally, all of which help to explain why they are 

often one of the first illicit drugs used by young people. With tobacco, alcohol, and 

marijuana, they round out the top four drugs used by youth in America (Centers for 

Disease Control and Prevention, 2004b). Data are not plentiful, but a national survey 

in 2003 found that 10.7% of youth ages 12 to 17 used an inhalant at least once in their 

lifetime (Substance Abuse and Mental Health Services Administration, 2003).

A comprehensive study in the U.S. Midwest documented clear sex differences in 

inhalant use with males more likely to try them (21.7%) and more likely to use them on 

a monthly basis (9.4%); comparable figures for females were 13.5% and 5.8%, respec-

tively (Ding et al., 2007). These data are consistent with national surveys (Substance 

Abuse and Mental Health Services Administration, 2006). Consistent patterns have 

also emerged for ethnicity and inhalant use, with whites and Hispanic youth being 

more likely to use inhalants and African Americans having the lowest rates (Centers 

for Disease Control and Prevention, 2004b; Ding et al.).

BEHAVIORAL ADDICTIONS

All of the substances that we have reviewed thus far are ingested into the body via one 

method or another. More recently, other behaviors have been proposed as possible 

Inhalants are often the drug of choice for 
youth of poor socioeconomic status around 
the world.
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behavioral addictions because they produce short-term positive effects that increase the 

behavior’s frequency even though they also produces negative consequences (Grant 

et al., 2010). This concept is gaining favor based on similarities in observable behav-

iors, self-report, and neurobiological research. Considerable controversy remains about 

whether behaviors such as pathological gambling, kleptomania, compulsive buying, 

and excessive sexual activity (nonparaphilic hypersexuality; see Chapter 8) should 

be viewed as addictions. Other behaviors in this category when repeated excessively 

include tanning, Internet use, and computer/video game playing (Holden, 2010).

Arguments in favor of the concept of behavioral addictions are based on their many 

similarities to substance addictions. First, individuals with these behaviors commonly 

report strong urges or cravings to engage in the behavior (Grant et al., 2010). Second, 

these behaviors are commonly comorbid with substance use disorders (Cunningham 

et al., 1998). Third, many of the same neurotransmitter systems and brain regions 

appear to be operative in these behaviors as in substance use disorders (Potenza, 2008). 

Finally, similar treatment approaches appear to be efficacious in treating both behav-

ioral addictions and substance use disorders (Grant et al.). Although the controversy is 

far from settled, ongoing neurobiological research may help determine whether these 

pathological repetitive and all-consuming behaviors are actual addictions.

SEX, ETHNICITY, EDUCATION, AND ILLICIT DRUG USE

We do not yet have enough research to form a clear picture of sex and ethnic differ-

ences among individuals with substance use disorders. This is particularly unfortunate 

because any efforts to prevent or treat substance use disorders need to be tailored to the 

needs of the population. We do know that the pathway to drug addiction for women 

differs from that for men. Although women are less likely to be substance abusers and 

tend to become abusers at later ages, they often become dependent more quickly and 

experience more severe consequences of drug use over shorter periods of time (e.g., 

Hser et al., 2004). Substance use in women is also often associated with relationship 

issues; women with substance use disorders are more likely to have a partner who also 

uses illicit drugs (Westermeyer & Boedicker, 2000). Women also more commonly 

turn to drugs when dealing with the breakup of a relationship (Amaro, 1995). Women 

who use substances also have more psychiatric comorbidity compared with male sub-

stance users with rates approximating 20% more than those in men (Kessler et al., 

1997). The disorders include anxiety, depression, borderline personality disorder (see 

Chapter 11), and post-traumatic stress disorder (Brooner et al., 1997; Cottler et al., 

2001; Trull et al., 2000).

When attempting to understand the role of ethnicity, two problems arise. First, 

relatively little research has been conducted explicitly on the topic of ethnicity and 

drug use. Second, in most of the research, the role of ethnicity is confounded with low 

socioeconomic status. Thus the relative impact of low socioeconomic status, poverty, 

and ethnicity must always be kept in mind when considering these data. Studies do 

indicate unique risks and needs among many minority individuals who misuse drugs. 

People from minority groups who live in inner-city areas are particularly vulnerable 

to drug use as a result of high levels of poverty, violence, and availability of street 

drugs (e.g., Avants et al., 2003). Data suggest, too, that illicit drug use differs across 

racial and ethnic boundaries. Specifically, in 2006, among persons ages 12 or older, 

the rate was lowest among Asians (3.6%). Rates were 13.7% for American Indians 

and Alaska Natives, 9.8% for blacks, 8.9% for persons reporting two or more races, 

8.5% for whites, 7.5% for Native Hawaiians or other Pacific Islanders, and 6.9% for 

Hispanics (Substance Abuse and Mental Health Services Administration, 2006).
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Education level is also associated with illicit drug use: It is lower among college 

graduates (5.9%) than among those who did not graduate from high school (9.2%), 

high school graduates (8.6%), and those with some college (9.1%) (Substance Abuse 

and Mental Health Services Administration, 2006).

concept CHECK

� Marijuana is derived from the Cannabis sativa plant; its active ingredient is THC; canna-

binoid receptors in the brain influence pleasure, learning and memory, higher cognitive 

functions, sensory perceptions, and motor coordination.

� CNS stimulants including cocaine and methamphetamine prolong wakefulness and sup-

press appetite. They also influence dopamine levels and produce dangerous elevations 

in blood pressure and heart rate and cardiovascular abnormalities, potentially leading to 

heart attack, respiratory arrest, and seizures.

� Sedative drugs include barbiturates and benzodiazepines. They are central nervous sys-

tem depressants that cause sedation and decrease anxiety.

� Hallucinogens include mescaline, LSD, and psilocybin (mushrooms). They produce altered 

states of bodily perception and sensations, intense emotions, detachment from self and the 

environment, and, for some users, feelings of insight with mystical or religious significance.

� Inhalants, which are inhalable vapors from a variety of chemicals, yield an immediate 

effect of euphoria or sedation and can cause permanent damage to all organ systems 

including the brain.

CRITICAL THINKING QUESTION Because various substances often lead to quite different 

“highs,” what factors might influence drug choice across individuals?

Etiology of Substance-Related Disorders
Friends and family often cannot understand why someone continues to use drugs when so 

much is at stake. A husband whose marriage is in jeopardy apparently “chooses” to return 

to drinking knowing divorce will be the consequence. A man who has had one warning at 

work for a positive urine screen smokes marijuana on a week night knowing that another 

positive test means he will lose his job. A pregnant woman continues to smoke even while 

reading the warning label on the cigarette pack. What drives people to make these self-

destructive choices? Once we blamed personal characteristics such as moral weakness or 

depravity, but as we have learned more about drug abuse, we have come to acknowledge 

the contribution of biological, behavioral, and sociocultural factors.

BIOLOGICAL FACTORS

To understand the biology of substance use, we must appreciate the effects not only 

of each substance on biology but also of an individual’s biology regarding potential to 

abuse alcohol or drugs.

Family and Genetic Studies   A substantial body of family, twin, adoption, and 

molecular genetic research has determined that both genes and environment affect the 

likelihood of substance abuse. After analyzing more than 17,500 MZ and DZ twin 

pairs from 14 different studies, researchers concluded that both genetic and environ-

mental factors influence whether a person ever starts smoking, continues smoking, 

and becomes dependent on nicotine (Sullivan & Kendler, 1999). Environmental fac-

tors seem to be particularly important in determining whether a person (especially 

learning objective 9.5
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an adolescent) starts smoking, and genetic factors are more prominent in influenc-

ing whether the smoker progresses to nicotine dependence. In addition, studies are 

under way to identify areas of the genome and specific susceptibility genes that may 

be important in nicotine dependence (Gelernter et al., 2004; Straub et al., 1999) Most 

genetic association studies have examined the dopaminergic system. These studies 

have identified associations within this system including dopamine receptor genes, 

transporter genes, and others, but not all results have been replicated.

Genetic factors account for about 50 to 60% of the variance in liability for alco-

hol dependence in both men and women (Prescott, 2001). The search for candidate 

genes has focused on many systems including the dopamine, serotonin, and GABA 

pathways. Studies are under way to further explain how genes influence alcohol depen-

dence. It is perhaps no coincidence that some overlap has been observed in the genes 

that influence both nicotine and alcohol dependence. Indeed, both disorders often co-

occur, and at least some of the same genes may influence the risk of developing each 

type of dependence (Grucza & Beirut, 2007).

Family, twin, and adoption studies are more difficult to conduct with illicit drug 

users because people who abuse substances are reluctant to report their use and to par-

ticipate in research. However, we do know that genetic factors play a substantial role. In a 

large Norwegian twin study, Kendler et al. (1997) reported heritability estimates for a range 

of illicit drug use (e.g., cannabis, stimulants, opiates, cocaine, and psychedelics) from 58 

to 81%. The remaining variance was attributed to individual-specific environmental effects.

We still do not know precisely what is inherited. We have not yet identified 

specific genes that explain why some people become addicted to substances while oth-

ers do not. Although the complete picture remains unclear, neurobiology, cognition, 

personality, and behavior may all contribute to addiction liability.

Neurobiology  From a neurobiological perspective, alcohol and drugs act on the part 

of the brain that is involved with processing pleasurable feelings (the reward system). 

The reward circuitry includes the ventral tegmental area and the basal forebrain (see 

Figure 9.3). By using neuroimaging technology, we can observe how this pathway 

is activated in response to drug administration. Importantly, although dopamine is 

FIGURE 9 .3

The dopaminergic system is the primary 
reward system in the brain. Major structures 
in the system including the ventral tegmental 
area (VTA), the nucleus accumbens, and the 
prefrontal cortex are highlighted. Information 
travels from the VTA to the nucleus accum-
bens and then up to the prefrontal cortex..
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commonly considered the “pleasure” neurotransmitter, other transmitters are also 

involved in the development and maintenance of addictive behaviors including the 

opioid, serotonergic, and GABA systems.

The endogenous opioid system is clearly involved in the reinforcing effect of opiates 

as well as that of alcohol and nicotine. This system is directly involved in how pleasur-

able we perceive the drug to be. As the Treatment of Substance Abuse and Dependence 

section illustrates, administering an opiate receptor antagonist, which blocks the positive 

effect of the drug, is effective in decreasing alcohol use in humans (Garbutt et al., 1999). 

Serotonin appears to be associated with alcohol use (LeMarquand et al., 1994) and may 

also be associated with the reinforcing properties (positive effects) of cocaine (White & 

Wolf, 1991). Sedative drugs may act primarily through the GABA system.

Thus several neurotransmitters are involved with the experience of reinforcement 

and reward associated with drug and alcohol use. In addition, genetic and environmental 

factors may combine to determine who is most vulnerable to the lure of such rewards. 

One hypothesis is that people at risk for drug and alcohol dependence have deficits in 

their brain reward pathway. For example, a person whose brain shows “low dopamine 

or hypodopaminergic” traits may need a dopamine “fix” to feel good (Blum et al., 2000). 

This deficit could lead the person to seek a drug that would provide that good feeling. 

Maladaptive behaviors that could develop in an attempt to boost dopamine include 

addictive, impulsive, and compulsive behaviors. Although we need further research to 

verify this model, recognizing that substance use is the result of a chronically under-

rewarded brain system can be a useful way for family and friends to understand the chal-

lenges of abstaining from alcohol and drugs that a person faces. This information also 

may help in developing approaches to treatment for substance dependence that focus on 

finding alternative rewarding experiences to replace those provided by drugs.

PSYCHOLOGICAL FACTORS

Although biology plays a central role, psychological factors also influence critical aspects 

of drug use, such as the decision to try a drug (initiation), the decision to continue using 

the drug, the frequency with which a drug is used, and the decision to stop drug use.

Behavioral Factors—Drugs as Reinforcers   Drugs are 

reinforcing in several ways, and operant conditioning helps 

explain the role of drugs as reinforcers. First, drug-induced 

euphoria produces positive physical feelings and increases the 

likelihood that the drug will be used again. This is positive 

reinforcement. Negative reinforcement also maintains drug 

use when repeated use removes an unpleasant state. A per-

son feeling tired and lethargic and who grabs a cup of coffee 

removes that lethargic state and experiences negative rein-

forcement. Positive reinforcement processes are more directly 

implicated in the initial stages of addiction with negative 

reinforcement mechanisms playing an increasingly important 

role as addiction progresses.

Conditioning through positive or negative reinforce-

ment involves more than the simple act of using the drug. 

Environmental aspects such as settings in which the drugs are 

taken, the people with whom drugs are used, or the paraphernalia used to administer 

the drugs themselves become cues (signals) to begin drug use (Caprioli et al., 2007). 

Drugs are reinforcers. They produce positive 
physical feelings increasing the likelihood that 
they will be used again.
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This is why, for example, some people who are trying to quit smoking say, “I do 

OK till I go into a bar—once I start to drink, I really need a cigarette.” This fits well 

with classical conditioning models of substance use (Domjan, 2005). In these models, 

external stimuli that have been paired with drug use produce some of the same bodily 

sensations that previously have been caused by the drug itself (i.e., the conditioned and 

unconditioned responses are similar). In this way, stimuli that previously had signaled 

the arrival of a drug (the sight of a person or passing a particular street corner) seem to 

set off a whole host of feelings and reactions that trigger drug use. In the case of drug-

compensatory conditioned responses, regulatory bodily changes occur in the presence 

of conditioned stimuli (e.g., drug paraphernalia, fellow drug users) to counteract the 

anticipated effects of drugs or alcohol (Siegel et al., 2000). An individual who does not 

engage in substance use following these compensatory bodily changes feels consider-

able pain and discomfort (i.e., withdrawal). As a result, the individual may engage in 

substance use as a way to escape from or avoid withdrawal symptoms (Domjan, 2005).

Laboratory paradigms can test the reinforcing effects of various drugs from both 

operant and classical conditioning perspectives. For example, laboratory animals can 

be given either free access to alcohol or drugs, or they can be trained to work (press 

a lever) in order to receive a drug. Changing the reinforcement schedule (free versus 

work) helps the researcher determine how reinforcing the drug is to the animal, allow-

ing comparisons of the relative reinforcing value of two drugs, for example, alcohol 

versus nicotine. Another approach—conditioned place preference—initially exposes the 

animal to two distinct but neutral environments (Cage A or Cage B). Then a drug 

is repeatedly paired with one of the environments (Cage A, for example). After the 

conditioning trials, the amount of time the animal spends in the “drug” environment 

helps establish its positive effects.

Cognitive Factors  Cognitive theories are based on the premise that how a person inter-

prets a situation influences the decision to use a drug (Beck et al., 1993). A social setting 

may activate thoughts (e.g., “I am much more relaxed after I have a beer” or “A line of 

cocaine will make me more sociable”) and make the person more likely to use the sub-

stance. Cognitions can also affect a person’s reaction to physiological symptoms associated 

with anxiety and craving (Beck et al.). A thought (e.g., “I cannot stand not having a ciga-

rette”) will increase awareness of cravings and enhance the reaction when craving occurs.

Based in social learning theory (Bandura, 1977a, 1977b), Bandura’s social cog-

nitive approach (1999) explores biased belief systems that maintain substance abuse. 

Briefly, several factors initiate and maintain substance use disorders: positive drug 

outcome expectancies (e.g., “this drug will make me feel good”), minimal negative 

expectancies (e.g., “I have never gotten caught”), and poor self-efficacy beliefs regard-

ing one’s ability to cope without drugs (e.g., “I don’t think I can survive another day of 

school without marijuana”). Although empirical studies have demonstrated a relation 

between positive outcome expectancies and substance use, such approaches rely on 

self-report of cognition, which is subject to bias.

Behavioral and cognitive theories focus on how expectations of outcome are 

associated with actual outcomes (i.e., relaxation, pleasure). The associations arise 

directly from the drug’s effects as well as from environmental factors that are paired 

with those positive feelings. Repeated exposure to the drug and the associated cues 

bias the information that a person recalls about drug use (i.e., remembering the buzz 

but not the hangover) (McCusker, 2001). Lapses and relapses occur when the cues for 

use outweigh the positive features of abstinence (e.g., keeping a relationship).
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SOCIOCULTURAL, FAMILY, AND ENVIRONMENTAL FACTORS

Among the factors associated with substance abuse, sociocultural dimensions are critical. 

Social, family, and environmental variables all combine with genetic predisposition to 

contribute to substance-related disorders. Many researchers have studied the contribu-

tion of family, peer, and socioeconomic factors to the development of substance-related 

disorders. In studies of both adolescents and adults, family and peer influence (Wang 

et al., 2007), trauma (Wills et al., 2001), and economic factors (Black & Krishnakumar, 

1998; Boles & Miotto, 2003) have all been associated with increased substance use and 

abuse. Although these relationships highlight the importance of environmental vari-

ables, exactly how they interact with genetic predisposition remains unknown.

Cultural, family, and social factors also may buffer or protect against substance 

abuse. The use of alcohol and nicotine has been found to be strongly and inversely 

related to dimensions of religiosity (Kendler et al., 1997). For example, the more 

strongly people identify themselves as being religious, the less likely they are to smoke 

or abuse alcohol. Although these relationships—both risk and protective—highlight 

the role of environmental variables, our understanding demands an integrated per-

spective on the roles of genes and environment. However, considering that substance 

use may play an important role in some cultures is also important.

DEVELOPMENTAL FACTORS

Many adolescents experiment with drugs, but most do not progress to abuse or depen-

dence (Newcomb & Richardson, 1995). Introduction to substance use at a young age and 

heavy use during adolescence are two risk factors (Kandel & Davies, 1992). Further, drug-

related problems (i.e., experiencing some symptoms without meeting full 

diagnostic criteria) in adolescence predict future substance use disorders, 

elevated levels of depression, and antisocial and borderline personality dis-

order symptoms (see Chapter 11) by age 24 (Rohde et al., 2001).

Drug involvement is typically progressive beginning with substances 

that are legal for adults (e.g., alcohol, nicotine), followed by marijuana and 

then other illicit drugs (Anthony & Petronis, 1995). For this reason, some 

argue that adolescent marijuana use is a gateway to other drug use, but 

this statement often is misinterpreted. Marijuana is the initial illicit drug 

used before that of other more harmful drugs (Daughters et al., 2007). 

However, “gateway” is usually interpreted to mean that marijuana use 

somehow precipitates the use of other drugs. Precipitating factors might 

include environmental factors, such as increased access to other drugs or 

pharmacological factors, in which case marijuana use might make one 

vulnerable to developing dependence on other drugs. It is also important 

to note that many people never “graduate” past marijuana at all and others may briefly 

experiment with other drugs but not progress to regular use (Tarter et al., 2006).

Regardless of whether marijuana is a gateway drug, more direct developmental 

consequences are associated with its use. If it is used chronically, any drug can have 

damaging effects with biological consequences such as compromised brain develop-

ment. Chronic use also has social consequences such as “arrested development” in 

which normal developmental experiences and growth opportunities may be missed 

due to excessive marijuana use. Many individuals who use substances throughout their 

adolescence simply stop using on their own as they enter adulthood. For those who 

reach the point of substance dependence, however, recovery is more difficult even with 

treatment. For this reason prevention efforts are especially relevant for adolescents. 

Low socioeconomic conditions and the 
absence of alternative reinforcers can 
increase the risk of engaging in substance 
abuse.
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The most effective approaches focus on skills-based programs as opposed to providing 

information or using scare tactics (Nation et al., 2003).

concept CHECK

� Genetic factors contribute to alcohol and drug use disorders although the specific way 

in which genes influence substance abuse remains unknown.

� Most drugs of abuse either directly or indirectly stimulate the “reward center” of the 

brain, located in the ventral tegmental area.

� Although dopamine is often highlighted as the neurotransmitter involved with pleasure 

or reward, the serotonergic, GABA, and opioid systems are also involved in the experi-

ence of reward associated with drug use.

� Euphoria, excitement, relaxation, and feelings of intimacy are all part of the positive 

reinforcement that may be experienced when using illicit drugs.

� Cognitive factors including expectancies and self-efficacy influence a person’s ability to 

remain drug free.

CRITICAL THINKING QUESTION Although we discuss how genes and environment interact 

to influence the risk for drug abuse, can you describe a situation in which someone who 

is at low genetic risk might develop drug abuse solely due to environmental exposures? 

Similarly, can you describe a scenario in which someone with very high genetic liability 

would never develop a drug abuse problem?

Treatment of Substance Abuse 
and Dependence
The choice of treatment is based on several factors including which drug is being 

abused and the person’s particular characteristics and resources. Treatment should be 

both multifaceted and individually tailored. Medical treatment both for detoxifica-

tion and reduction of cravings for a substance may be useful, but the best evidence 

is for behavioral treatment approaches. For these disorders, treatment should be as 

intense and long lasting as possible. For severe substance use problems, residential 

treatment may help people recover away from potential substance use triggers. Less 

intensive options, such as day hospitalization or outpatient treatment, are also pos-

sible. Although treatment is available across all ages and social strata, evidence indi-

cates that minority individuals from low-income settings sometimes have difficulty 

finding adequate specialized treatments. We cover the treatment of substance abuse 

here broadly, highlighting evidence-based approaches when they exist.

Judging the effectiveness of an intervention is complex. For some drugs, such 

as heroin and amphetamines, the goal might be total abstinence and no relapse. For 

other drugs, such as alcohol, some researchers have argued that drinking moderately, 

and in a controlled way, may be an acceptable goal (see the feature “Examining the 

Evidence; Controlled Drinking” on page 346). Thus evaluating treatment efficacy can 

be daunting—especially when comorbid psychopathology, legal, or financial compli-

cations may interfere with treatment success.

Thirteen principles of effective treatment must be considered before deciding on 

a specific treatment approach. See Figure 9.4 for these guiding principles and a frame-

work for approaching intervention as well as a glimpse into the complexity of treating 

these often intractable disorders. With these critical factors in mind, we now explore 

the various types of interventions.

learning objective 9.6
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THERAPIES BASED ON COGNITIVE  
AND BEHAVIORAL PRINCIPLES

Interventions based on cognitive and behavioral principles are efficacious in treating 

substance use (Dutra et al., 2008). Each strategy targets the function of substance use 

and uses interventions that focus on the cognitive, behavioral, and or environmental 

factors maintaining substance use.

Avoidance of the Stimulus  In some treatments for substance abuse, people may be 

instructed to avoid stimuli that are related to past drug use (e.g., fellow drug users, drug 

paraphernalia) (Read et al., 2001). Evidence for the usefulness of this strategy comes 

from studies of returning Vietnam veterans who were addicted to heroin while in 

Vietnam and treated before returning home (Robins & Slobodyan, 2003). The rate of 

relapse for these soldiers was significantly less than for comparable groups of civilians 

Adapted from the National Institute on Drug Abuse (2000)

http://www.springerlink.com.libproxy.lib.unc.edu/content/lx2823g88243520t/fulltext.pdf
http://www.nida.nih.gov/PODAT/PODATindex.html

1. No single treatment is appropriate for all individuals.

2. Treatment needs to be readily available.

3. Effective treatment attends to multiple needs of the individual, not just his 
    or her drug use.

4. An individual's treatment and services plan must be assessed continually and
    modified as necessary to ensure that the plan meets the person’s changing needs.

5. Remaining in treatment for an adequate period of time is critical for treatment
    effectiveness.

6. Counseling (individual and/or group) and other behavioral therapies are critical
    components of effective treatment for addiction.

7. Medications are an important element of treatment for many patients, especially 
    when combined with counseling and other behavioral therapies.

8. Addicted or drug-abusing individuals with coexisting mental disorders should have
    both disorders treated in an integrated way.

9. Medical detoxification is only the first stage of addiction treatment and by itself 
    does little to change long-term drug use.

  
10. Treatment does not need to be voluntary to be effective.
 
11. Possible drug use during treatment must be monitored continuously.

12. Treatment programs should provide assessment for HIV/AIDS, hepatitis B and C,
      tuberculosis and other infectious diseases, and counseling to help patients modify 
      or change behaviors that place themselves or others at risk of infection.

13. Recovery from drug addiction can be a long-term process and frequently 
      requires multiple episodes of treatment.  

References 

FIGURE 9 .4

Because people abuse so many different substances and people who abuse substances have 
so many different characteristics, substance abuse treatment must be multifaceted.

http://www.springerlink.com.libproxy.lib.unc.edu/content/lx2823g88243520t/fulltext.pdf
http://www.nida.nih.gov/PODAT/PODATindex.html


substance use disorders 347

whose experience with heroin was on their home territory. One reason for the reduced 

relapse in veterans may have been their removal from the environment in which heroin 

use occurred. Although avoidance of drug-related stimuli can prevent the occurrence 

of cravings and relapse, many remain skeptical about the value of this approach. Long-

term avoidance of all drug cues is virtually impossible for most people, and complete 

avoidance of drug-related stimuli fails to teach individuals more adaptive behaviors 

that are incompatible with taking drugs (Rohsenow et al., 1990).

Relapse prevention  A widely used cognitive-behavioral intervention is relapse pre-

vention (RP; Marlatt & Gordon, 1985). RP uses functional analysis (see Chapter 3) to 

identify the antecedents and consequences of drug use and then to develop alternative 

cognitive and behavioral skills to reduce the risk of future drug use. Working together, 

the therapist and patient identify high-risk situations and the (a) trigger for that situa-

tion, (b) thoughts during that situation, (c) feelings experienced in response to the trig-

ger and thoughts, (d) drug use behavior, and (e) positive and negative consequences of 

drug use. After analyzing this behavior chain, the therapist and patient develop strategies 

for altering thoughts, feelings, and behaviors to help avoid or manage situations that 

threaten the patient’s commitment to abstinence (Wheeler et al., 2006).

In the relapse prevention model, a lapse is a single instance of substance use and a 

relapse is a complete return to pretreatment behaviors. A core feature of RP, abstinence

violation effect, focuses on a person’s cognitive and affective responses to engaging in 

a prohibited behavior. How a person responds to or interprets the lapse, and not the 

lapse itself, determines whether the lapse becomes a relapse (Collins & Lapp, 1991; 

Curry et al., 1987; Larimer et al., 1999; Shiffman et al., 1997). For example, if after 

having one drink, a recovered alcoholic says, “I’m a failure, I’m an incurable addict, 

I may as well give up” has a higher chance of progressing to a relapse than someone 

whose response is “I had one drink, but that doesn’t mean I have to have two. I can 

stop now, pour the rest of this away, and still be successful in my commitment to quit.” 

The abstinence violation effect acknowledges that a person can have positive affective 

responses to a lapse independent of the cognitions (e.g., “That scotch felt good going 

down”) (Hudson et al., 1992; Ward & Hudson, 1996). Attention to these cogni-

tions is essential to successful relapse prevention. In other words, we cannot ignore the 

fact that drug use simply might be pleasurable. Acknowledging these positives can be 

explored in functional analysis or problem-solving therapy by focusing on finding both 

other pleasurable activities and other strategies aside from seeking pleasure to cope 

with negative events.

Stages of Change and Motivational Enhancement Therapy (MET)  Despite the 

severe impairment in social and occupational functioning that substance abuse causes, 

a drug’s reinforcing effect can be so strong that the desire to use it overshadows any 

negative consequence. Two critical issues related to this situation are how to motivate 

people to enter treatment and how to tailor treatment to the motivational level of the 

individual. The transtheoretical model (TTM) proposes a five-stage sequential model 

of behavioral change (Prochaska & DiClemente, 1983). Limited awareness of the prob-

lem, few emotional reactions to substance abuse, and resistance to change characterize 

precontemplation. Individuals in the contemplation stage are more aware of the problem 

and weigh the positive and negative aspects of their substance abuse. The preparation

stage is marked by a decision to take corrective action (within the next month), and 

the action stage is characterized by actual attempts to change environment, behavior, 

relapse prevention  the treatment approach 
that uses functional analysis to identify the 
antecedents and consequences of drug use 
and then develops alternative cognitive and 
behavioral skills to reduce the risk of future 
drug use

abstinence violation effect  the core feature 
of relapse prevention, which focuses on a 
person’s cognitive and affective responses to 
re-engaging in a prohibited behavior

transtheoretical model  a five-stage sequen-
tial model of behavioral change
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or experiences. Once entering the maintenance stage, individuals are acquiring and 

engaging in behaviors that are designed to prevent relapse. Evidence strongly supports 

this model and its relevance for treating substance use disorders (Migneault et al., 

2005).

Motivational interviewing begins by identifying each person’s place on the TTM 

model as the entry to motivate people to change. This approach differs greatly from 

more traditional approaches that are more confrontational and require a patient to be 

ready to quit for therapy to proceed. Motivational interviewing (Miller, 1983; Miller 

& Rollnick, 1991) uses principles of motivational psychology to produce rapid, inter-

nally motivated change and to mobilize the patient’s own resources for change. This 

may include focusing on patient strengths as opposed to weaknesses and getting the 

patient to collaborate in the selection of goals and how to achieve them. MET’s goal 

is to help the individual move through the stages of change swiftly and effectively in 

order to achieve sustained treatment response. MET can be used alone or as prepara-

tion for other interventions. It is effective for adults across a wide range of substances 

(Tait & Hulse, 2003) but may be especially relevant for adolescents whose ambiva-

lence about abstinence may be more common (Grenard et al., 2006; Tevyaw & Monti, 

2004).

Skills Training   Skills training is an important part of cognitive-behavioral therapy. 

Skills training approaches are based on the idea that substance users may lack some of 

the basic skills that are necessary for everyday coping. For this reason, these approaches 

are sometimes called coping skills interventions. Approaches targeting coping and social 

skills training are among the most widely used (O’Leary & Monti, 2002). According 

to this approach, interpersonal, environmental, and individual skill deficits pose a chal-

lenge to sobriety, and the goal is to teach the basic skills that enable substance users to 

manage problematic aspects of their life. The Community Reinforcement Approach 

(Hunt & Azrin, 1973; Meyers et al., 2003) is based on the same principles and includes 

a broad range of skills training including vocational counseling but especially targets 

identifying and building the substance user’s social network and other support systems. 

Data support this approach both as a stand-alone treatment and as an adjunct to medi-

cation and other treatment approaches (Read et al., 2001).

Although complete abstinence is a goal of most approaches, treatments for alco-

holism such as behavioral self-control training focus on strategies to help the individ-

ual control alcohol use. Strategies include goal setting, self-monitoring, efforts to limit 

use, rewards for achieving goals, functional analysis of drinking situations, learning 

alternate coping skills, and relapse prevention. Considerable evidence supports the use 

of this approach (Walters, 2000).

Behavioral Therapies Based on Classical and Operant Conditioning  Although

many interventions include both behavioral and cognitive components, several are 

rooted more specifically in behavior theory. Some behavioral interventions are focused 

on classical conditioning and center on the physiological aspects of substance use. One 

prominent example is aversion therapy (also known as aversive conditioning). As we 

have noted, substance use in most cases is associated with positive sensations. Aversion 

therapy repeatedly pairs drug or alcohol use with an aversive stimulus (e.g., electric 

shock) or images (e.g., having patients imagine unpleasant images each time they 

visualize drug use). Although questions remain regarding its efficacy, especially when 

used alone, it may be an important element of a comprehensive treatment program 

aversion therapy  a treatment approach that 
repeatedly pairs drug or alcohol use with an 
aversive stimulus or images
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(Howard et al., 1991; Rimmele et al., 1995; Upadhyaya & Deas, 2008). Similarly, 

behavioral interventions such as relaxation training and biofeedback can help the indi-

vidual minimize and overcome physiological urges to use substances as well as reduce 

stress and tension for which substance use may be a coping strategy.

Some behavioral interventions focus more directly on operant conditioning. For 

example, inpatient and residential treatment programs (and some outpatient programs) 

implement contingency management approaches (Prendergast et al., 2006) in which 

rewards (either concrete reinforcers such as money or intangible reinforcers such as 

program privileges) are provided for treatment compliance, such as having 

negative urine screens for drugs. Compared with 12 weeks of usual treat-

ment alone, adding contingency management for methamphetamine users 

resulted in less drug use and longer periods of abstinence (Roll et al., 2006). 

This finding suggests that contingency management holds promise as a 

component of treatment for methamphetamine use.

Twelve-Step Approaches  If you have ever seen a discreet advertisement 

for a meeting of “Friends of Bill W,” you saw a notice for an Alcoholics 

Anonymous (AA) meeting. Established in 1935 by “Bill W.” Wilson and 

Robert Hilbrook Smith, AA’s 12-step approach (see Figure 9.5) is based 

on the need for abstinence. It begins with the realization that the individ-

ual is powerless over the addiction, and it provides a structured approach 

to remaining sober. Members attend regular meetings and are assigned 

a sponsor whom they can call if they feel unable to maintain sobriety or need sup-

port. Each year of sobriety is acknowledged, and social support is crucial. Based on 

contingency management approach  a treat-
ment approach in which rewards are provided 
for treatment compliance

Group meetings help people struggling with 
substance abuse find support and account-
ability.

  1. We admitted we were powerless over alcohol—that our lives had become unmanageable.
  2. Came to believe that a Power greater than ourselves could restore us to sanity.
  3. Made a decision to turn our will and our lives over to the care of God as we understood Him.
  4. Made a searching and fearless moral inventory of ourselves.
  5. Admitted to God, to ourselves and to another human being the exact nature of our wrongs.
  6. Were entirely ready to have God remove all these defects of character.
  7. Humbly asked Him to remove our shortcomings.
  8. Made a list of all persons we had harmed, and became willing to make amends to them all.
  9. Made direct amends to such people wherever possible, except when to do so would injure
 them or others.
10. Continued to take personal inventory and when we were wrong promptly admitted it.
11. Sought through prayer and meditation to improve our conscious contact with God as we
 understood Him, praying only for knowledge of His will for us and the power to carry that out.
12. Having had a spiritual awakening as the result of these steps, we tried to carry this message to
 alcoholics, and to practice these principles in all our affairs.

The Twelve Steps are reprinted with permission of Alcoholics Anonymous World Services, Inc. (“AAWS”) Permission 
to reprint the Twelve Steps does not mean that AAWS has reviewed or approved the contents of this publication, or 
that AAWS necessarily agrees with the views expressed herein. A.A. is a program of recovery from alcoholism only — 
use of the Twelve Steps in connection with programs and activities which are patterned after A.A., but which address 
other problems, or in any other non-A.A. context, does not imply otherwise.

FIGURE 9 .5
Twelve Steps of Alcoholics Anonymous
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the popularity of AA, additional 12-step approaches have been developed including 

Narcotics Anonymous (NA) and Overeaters Anonymous (OA).

While behavioral and cognitive-behavioral approaches focus on developing skills 

to control addiction, the 12-step approach emphasizes an unmanageable life, an inability 

to control addiction, and participants’ belief that only a Higher Power can cure them of 

their addiction. Although the evidence base is not extensive, some studies suggest that 

AA is effective. Personal testimonies also attest to its power (Ouimette et al., 1997) as 

well as other aspects common to more empirically based treatment reviewed above such 

as structure, social support, and identification of nonsubstance rewards (Moos, 2008).

Opinions remain divided on 12-step approaches. For people who have found 

the focus on God inconsistent with their own beliefs, a set of steps that is less focused 

on religion has been developed (e.g., Rational Recovery). Even without an extensive 

evidence base, if the 12-step programs are efficacious for only a percentage of addicted 

individuals, they deserve a place among available treatments.

ETHICS AND RESPONSIBILITY

Although psychologists treat substance abuse and dependence, they too can suffer from 

these disorders, interfering with their ability to practice their profession. The American 

Psychological Association’s “Ethical Principles of Psychologists and Code of Conduct” 

(see Chapter 15) states clearly that “[w]hen psychologists become aware of personal 

problems that may interfere with their performing work-related duties adequately, they 

take appropriate measures, such as obtaining professional consultation or assistance, and 

determine whether they should limit, suspend, or terminate their work-related duties” 

(American Psychological Association, 2002).

When a psychologist is not yet aware or ready to admit that a problem with 

substance abuse exists, colleagues are ethically obligated to intervene. Yet despite their 

training, psychologists are often hesitant to confront impaired colleagues directly. They 

fear alienating them, being wrong in their suspicions, being labeled a whistle-blower, 

or feeling as if they crossed an inappropriate boundary (Pincus, 2003). Professional 

associations offer services, but the number of professionals who seek assistance vol-

untarily is smaller than the number of professionals estimated to be impaired (Floyd 

et al., 1998). Because psychology is a licensed profession, state licensing boards have 

guidelines about substance abuse in professionals and, depending on the problem and 

whether harm has occurred to a patient, disciplinary options can include monitoring 

the psychologist’s work for a period of time, mandatory treatment, and even revoking 

the psychologist’s license to practice. Colleague assistance programs play an important 

role in educating psychologists on reducing stress through self-care and in providing 

services for professionals who self-refer for help or are referred by others (APA, 2006; 

Pincus, 2003; Pincus & Delfin, 2003). These programs also provide training, consul-

tation, and support to psychologists who are concerned about a colleague. Ultimately 

through rehabilitation, professional monitoring, or other disciplinary action, the com-

bined aims of the ethical principles of conduct and the oversight of licensure boards 

are designed to reduce the chances that an impaired psychologist could do harm by 

practicing psychology when competence is compromised (APA).

BIOLOGICAL TREATMENTS

Biological interventions play an important role in the treatment of substance abuse 

and dependence. They can be used as the sole intervention or as an adjunct to psycho-

logical or community interventions.
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Withdrawal symptoms can be severe and occasionally lethal. Detoxification,

medically supervised drug withdrawal, is necessary to treat substance dependence—

but it is only the first step. Medications can reduce withdrawal symptoms and decrease 

the likelihood of adverse effects. For example, benzodiazepines can be administered to 

reduce the likelihood of an alcoholic developing DTs.

Agonist substitution is a type of therapy that substitutes a chemically similar 

safe medication for the drug of abuse. Chemically safe means several things. First, the 

substitute drug binds with the same receptors as the target drug, thereby preventing 

any pharmacological effect (“high”) of the target drug. Although the substitute shares 

many similarities with the target drug, it also differs in several key ways. The substi-

tute works more slowly and has fewer acute pharmacological effects with no resulting 

high and subsequent crash. Although some potential for drug dependence may exist, 

it typically is far less severe than with the target drug. People taking an agonist substi-

tution drug are still taking a drug regularly, but with few of the social, occupational, 

and physical impairments associated with the target drug. The most widely known 

agonist substitute is methadone, used as a replacement for heroin. Distributed under 

controlled conditions in “methadone clinics,” methadone removes the substantial risk 

associated with obtaining and injecting heroin. Some individuals continue on metha-

done therapy indefinitely, but considerable evidence suggests that coupling metha-

done with counseling, individual psychotherapy, or contingency contracting improves 

treatment outcome (O’Brien et al., 1995).

Nicotine Replacement Therapy  Whereas methadone replacement substitutes one 

drug for another, some replacement therapies vary the method of drug delivery rather 

than the drug itself. Nicotine replacement therapy (NRT) is safe and effective when 

used as part of a comprehensive smoking cessation program. NRT is available over 

the counter as gum or a patch and by prescription as a puffer or inhaler or sublingual 

(under the tongue) lozenges. NRT replaces nicotine from cigarettes, reduces with-

drawal symptoms, and helps the patient resist the urge to smoke. NRT approaches 

increase the odds of quitting approximately 1.5- to 2-fold both with and without addi-

tional counseling (Silagy et al., 2004).

Antagonist Treatments  Because the positively reinforcing effects of drugs appear 

to be a major factor in their use, could drug use be discontinued if these sensations 

were blocked by a drug that antagonized (acted against) the action of the drug being 

abused? Several studies have examined the efficacy of the opioid antagonists nal-

trexone and nalmefene to treat alcohol abuse. Naltrexone reduces the risk of relapse 

to drink heavily and the frequency of drinking when compared with placebo, but 

it does not substantially enhance abstinence (Garbutt et al., 1999). More recently, 

long-acting injectable preparations of naltrexone were found to reduce heavy drinking 

among alcohol-dependent patients during 6 months of therapy (Garbutt et al., 2005). 

Although antagonist drugs do not miraculously reverse drug use, they are a valuable 

pharmacological tool worth investigating further.

Aversive Treatments  Similar to aversion therapy, aversive pharmacological inter-

ventions pair ingestion of the substance with a noxious physical reaction. The best 

known substance is disulfiram, or Antabuse. Disulfiram prevents the breakdown of 

acetaldehyde (a substance found in alcohol), and the buildup of this substance in the 

body produces the noxious feelings. While taking Antabuse, people who consume  

detoxification  a medically supervised drug 
withdrawal

agonist substitution  a type of therapy that 
substitutes a chemically similar medication for 
the drug of abuse

methadone  the most widely known agonist 
substitute; used as a replacement for heroin

nicotine replacement therapy  a safe and 
effective therapy used as part of a compre-
hensive smoking cessation program

The nicotine patch allows for controlled 
release of nicotine into the body and helps 
with smoking cessation.

Antabuse  an aversive medication that pairs 
the ingestion of a drug with a noxious physical 
reaction
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alcohol experience nausea, vomiting, and increased heart rate and respiration. 

Controlled studies of disulfiram reveal mixed results. Its use reduces drinking frequency,

but minimal evidence has been found to support improved continuous abstinence rates 

(Garbutt et al., 1999). Discontinuing the drug is all that is required to return to drink-

ing without the noxious symptoms.

Vaccines   A truly novel approach to treatment is immunopharmacotherapy—or vac-

cination against drug use. A vaccine produces antibodies that bind to the targeted 

drug before it reaches the brain and therefore blocks its positive, reinforcing effects. 

Attaching drugs to proteins from the blood can trigger an immune response, and the 

body generates antibodies against the drugs. As early as 1974, researchers discovered 

that when rhesus monkeys already addicted to heroin were vaccinated, the monkeys 

significantly reduced the number of times they pressed a lever for heroin, indicating 

examining 

� The Facts Many conceptualizations (disease model) and 
treatment approaches (AA, therapeutic communities) for alco-
hol are based on the idea that complete abstinence is the only 
acceptable approach to overcoming alcohol dependence. 
Over the last 50 years, researchers have begun to question 
this all-or-nothing approach.

� The Evidence Mark and Linda Sobell conducted the best 
known study of what is now called controlled drinking (Sobell & 
Sobell, 1973). Results indicated that people receiving behavioral 
treatment for alcoholism combined with learning skills to engage 
in nonproblematic drinking had significantly more “days func-
tioning well” during a 2-year follow-up period than those receiv-
ing a treatment aimed at abstinence (Sobell & Sobell, 1973, 
1978). Can alcoholics be taught to control their drinking?

� Let’s Examine the Evidence Although this research was 
well received, it also had detractors (Pendery et al., 1982) and 
inspired spirited criticism in sources such as the New York Times
and the television news show 60 Minutes, suggesting that the 
research was both flawed and potentially fraudulent. However, 
an independent investigation of the Sobells’ research sup-
ported the integrity of this work on all counts. Alan Marlatt, 
a leading researcher in the area of alcohol, suggested that 
the media closely covered the critiques of the Sobells’ work 
but paid little attention to the evidence supporting its integ-
rity and validity (Marlatt et al., 1993). The controversy over 
controlled drinking still continues, but it has taken its toll on 

the scientific community, and research directly bearing on 
this question has been pursued less frequently than might be 
expected (Coldwell & Heather, 2006).

� What Are Alternative Explanations for This Controversy?  
Probably the clearest finding from this research is that con-
trolled drinking approaches may be especially suited to indi-
viduals with less severe drinking problems (Sobell & Sobell, 
1995) although other researchers question the apparent 
consensus that it is not a suitable approach for more severely 
dependent drinkers (Heather, 1995). Today the spirit of con-
trolled drinking lives on, but the name has not widely sur-
vived. “Harm reduction” is the most common name now used 
(Marlatt et al., 1993). Although harm reduction shares many 
of the same goals of controlled drinking, it has received less 
critical attack, and initial evidence is encouraging (Witkiewitz 
& Marlatt, 2006). Furthermore, treatment approaches such as 
motivational interviewing (Miller, 1983) place the client’s pref-
erences and goals at its center, and allow patients to choose 
controlled drinking as a strategy for treatment. Yet it is nota-
ble that in many cases even motivational interviewing is con-
ducted within settings favoring an abstinence-only approach 
(Coldwell & Heather, 2006).

� Conclusion Although no one would argue that abstinence 
is bad, researchers in the tradition of controlled drinking hope 
to provide alternatives for people who may be able to attain a 
normal and healthy life without completely avoiding alcohol.
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that the vaccine blocked the heroin high (Bonese et al., 1974). Since then, animal 

models have been developed for immunization against cocaine, nicotine, hallucino-

gens, and methamphetamine, suggesting the potential efficacy of these treatments in 

humans. Human clinical trials are currently under way for vaccines against cocaine 

and nicotine (Meijler et al., 2004). If effective, this intervention could have intriguing 

social ramifications. Will parents vaccinate their children against nicotine, alcohol, 

marijuana, and other drugs just as they do against polio, measles, and mumps? Will 

the tobacco companies resist the vaccines because they will infringe on the free mar-

ket? Will prisoners who have committed drug-related crimes be vaccinated against 

their will? Many important ethical and social questions will arise as the efficacy of the 

immunopharmacotherapy approach becomes clear.

SEX AND RACIAL/ETHNIC DIFFERENCES IN TREATMENT

Women face unique barriers to obtaining treatment for substance abuse, which may 

account for findings suggesting that women are less likely to enter treatment then men. 

For instance, limited access to child care and society’s punitive attitude toward mothers 

who abuse drugs can keep them from admitting that they have a problem and seeking 

help (Allen, 1995). Women also differ from men in their response to treatment although 

the data are inconsistent. Several studies have reported that women are more likely than 

men to drop out of substance abuse treatment although this finding is far from conclu-

sive (Bride, 2001; Joe et al., 1999; McCaul et al., 2001; Simpson et al., 1997).

In addition to sex differences, treatment studies also suggest that ethnic and 

racial minorities are less likely to seek and/or complete treatment, to receive treatment 

services, and to achieve recovery ( Jerrell & Wilson, 1997; Rebach, 1992). Importantly, 

however, several studies indicate that minority clients do not differ from nonminority 

clients in their response to treatment (Pickens & Fletcher, 1991). Clearly, additional 

research is needed to identify which factors predict poor or favorable treatment out-

comes among minority individuals. Lundgren and colleagues (2001) found that dif-

ferent racial and ethnic groups enter different types of drug treatment. Specifically, 

Latino drug users were a third less likely than white drug users to enter residential 

treatment, and African American drug users were half as likely as white drug users 

to enter methadone maintenance treatment. Another critical factor is that minority 

groups may receive inferior treatment based on reduced effectiveness and treatment 

costs allocated per patient (Schulman et al., 1999).

Our ability to truly understand how best to prevent and treat substance use disor-

ders will require a solid foundation of research that considers the specific needs and chal-

lenges associated with sex, ethnicity and race, and socioeconomic status. Considerable 

care must be taken not to assume that any particular conclusion applies to all groups.

concept CHECK

� Substance use disorders are difficult to treat. As part of multifaceted interventions, 

behavior therapy procedures such as contingency management therapy and aversion 

therapy play a prominent role.

� Relapse prevention strategies focus on the cognitive responses to lapses and relapses 

and help the patient maintain abstinence after successful treatment.

� Twelve-step programs focus on powerlessness over the addictive process and on com-

plete abstinence from the substance.
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� Antagonist treatments use one drug to block the reinforcing properties of another drug, 

thus reducing its pleasurable effects and lessening the risk of relapse.

� Aversive medications such as Antabuse pair the ingestion of a drug with a noxious physi-

cal reaction.

� Vaccines are being developed to eliminate the positive and reinforcing physical response 

to various drugs.

CRITICAL THINKING QUESTION With some psychiatric illnesses, the patient and the thera-

pist are “on the same side.” They both want to take the symptoms away (e.g., Doctor, 

please help me get rid of the phobia that interferes with my life). With substance abuse, 

this is often not the case. If you are the therapist, what are the therapeutic challenges of 

working with a patient whose goals may differ from yours?

THE TREATMENTTHE PROBLEM

THE PATIENT

Gloria—Treating Poly-Substance Abuse

 science life

The court mandated Gloria, 36 years old, to 30 days of residen-
tial treatment at a community center.

At the time of her arrest, Gloria was living with her boyfriend 
of 3 years, their 2-year-old son, and one child from a previous 
relationship. She had dropped out of high school but did get 
her GED. She had a series of low-paying jobs and most recently 
lost her job as a cashier at a diner after she stole money from 
the cash register. She depended financially on her boyfriend, 
whose source of income was unknown. When Gloria arrived at 
the facility, she denied substance use within the prior 24 hours 
and reported some physical and psychological discomfort due 
to withdrawal. She was agitated, her speech was pressured, 
and her thoughts and speech were disorganized. She denied 
any hallucinations or delusions.

At intake, Gloria met the criteria for current crack/cocaine 
dependence and alcohol abuse. In the past, she had used 
marijuana, amphetamines, and heroin. A previous HIV test was 
negative. Her family history was positive for heroin and cocaine 
dependence (father), alcoholism (mother), and death by heroin 
overdose (brother). Her boyfriend was a crack user who was 
not interested in receiving treatment, and he had interfered 
with her earlier attempts to get sober. Gloria worried that 
her daughter was using drugs and engaging in unsafe sexual 
activity, which concerned her greatly because she hoped her 

daughter could escape the cycle of high-risk behaviors that 
characterized her family.

Gloria’s mandated treatment followed her arrest for stealing 
from the diner, which was her only arrest. She had had three 
previous contacts with the legal system when neighbors, 
fearing for her children, called the police in response to loud 
yelling and throwing objects against the wall. On each occa-
sion, the police left, giving the couple a warning only. Gloria 
had denied any abuse or imminent danger to herself or her 
children.

The only hint that Gloria was interested in treatment for 
her addictions was her concern about her daughter and worry 
that her baby would be placed in foster care. Although she was 
clear that her boyfriend was not supporting her treatment, she 
did mention a sister as well as members of her church who she 
felt would support her.

In addition to her substance abuse problems, Gloria 
reported a period lasting for about the past 2 months when 
her mood had been consistently low. She reported decreased 
appetite and poor sleep.

Following the team’s review of her initial assessment, they 
developed a preliminary treatment plan that identified four 
targets: treat her crack/cocaine dependence, treat her alcohol 
abuse, further evaluate her depression, and mobilize social 
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THE TREATMENT OUTCOME

support for continued abstinence. Her team felt that even 
though the treatment was court mandated, Gloria was suffi-
ciently concerned about her children that they could enhance 
her desire to change her behaviors.

A complete behavioral analysis identified the triggers asso-
ciated with her cocaine and alcohol use. Her boyfriend, a drug 
dealer, was a major trigger in her use. Continuing to depend on 
him financially would seriously increase her risk of relapse.

During her residential treatment, Gloria learned skills for 
resisting urges to use. She worked through lapse and relapse 
scenarios and planned strategies for remaining clean. She had 
several family meetings with her sister and brother-in-law to 
mobilize family support. The team also helped her mobilize her 
faith and organized several outings to her church to meet with 
people who knew her situation and would provide support after 
treatment. Gloria also attended AA meetings regularly while 
in treatment and planned to continue attendance after dis-
charge. While in treatment, she was trained in parenting skills. 
Her daughter, who had indeed started using drugs herself, was 
referred for treatment. Her social worker helped Gloria to find 
job placement and low-cost housing.

At the end of the 30-day treatment, Gloria was afraid to be 
discharged. She felt as if she had only started to get clean, 

and she did not know what she would do without the daily 
support of the center staff. When she was admitted, she had 
feared that 30 days was a life sentence, but now she knew that 
it was really too short a time for true recovery. She was realistic 
about her chances of staying sober. She knew that the thought 
of financial security would tempt her to go back to her dealer 
boyfriend, but each time she considered that, she had to pair 
that desire with her concern for her children’s welfare. She 
was stepped down to weekly sessions with her social worker 
to provide ongoing support and early identification of any 
lapses or relapses. Gloria continued to attend AA meetings 
at her church. Her sister helped out by providing child care 
while Gloria worked. In return, Gloria helped her sister with her 
housekeeping job.

At the one-year anniversary of her discharge, Gloria was still 
sober. She managed to continue to attend AA, had become 
a regular member of her church community, and had become 
a better mother to her daughter, who had also remained 
drug free since her intervention. She continued to have mood 
fluctuations and noted honestly that at times she felt poorly 
equipped to put the required energy into remaining sober. 
However, her children remained her primary motivator, and her 
social and family supports helped carry her through the times 
of highest risk.

1 Drug use refers to moderate use of a substance without 
impairment in social, occupational, or educational functioning. 
Abuse occurs when use leads to disruption in these domains, 
and dependence incorporates physiological responses to the 
substance including tolerance and withdrawal.

2 Tolerance refers to needing a markedly increased amount 
of the substance to achieve the same effect, and withdrawal
symptoms occur when a dependent person attempts to cut 
down or abstain from regular drug use.

3 Drugs have specific mechanisms of action to produce their 
effects. For example, nicotine achieves its rewarding effects 
through the dopamine system; alcohol modulates receptors 
in the GABA system; opioids mimic the body’s natural 
opioids; and hallucinogens disrupt serotonergic function 
and cause the user to experience unusual sensations.

4 Caffeine produces rapid alertness; nicotine is highly addic-
tive and associated with a rapid pharmacological effect; 

alcohol creates a sensation of being more relaxed, outgo-
ing, and social; marijuana is associated with an intensified 
experience of color and sound and a slowed perception of 
time; cocaine and methamphetamine are CNS stimulants 
that can result in dangerous elevations of cardiovascular 
function; opioids reduce pain; hallucinogens can cause the 
user to experience unusual sensations; inhalants produce a 
rapid high but can lead to permanent organ and brain 
damage.

5 Drug and alcohol abuse emerge from a combination of 
genetic and environmental factors. Environmental factors 
can serve either to increase risk or to protect an individual 
from substance abuse.

6 No single treatment exists for substance abuse—both phar-
macological and behavioral approaches can be combined 
into a comprehensive treatment program that includes con-
siderable attention to motivation and relapse prevention.

R E V I E W I N G
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TEST yourself
1. Zev uses illicit drugs “socially.” His use does not produce 

problems with his social, educational, or occupational func-
tioning. Bob’s behavior constitutes substance
a. abuse
b. use
c. intoxication
d. dependence

2. The diagnosis that most closely approximates the lay term 
addiction is substance
a. abuse
b. use
c. intoxication
d. dependence

3. The two distinct factors that characterize substance depen-
dence are
a. tolerance and withdrawal
b. social and occupational impairment
c. genetic and environmental vulnerability
d. physical and psychological problems

4. The most widely used drug in the world is
a. nicotine
b. alcohol
c. caffeine
d. marijuana

5. Central to nicotine’s highly addictive potential is (are)
a. its low cost and availability
b. a supportive “smokers’ subculture”
c. its direct influence on the brain’s pleasure centers
d.  its suppression of insulin production, producing 

hyperglycemia

6. Samantha has smoked for 10 years but has decided to quit. 
According to the Centers for Disease Control, what is the 
likelihood that she will have achieved sustained abstinence 
at the end of a year?
a. 2.3%
b. 18.5%
c. 46%
d. 70%

7. Although alcohol affects many neurotransmitters, its effect is 
particularly powerful on the neurotransmitter
a. serotonin
b. GABA
c. dopamine
d. epinephrine

8. In its most severe form, alcohol withdrawal can include which 
of the following symptoms?
a. hallucinations and formication
b. seizures and metabolic complications
c. delirium tremens
d. all of the above

9. Dan, now in his mid-50s, has used alcohol heavily since 
his late 20s. He does not feel well, and his doctors are 
concerned that his alcohol use may have contributed to a 
liver disease called
a. formication
b. cirrhosis
c. FAS
d. Wernicke-Korsakoff syndrome

10. THC in marijuana produces a sense of euphoria by 
stimulating
a. GABA release, which disinhibits various brain systems
b.  epinephrine discharge, leading to heightened pleasure 

and sensory acuteness
c.  cannabinoid receptors, thereby activating the dopamine 

reward system
d. serotonin reuptake, leading to a feeling of contentment

11. Most people who are treated for amphetamine abuse
a. also report high use of alcohol
b. never experience tolerance or withdrawal
c. use depressant drugs to come down from “highs”
d. do not use another substance

12. Codeine, morphine, and heroin mimic the effects of the 
body’s natural opioids, which include
a. endorphins and enkephalins
b. oxycodone and oxycontin
c. dopamine and ketamine
d. norepinephrine and epinephrine

13. Alcohol and drugs act on the brain’s reward circuitry, which 
includes the
a. medial cortex of the prefrontal lobes
b. ventral tegmental area and the basal forebrain
c. basal ganglia and hypothalamus
d. Wernicke-Korsakoff’s area

14. Kohana is getting ready for a date. Before he leaves his 
apartment, he smokes some marijuana, which he believes 
helps him to be more charming and interesting. Which theo-
retical perspective best explains his actions?
a. behavioral
b. psychodynamic
c. cognitive
d. sociocultural

15. Chronic use of illicit drugs during adolescence may result in 
“arrested development,” which is
a.  slowed brain development resulting from metabolic 

changes
b.  inhibited physical maturation due to a decrease in sex 

hormones
c. delays in emotional maturation due to incarceration
d.  missed social experiences and emotional growth 

opportunities

For more review plus practice tests, flashcards, 
and Speaking Out: DSM in Context videos, 
log onto www.MyPsychLab.com
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16. Michelle quit smoking 6 months ago. She went out drinking 
with an old friend and had a few cigarettes with her. The 
next day she bought a pack of cigarettes, saying to herself, I 
just won’t ever have any willpower. This illustrates the
a. inescapable cycle of addiction to nicotine
b. weakness of an unsystematic cessation program
c. application of controlled smoking
d. abstinence violation effect

17. What is the fundamental difference between the cognitive-
behavioral approach and the 12-step AA approach to the 
treatment of alcohol abuse?
a.  Cognitive-behavioral approaches emphasize skills to 

control addiction rather than always requiring complete 
abstinence.

b.  Twelve-step programs reject the disease or medical 
model of addiction.

c.  Cognitive-behavioral approaches lack the empirical sup-
port that AA programs have established.

d.  No fundamental conflict exists; both approaches are often 
used successfully in conjunction with one another.

18. In agonist substitution, a chemically similar safe medication 
is substituted for the drug of abuse. The most common drug 
used in this manner is
a. naltrexone c. disulfiram
b. methadone d. acetaldehyde

19. As in aversion therapy, aversive pharmacological interven-
tions pair ingestion of the substance with a noxious physical 
reaction. The best known substance used in this manner is
a. naltrexone c. disulfiram
b. methadone d. acetaldehyde

20. Controlled drinking approaches may be especially suited to 
individuals who have a
a. less severe dependence on drinking
b. severe dependence on drinking
c. strong religious orientation
d. history of failure in response to other treatments

Answers:  1 b, 2 d, 3 a, 4 c, 5 c, 6 a, 7 b, 8 d, 9 b, 10 c, 11 d, 12 a, 13 b, 
14 c, 15 d, 16 d, 17 a, 18 b, 19 c, 20 a.
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What I remember most is how disoriented 

and frightened I felt. With little warning, 

my world had simply shifted under my feet. 

Over a period of several months, I began 

to believe that messages were being left for 

me in graffiti across campus. I also began to 

believe that my phone was being tapped. My 

friends insisted I was mistaken. But no one 

knew enough to realize anything was wrong. 

And then one day everything changed. One 

afternoon I realized the people on the radio 

were talking to me, much the way one has an 

intuition about a geometry proof, a sudden 

dawning of clarity or understanding. This 

clarity was more compelling than reality. 

It took me several weeks to put the pieces 

together. What I had known all my life was 

wrong. My friends were not real friends: at 

best they were neutral, at worst they were spies 

for the CIA. Graduate school was a luxury 

I was no longer allowed. There was a secret 

history of the world to which I now became 

attuned. It involved the NSA, the CIA, and 

the stealth bomber, which flew just out of 

sight in order to register details regarding my 

movements. An evil dictator was gathering 

power to himself and he meant to perpetuate a 

holocaust on the Nation. Only the American 

resistance, of which I was now a part, stood in 

his way. As time passed I became proficient 

at reading code. Most of my days were spent 

reading and responding to the newspaper so 

that the resistance could gather its military 

and economic resources to retake territory 

that had been lost. I learned to communicate 

by deciphering bits of conversation, reading 

newspaper articles, and listening to songs on 

the radio. Everyone could read my mind, so 

unless I was engaged in conversation, I spoke 

mostly in my head. I could not read anyone 

else’s mind so I remained dependent on the 

media for information.

Within 6 months, I became 

adept at coordinating different 

avenues of information. However, 

I was living a nightmare. When I 

shut my eyes, I saw neon-colored 

cartoon characters that zoomed in 

and out of my field of vision. They 

were so bright it hurt. At night I 

would keep my eyes open until I fell 

asleep from exhaustion. I also lived in 

terror of the evil dictator and his minions. I 

never knew where they might be or how to 

evade them. I begged my superiors to have 

me killed. When it became clear that this 

was not going to happen, I took matters 

into my own hands. Within the course of a 

week, I tried to commit suicide four times.

Weiner, S. K. (2003). First person account: Living 

with the delusions and effects of schizophrenia. 

Schizophrenia Bulletin, 2003, 29, 877–879. Copyright 

© 2007 Oxford University Press and the Maryland 

Psychiatric Research Center (MPRC) .
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Psychotic Disorders
Psychotic disorders are characterized by unusual thinking, distorted perceptions, and 

odd behaviors. People with a psychotic disorder are considered to be out of touch with 

reality and to be unable to think in a logical or coherent manner. They sometimes 

behave oddly, talking or mumbling to themselves or gesturing at someone that no one 

else can see. Some of the psychotic disorders are serious and chronic while others are 

temporary states of confusion. Before we discuss the different disorders, it is necessary 

for you to understand the abnormal cognitive, perceptual, and behavioral symptoms 

that define these conditions.

WHAT IS PSYCHOSIS?

Psychosis is a severe mental condition characterized by a loss of contact with 

reality. This usually takes the form of a delusion (a false belief ) or a hallu-

cination (a false sensory perception), or both. Both of these phenomena are 

illustrated in our opening case, which involves several false beliefs (being spied 

on, being part of a resistance movement) and false sensory perceptions (seeing 

cartoon characters that were not there). Such a dramatic loss of contact with 

reality can be quite frightening and can affect every aspect of functioning, even 

leading the affected person to behaviors as extreme as attempting suicide.

Although psychotic symptoms can be quite disturbing, hallucinations 

or delusions alone do not necessarily mean that a psychotic disorder, such as 

schizophrenia, is present. Psychotic symptoms may also occur among adults with 

other psychological disorders including bipolar disorder, major depression, post-

traumatic stress disorder, and substance abuse disorders. Children with bipolar 

disorder, obsessive-compulsive disorder, autistic disorder, and conduct disorder 

(see Chapter 12) also may have psychotic symptoms (Biederman et al., 2004).

Nadia is 10 years old. She is sad and very irritable. She cries all the time and refuses to go 

to school. Her parents brought her to the clinic because of her school refusal behavior, 

but during the interview, she revealed to the clinician that for the past month, she has 

been hearing voices. One is the voice of Snow White and the other voice sounds like an 

alien. They whispered “bad things” to her but she will not say what the voices said to her. 

A month later, when Nadia’s mood improved, she said the voices had gone away.

Psychotic experiences such as delusional thinking and hallucinations may also 

occur in people with physical illnesses such as brain tumors, Alzheimer’s disease, and 

Parkinson’s disease and after physical damage to the brain such as brain injuries or 

exposure to toxic substances. When psychotic experiences occur suddenly, the pres-

ence of a serious brain-related medical condition must first be considered.

Finally, psychotic experiences sometimes occur even when no psychological dis-

order is present. Brief or limited psychotic experiences are common, occurring in 2 to 

12% of adults (Hansen et al., 2005; Sidgewick et al. cited in Johns & van Os, 2001) 

and may include thoughts of persecution, a feeling that someone is stealing or manip-

ulating one’s thoughts, or hearing voices or sounds no one else can hear. One impor-

tant difference is that individuals without psychotic disorders report that the voices are 

positive; they were not upset by the presence of the voices and felt in control of the 

experience (Honig et al., 1998). In contrast, those suffering from psychosis perceive 

the voices as negative and do not feel in control of the experience.

Delusions and hallucinations are characteristic 
of schizophrenia. The person who experi-
ences them is in poor touch with reality and 
often behaves in ways that seem strange or 
bizarre.

psychosis  a severe mental condition charac-
terized by a loss of contact with reality

delusion  a false belief

hallucination  a false sensory perception

learning objective 10.1
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Psychotic symptoms may thus occur across many different physical conditions 

and psychological disorders and even at times among people with no apparent physical 

or psychological disorder. However, psychotic symptoms are most often considered as 

one of the defining characteristics of schizophrenia.

WHAT IS SCHIZOPHRENIA?

Schizophrenia is a severe psychological disorder characterized by disorganization in 

thought, perception, and behavior. People with schizophrenia do not think logically, 

perceive the world accurately, or behave in a way that permits normal everyday life 

and work. They may worry that the government is spying on them, that voices on the 

radio are speaking directly to them—giving them instructions about how to behave, 

or transmitting messages only they can understand. As a result of these delusions and/ 

or hallucinations, they behave oddly, appearing to others to be talking to themselves or 

doing things such as barricading themselves inside their homes to prevent being kid-

napped by an unseen enemy. Schizophrenia is a serious psychological disorder because 

the condition creates severe impairment and it is often chronic even with the best 

available treatments.

As discussed in Chapter 1, the German psychiatrist Emil Kraepelin and the 

Swiss psychiatrist Eugen Bleuler first defined schizophrenia more than 100 years ago. 

Kraepelin called this disorder dementia praecox to highlight its pervasive disturbances 

of perceptual and cognitive faculties (dementia) and its early life onset (praecox) and to 

distinguish it from the dementia associated with old age. Bleuler focused on four core 

symptoms of the disorder: ambivalence, disturbances of affect, disturbance of associa-

tion, and preference for fantasy over reality (Tsuang et al., 2000). Bleuler renamed 

the condition schizophrenia, combining the Greek words for split (schizo) and mind 

side by side   case studies

NORMAL BEHAVIOR CASE STUDY
Comforting Thoughts—No Disorder

Daphne had always had a close relationship with her mother. 

When her mother developed breast cancer, Daphne took care of 

her, taking a leave of absence from her job and moving in with her 

mother to make sure that she received the care that she needed. 

After her mother died, Daphne was devastated. She stayed on to 

settle her mother’s affairs and sell her house. Daphne had mixed 

feelings when the house was sold. She had grown up there and 

knowing that she would never come back was hard. After pack-

ing up the last of her belongings, she stood in the kitchen—the 

place where she and her mother had spent so many happy times. 

With tears in her eyes, she said “Well Mom, I guess I have to 

go.” Daphne tells everyone that clear as could be, her mother 

replied “Yes, honey. Go live your life.” Daphne often relives that 

moment, feeling comforted by her mother’s last words.

Dimensions of Behavior: From Normal to Abnormal

ABNORMAL BEHAVIOR CASE STUDY
Scary Thoughts—Psychotic Disorder

Amare had always had a pleasant relationship with his father-in-

law, but last week they had some cross words. It was nothing 

really serious, and Amare planned to apologize when he saw his 

father-in-law again next week. However, before that could hap-

pen, his father-in-law had a heart attack and died. Amare became 

deeply depressed, regretting that he never had the chance to tell 

his father-in-law he was sorry. After the funeral, he started hear-

ing voices accusing him of being a bad son-in-law and causing 

his father-in-law’s death by his cross words, and suggesting that 

perhaps he did not deserve to live. The voices would not let him 

sleep; they were loud and merciless, calling him “killer.” About 

a week later, his wife found him in the bedroom, arguing with 

the voices and insisting that his wife had to be hearing them too. 

Frightened by his behavior, his wife called the police and had 

Amare hospitalized.

schizophrenia  a severe psychological dis-
order characterized by disorganization in 
thought, perception, and behavior

dementia praecox  the original name for 
schizophrenia coined by Kraepelin to highlight 
its pervasive disturbances of perceptual and 
cognitive faculties (dementia) and its early life 
onset (praecox) and to distinguish it from the 
dementia associated with old age
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(phrene), to highlight the splitting of thought, affect, and behavior that occurs among 

those with this disorder.

Because almost everyone has felt sad at some time, it is easy for most people to 

understand that depression is “extreme” sadness. However, it is difficult for people to 

understand the unusual symptoms of schizophrenia, a disorder that challenges mental 

health professionals as well. Yet during the last 100 years, our understanding of the 

clinical presentation, etiology, and treatment of schizophrenia has improved substan-

tially. Before examining its symptoms, it is important to clarify several common mis-

conceptions about schizophrenia.

Perhaps because it is so difficult to understand the experience of schizophre-

nia, many mistaken ideas about this disorder exist. This lack of understanding has 

led to many inaccurate media and literary portrayals of schizophrenia. Robert Louis 

Stevenson’s The Strange Case of Dr. Jekyll and Mr. Hyde is a classic description of two 

contradictory personalities that exist within the same individual. Dr. Henry Jekyll is 

sensitive and kind; Mr. Edward Hyde is a violent murderer. Even today the term 

Jekyll and Hyde is used to describe behaviors that appear to be polar opposites yet exist 

within the same person. However, those with schizophrenia do not have “split person-

alities.” The Greek word schizo describes the split between an individual’s thoughts and 

feelings, not the splitting of the personality. Yet this misunderstanding is common. 

According to a Harris Poll conducted for the National Organization on Disability in 

the USA, about two-thirds of people surveyed believe that “split personality” is part of 

schizophrenia (http://www.abc.net.au/science/k2/moments/s1200266.htm).

A similar misconception is that schizophrenia involves multiple personalities. 

As discussed in Chapter 5, a condition called dissociative identity disorder (DID) does 

exist. People with DID are considered to have two or more distinct personalities, each 

with its own thoughts, feelings, and behaviors. As illustrated by novels such as The 

Three Faces of Eve and Sybil, one personality may be unaware of the other’s behavior. 

However, each personality perceives, deals with, and interacts with the environment 

successfully. This ability to successfully negotiate with the environment is what differ-

entiates people with schizophrenia from people with DID. Schizophrenia results in an 

inability to perceive the environment appropriately or deal with it adequately. In short, 

people with schizophrenia do not have split or multiple personalities.

SCHIZOPHRENIA IN DEPTH

Schizophrenia has three symptom categories: positive symptoms, negative symptoms, 

and cognitive impairments (see the box “DSM-IV-TR: Schizophrenia”). In the case 

of schizophrenia, the term positive does not mean optimistic or upbeat; it denotes the 

presence of an abnormal behavior within the individual. Positive symptoms, the behav-

iors that people most often associate with schizophrenia, consist of unusual thoughts, 

feelings, and behaviors. They vary in intensity and in many cases are responsive to 

treatment (Tirupati et al., 2006).

One positive symptom of schizophrenia is the presence of delusions, or beliefs 

that are not based in fact (see Table 10.1). Persecutory delusions are the most com-

mon. These consist of the belief that someone is harming or attempting to harm 

the person. Other delusions consist of the belief that the person is a special agent/

individual (as in our opening case) (Appelbaum et al., 1999). Although most delusions 

are distressing in nature, sometimes the delusion is grandiose with negative events 

occurring when others do not act in accord with the delusional content.

positive symptom  a group of schizophrenic 
symptoms including unusual thoughts, feel-
ings, and behaviors that vary in intensity and 
in many cases are responsive to treatment

persecutory delusion  a patient’s belief that 
someone is persecuting her or him or that the 
person is a special agent/individual

learning objective 10.2

learning objective 10.3
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schizophrenia and other psychotic disorders 363

Kim was a college student of Korean descent and was hospitalized after he was found 

wandering around on the city streets, yelling at strangers because they did not bow 

when he walked by. Upon questioning, Kim revealed that he was the emperor of Korea 

and that those on the street were not giving him the deference appropriate to his royal 

status.

Other common delusions are delusions of influence, which 

include beliefs that others control one’s behavior or thoughts. 

People with schizophrenia often believe that their thoughts are 

being manipulated by processes known as thought withdrawal, 

thought broadcasting, or thought insertion. People with delusions 

of influence believe that the government is inserting thoughts 

into their head or that evil forces, such as alien invaders, are 

“stealing” thoughts out of their head. In thought broadcasting, 

the person believes that his or her private thoughts are being 

revealed to others, usually by being transmitted over the radio 

or television.

A second positive symptom is hallucinations (hearing 

voices when no one is there, seeing visions that no one else sees). 

Auditory hallucinations are most common (experienced by 71% 

of one sample; Mueser et al., 1990) and can range from simple 

noises to one or more voices of either gender. Voices are most commonly negative 

in quality and content, but on occasion can be comforting or kind (Copolov et al., 

2004). Auditory hallucinations that appear to be exclusive to people with schizo-

phrenia are voices that keep a running commentary on the individual’s behavior 

delusion of influence  the belief that other 
people are controlling one’s thoughts or 
behaviors

People with schizophrenia sometimes believe 
that their thoughts are being tampered with, 
for example, being removed from their heads 
or broadcast on TV. This is a delusion, a false 
belief.

TABLE 10 .1

Symptom Example

Delusions

Hallucinations

Psychopathology, 38 Acta 
Psychiatrica Scandiavica  82
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or several voices that have a conversation. Visual hallucinations are less common

(14% in one sample) but do occur, often in those with the most severe form of the 

disorder (Mueser et al.). Common examples of visual hallucinations include see-

ing the devil or a dead relative or friend. About 15% of hallucinations are tactile

(touch). Olfactory (smell) and gustatory (taste) hallucinations are the least common 

type (11%).

John was diagnosed with schizophrenia. Despite medication, he continued to have audi-

tory hallucinations consisting of voices that talked to him or directed him to do certain 

things. John talked back to the voices or laughed aloud at something that they said. Each 

day, John came to the local mental health clinic for the free coffee provided to patients 

waiting for an appointment. He rarely had an appointment, but the staff was sympathetic 

toward him and would let him sit in the waiting room and drink coffee. He was never vio-

lent, but his behavior often disturbed the clinic patients unfamiliar with schizophrenia. On 

many occasions, John’s behavior became too upsetting to the other patients, and the staff 

had to ask him to leave. Even though he was hallucinating, a staff member would approach 

him and say, “John, it is time to go now.” Immediately, John would look up, greet the staff 

member by name, say, “Sure, see you tomorrow,” and calmly leave the clinic.

John’s behavior illustrates a very important point about people suffering with 

schizophrenia. Hallucinations may persist despite adequate medication dosages, but 

many patients are able to function at some level and maintain some contact with real-

ity even while hallucinating.

Another positive symptom is abnormality of speech. When untreated, individ-

uals with schizophrenia usually show strange speech patterns that indicate deteriora-

tion in their cognitive functioning. Some examples of this cognitive deterioration 

include loose associations, or thoughts that have little or no logical connection to 

the next thought (e.g., “I once worked at an Army base. It is important to soldier on. 

The Middle East—I like to travel, my favorite place is Arizona”). Another symptom 

is thought blocking, exemplified by unusually long pauses in the patient’s speech 

that occur during a conversation. A third symptom is clang associations in which 

speech is governed by words that sound alike, rather than words that have meaning 

(e.g., “I have bills, summer hills, bummer, drum solo”), rendering communication 

meaningless.

Another positive symptom is the unusual, sometimes bizarre, behaviors exhib-

ited by people with schizophrenia. Catatonia is a condition in which a person is awake 

but is nonresponsive to external stimulation.

The police brought Derek to the psychiatric emergency room. They had found him stand-

ing naked in an alley downtown. He was mute, he did not make eye contact, and he 

seemed oblivious to the fact that the outside temperature was 35 degrees Fahrenheit. 

Because he would not speak or move on his own, Derek was hospitalized on the inpatient 

unit. The next morning, the nurses found him standing in the patient lounge, naked and 

motionless. They put him in pajamas and sat him in a chair—12 hours later, he was still 

sitting in the same position.

During a catatonic state, the patient may not move or make eye contact with 

others. He or she may be mute (without speech) or muscularly rigid (like a statue). 

When waxy flexibility is present, parts of the body (usually the arms) remain frozen in 

a particular posture when positioned that way by another person.

thought blocking  an unusually long pause or 
pauses in a patient’s speech that occur during 
a conversation

loose association  a thought that has little or 
no logical connection to the next one

clang association  a condition in which a 
person’s speech is governed by words that 
sound alike rather than words that have 
meaning

catatonia  a condition in which a person is 
awake but is nonresponsive to external stimu-
lation

waxy flexibility  a condition in which parts of 
the body (usually the arms) remain frozen in a 
particular posture when positioned that way 
by another person

One aspect of the catatonic subtype of 
schizophrenia is waxy flexibility, in which a 
person’s limbs can be “posed” by someone 
else. The person remains in that position until 
he or she is moved again.
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Positive symptoms may be quite dramatic, but they alone are not sufficient for 

a diagnosis of schizophrenia. A second symptom category necessary for the diagno-

sis are the negative symptoms. In this case, the term negative does not refer to bad or 

horrific content but to the absence of behaviors that exist in the general population. 

In schizophrenia, negative symptoms are behaviors, emotions, or thought processes 

(cognitions) that exist in people without a psychiatric disorder but are absent (or are 

substantially diminished) in people with schizophrenia. Common negative symp-

toms include blunted affect, anhedonia, avolition or apathy, alogia, and psychomotor 

retardation.

Blunted affect describes diminished or immobile facial expressions and a flat, 

monotonic vocal tone that does not change even when the topic of conversation 

becomes emotionally laden. This inconsistency between a schizophrenic patient’s 

facial expression and vocal tone and the content of his or her speech is one example 

of Bleuler’s use of the word split to describe this disorder—for example, the patient 

may describe horrific thoughts with very little emotional expression in the face or 

voice. Anhedonia refers to a lack of capacity for pleasure: The person feels no joy or 

happiness. Avolition, or apathy, is an inability to initiate or follow through on plans. 

Often, relatives of people with schizophrenia interpret this apathy as simple lazi-

ness or a deliberate unwillingness to improve their life—an erroneous interpretation 

that can create distress and discord in the family environment (Mueser & McGurk, 

2004). Alogia is a term used to describe decreased quality and/or quantity of speech. 

Psychomotor retardation describes slowed mental or physical activities. When psy-

chomotor retardation affects cognition, for example, speech can be slowed to the point 

that it is difficult or impossible for others to follow the person’s conversation. Unlike 

positive symptoms, which can be largely controlled by medication, negative symptoms 

are treatment-resistant; they tend to persist (Fenton & McGlashan, 1991) and restrict 

the person’s ability to hold a job, go to school, or even take care of personal responsi-

bilities such as bathing or dressing.

The third main category of symptoms among people with schizophrenia is 

cognitive impairment. Deficits in cognitive abilities include impairments in visual and 

verbal learning and memory, inability to pay attention, decreased speed of informa-

tion processing (how fast information is understood), and impaired abstract reason-

ing and executive functioning (ability to solve problems and make decisions; Green 

et al., 2004). To illustrate cognitive impairments, consider the following example 

of impaired abstract reasoning. People without schizophrenia interpret the phrase 

“People who live in glass houses should not throw stones” to mean that one should not 

criticize others when they themselves also may have faults or flaws. However, many 

individuals with schizophrenia interpret that statement as follows: “It means that you 

should build a house with bricks because stones cannot break bricks.” Cognitive defi-

cits are one of the earliest signs of schizophrenia (Kurtz et al., 2005). Like negative 

symptoms, cognitive deficits are long-lasting and strongly correlated with functional 

impairment. However, for some people with schizophrenia, many aspects of cognitive 

functioning can remain in the normal or even the above-normal range (see the feature 

“Real People, Real Disorders: John Nash—A Beautiful Mind ”).

In addition to general cognitive impairment, people with schizophrenia have a 

deficit in social cognition, which is the ability to perceive, interpret, and understand 

social information including other people’s beliefs, attitudes, and emotions. People 

with schizophrenia are often deficient in the basic skills necessary for positive social 

negative symptom  the behavior, emotion, 
or thought process (cognition) that exists in 
people without a psychiatric disorder but are 
absent (or are substantially diminished) in 
people with schizophrenia

blunted affect  a condition characterized by 
diminished or immobile facial expressions 
and a flat, monotonic vocal tone that does not 
change even when the topic of conversation 
becomes emotionally laden

anhedonia  the lack of capacity for pleasure; a 
condition in which a person does not feel joy 
or happiness

avolition  the inability to initiate or follow 
through on plans

alogia  the decreased quality and/or quantity 
of speech

psychomotor retardation  a condition in 
which a person has slowed mental or physical 
activities

cognitive impairment  the diminishment in 
visual and verbal learning and memory, inabil-
ity to pay attention, decreased speed of infor-
mation processing, and inability to engage in 
abstract reasoning, any or all of which may be 
found in different psychotic disorders

social cognition  the ability to perceive, 
interpret, and understand social information 
including other people’s beliefs, attitudes, 
and emotions
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interactions (Bellack et al., 1990; Penn et al., 2001) including the ability to perceive 

social nuances and engage in basic conversation. People with schizophrenia show 

impairment in the ability to identify the emotional states of other people and in the 

ability to comprehend sarcasm and lies (Sparks et al., 2010). People with schizophre-

nia also show reduced emotional responses to positive and negative events (Mathews 

& Barch, 2010). These skills, collectively known as social cognition, are necessary 

for effective academic, social, and occupational functioning (Green & Horan, 2010; 

Mathews & Barch) (see the section “Treatment of Schizophrenia and Other Psychotic 

Disorders” later in this chapter).

Although a diagnosis of schizophrenia requires the presence of symptoms from 

each of the three categories, each person has a different set of symptoms. Certain 

symptoms cluster together in what are known as subtypes. See Table 10.2 for a list of 

the different subtypes of schizophrenia and their primary symptoms.

People with schizophrenia often have additional psychological disorders as 

well. Depression affects as many as 45% of people with schizophrenia (Leff et al., 

1988), and approximately 5% commit suicide (Inskip et al., 1998; Palmer et al., 

2005). Suicide rates are much higher during the initial onset of the disorder (Malla 

& Payne, 2005) and immediately before or after any inpatient hospitalization (Qin 

& Nordentoft, 2005). Acts of self-harm do not occur any more frequently for people 

with schizophrenia than for those with other psychological disorders. Factors that 

increase the likelihood of self-harm include previous depressed mood or previous 

suicide attempts, drug abuse, agitation or restlessness, fear of mental deterioration, 

John Forbes Nash Jr. (1928–) created the influential 
mathematical theory known as game theory. On the 

faculty at Princeton University, in his early 30s, he expe-
rienced a psychotic episode at the height of his career 
and was diagnosed with schizophrenia. He claimed that 
aliens were communicating with him and that he was their 
special messenger. Over the next 30 years, he was hospi-
talized many times. He returned to the Princeton faculty 
in 1960 while he was still undergoing treatment. A cam-
pus legend, Nash became “The Phantom of Fine Hall” 
(Princeton’s mathematics center), a shadowy figure who 
would scribble arcane equations on blackboards in the 
middle of the night. A proof he had written at age 20 ulti-
mately became a foundation of modern economic theory. 
In 1994, as Nash began to show signs of emerging from 
his delusions, he was awarded a Nobel Prize in Economics 

along with two other game theorists. Currently in 
remission, Nash takes care to manage his dis-
order and continues to hold an appointment in 
mathematics at Princeton. While cautious with 
people he does not know, he is said to have a 
dry sense of humor. He is best known in popu-
lar culture as the subject of the movie, A Beautiful 
Mind, about his mathematical genius and his struggles 
with mental illness. Although containing several inaccura-
cies (e.g., Nash’s hallucinations were exclusively auditory, 
not both visual and auditory), the movie is a powerful illus-
tration of the impact of schizophrenia and Nash’s triumph 
over this severe and debilitating disorder.

http://nobelprize.org/nobel_prizes/economics/laureates/1994/
nash-autobio.html; http://www.pbs.org/wgbh/amex/nash/filmmore/
index.html;
http://www.sane.org/content/view/390/0/

real people, real disorders

A Beautiful Mind

http://nobelprize.org/nobel_prizes/economics/laureates/1994/nash-autobio.html
http://nobelprize.org/nobel_prizes/economics/laureates/1994/nash-autobio.html
http://www.pbs.org/wgbh/amex/nash/filmmore/index.html
http://www.pbs.org/wgbh/amex/nash/filmmore/index.html
http://www.sane.org/content/view/390/0/
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or delusions or hallucinations that encourage such behavior (Symonds et al., 2006; 

Tarrier et al., 2006).

Approximately 47% of people with schizophrenia also have anxiety disorders 

(Kessler et al., 2005). Because their disorder leaves schizophrenic patients vulnerable 

to victimization and violence as a result of poor living conditions or homelessness, 

post-traumatic stress disorder (PTSD) is quite common, occurring in at least 43% of 

patient samples (Mueser et al., 2002). Substance abuse occurs among approximately 

50% of individuals with schizophrenia (Regier et al., 1990). Among one group of 

patients with both schizophrenia and substance abuse, alcohol was the most com-

monly abused drug (89%), followed by marijuana (27%), and benzodiazepines (13%; 

Erkiran et al., 2006). Substance abuse results in more impairment in daily functioning 

than when schizophrenia occurs alone; people with both disorders are more likely to 

relapse and have to be rehospitalized, to be homeless, and to be noncompliant with 

their treatment (Drake & Brunette, 1998). Watch on mypsychlab.com

Could the use of alcohol or drugs by people with schizophrenia be a strategy 

to cope with or escape from negative symptoms such as the inability to feel plea-

sure (Khantzian, 1987)? This is known as the self-medication hypothesis and has been 

the subject of much debate and controversy. A recent meta-analysis (i.e., a statisti-

cal procedure that analyzes the results of many different research studies) suggests 

that patients with both schizophrenia and substance use disorders have fewer negative 

symptoms than patients who do not abuse substances (Potvin et al., 2006). However, 

before concluding that substance abuse decreases symptoms (a cause-and-effect 

model), remember that all of these data are cross-sectional and correlational in nature 

(see Chapter 2). Actually, we can interpret the relationship between substance abuse 

TABLE 10 .2

Type Primary Symptoms

or
echolalia

echolalia  the verbatim repetition of what 
 others say

Schizophrenia

The Case of Larry

“I have all kinds of voices.”
www.mypsychlab.com

www.mypsychlab.com
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and schizophrenia in two ways. First, substance abuse might relieve negative symp-

toms such as anhedonia or apathy, providing support for the self-medication hypoth-

esis. Alternatively, those with fewer negative symptoms may simply be less likely to 

abuse these substances. Experimental and longitudinal designs rather than correla-

tional studies are necessary to disentangle this issue.

concept CHECK

� Schizophrenia is a serious psychological disorder characterized by disorganization in 

thought, perception, and behavior. People with schizophrenia do not think logically, 

perceive the world accurately, or behave in a way that permits normal everyday life and 

work.

� Symptoms of schizophrenia are divided into three groups: positive symptoms, such as 

hallucinations and delusions; negative symptoms, such as blunted affect and anhedonia; 

and cognitive impairments, such as impaired reasoning.

� Patients with schizophrenia often have other psychological disorders as well. Post-

traumatic stress disorder, substance abuse, anxiety, and depression are common. These 

complicate the patient’s long-term adjustment and the likelihood of an optimal treat-

ment outcome.

CRITICAL THINKING QUESTION Your friend is also in your abnormal psychology class. She 

was robbed at gunpoint the other day, and she confides to you that every time she walks 

down the street where the robbery occurred, she thinks that she sees the man who robbed 

her. Then the image disappears. She is afraid that she is developing schizophrenia. What 

would you tell her?

Functional Impairment  Dorrie was always shy and did not make friends easily. She 

was very bright and graduated summa cum laude from a local college in the Southeast. 

She was admitted to a prestigious master’s program in business administration in the 

Northeast. Soon after she arrived, she became very concerned about her safety and 

worried that others were out to harm her. She began to spend more and more time 

alone and bought a gun for her personal safety. One day, the school called her parents—

Dorrie was walking around campus threatening to shoot the “undercover CIA agents.” 

She was dismissed from the program, and her parents took her home. Her symptoms 

are now partially controlled by medication. She works part-time in the elementary school 

cafeteria but may never be able to live independently or fulfill her former academic 

potential.

The more severe the symptoms of schizophrenia are, the more severe is the 

impairment in the person’s ability to function. Any delay in receiving treatment 

increases the severity of the functional impairment. Although long-term outcome is 

significantly worse when the illness is untreated for 1 year (Harris et al., 2005), even 

smaller delays seriously affect the possibility of being able to live and function inde-

pendently again. This means that treatment should begin as soon as possible to limit 

the chronic nature of the disorder.

Schizophrenia takes a significant human toll on the individual and his or her 

family. Its social and economic burden makes it one of the 10 most debilitating (medi-

cal or psychological) conditions in the world in terms of disability-adjusted life years 

(Mueser & McGurk, 2004). Among psychological disorders, schizophrenia is one of 

the most serious conditions and was considered 100 years ago to have a progressively 
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deteriorating course with little to no chance for recovery (Bleuler, 1911; Kraepelin, 

1913). As a result of the discovery of effective treatments beginning in the 1960s, 

positive symptoms such as hallucinations and delusions may lessen and intensify again 

in severity over an individual’s lifetime, resulting in periods of remission followed by 

relapse. Although the situation has improved somewhat since that time, the long-

term outcome of schizophrenia is still quite poor ( Jobe & Harrow, 2005). Twenty-five 

percent of all psychiatric hospital beds are occupied by patients with schizophrenia 

(Geller, 1992) and, in 2002, the estimated cost of this disorder was $62.7 billion (Wu 

et al., 2005). In one longitudinal study of adults with schizophrenia, only 20% had a 

good outcome when reassessed after 2 to 12 years (Breier et al., 1991). During this 

interval, 78% had a relapse requiring hospitalization, 38% had attempted suicide, and 

24% had an episode of depression or bipolar disorder. Some people with schizophrenia 

do have periods of recovery (Harrow et al., 2005). Over a 15-year follow-up period, 

41% of patients with schizophrenia had a period of recovery defined as the presence 

of all of the following for one year: no psychotic symptoms, no negative symptoms, 

and demonstration of adequate psychosocial functioning (working at least half-time, 

moderate social activity, and no hospitalizations). This definition of recovery is some-

times described as “recovery from” a serious mental disorder. Some researchers (e.g., 

Davidson & Roe, 2007) describe a second type of recovery similar to the conceptu-

alization of recovery among people who were formerly substance dependent; that is, 

they are considered to be “in recovery.” Using this definition, people in recovery from 

serious mental illnesses such as schizophrenia still may have symptoms of the disorder 

but are able to manage other aspects of their life such as work, education, friendships, 

and self-determination of life’s various challenges. When this definition of recovery is 

used, perhaps as many as 50% of patients with schizophrenia are considered to be “in 

recovery.”

Like substance abuse, coexisting depression increases the chance of a poor over-

all outcome. Those who have both schizophrenia and depression are likely to be fre-

quently hospitalized and to be unemployed (Sands & Harrow, 1999). Poorer general 

physical health and excessive medical morbidity (rates of illness) are also common 

among people with schizophrenia (Brown et al., 2000; Osby et al., 2000) including 

increased risk of infectious diseases (Rosenberg et al., 2001), physical injury as a result 

of violent victimization (Walsh et al., 2003), and smoking-related and other illnesses 

(De Leon et al., 1995).

Cultural factors play a role in the course of schizophrenia; positive outcomes 

are more often found in developing countries than in developed nations. This may 

seem contradictory to what one would expect but may be the result of fewer social 

supports for people in more industrialized countries. In industrialized nations, people 

often leave home and family for better economic opportunities in a distant city and 

thus have limited family support when illness occurs. Cultural factors that are more 

prominent in developing countries and appear to be associated with better outcome 

for patients include differences in social structure, the more central role of the family 

in caring for psychiatrically ill patients, and differing beliefs about the etiology of the 

disorder (Tseng, 2003). For example, people in developing nations are more likely to 

accommodate deviance by a member of the community. They are more likely to keep a 

person with mental illness at home rather than seek hospitalization. Such cultures and 

lifestyles tend to be less complicated with fewer streets to navigate and more options 

for employment for those with less education, so it is easier for a patient with cognitive 

impairments to negotiate the environment. All of these factors have been associated 

learning objective 10.4
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with a more positive patient prognosis (Sartorius et al., 1978), and more recent studies 

continue to support the role of the family and community in affecting the outcome for 

people with schizophrenia (Tseng).

ETHICS AND RESPONSIBILITY

A common misconception about schizophrenia is that it is associated with vio-

lence. In fact, the rate of violence committed by people with schizophrenia (and 

other serious mental disorders) is higher than rates of violence for the general pop-

ulation (Hodgins et al., 1996). However, it is not higher (and in some cases, it is 

lower) than among patients with other serious disorders such as depression and 

bipolar illness (Monahan et al., 2001). Among patients with schizophrenia recently 

discharged from a psychiatric hospital, 8% committed a violent act during the first 

20 weeks after hospitalization and 15% committed a violent act after the first year 

(Monahan et al.). Definitions of violence include many different behaviors, some of 

which are considered minor acts (simple assault without 

injury or weapon use) whereas others represent more serious 

violence (assault using a lethal weapon, assault resulting in 

injury, threat with a lethal weapon or sexual assault; Swanson 

et al., 2006). When examined by type of violence, the over-

all rate of violent acts committed by people with schizo-

phrenia during a 6-month period was 19.1%, but only 3.6% 

were serious acts. An additional factor is that violent acts 

of any type are more often perpetrated by people with both 

schizophrenia and substance abuse than by people with 

schizophrenia alone (Erkiran et al., 2006).

People with schizophrenia are often the victims of 

violence. In some instances, their impaired cognitive and 

emotional status makes them easy targets. However, people 

with schizophrenia are also at risk for violence because their 

disorder limits their occupational choices and their income. Thus their lower socio-

economic status means that they often live in neighborhoods where crime is common. 

Furthermore some people with this disorder are homeless, and living on the streets 

also increases the likelihood of being a crime victim. Overall, the percentage of indi-

viduals with schizophrenia who are victimized (from crimes such as assault, rape, and 

robbery) ranges from 16% over a 1-year period (Walsh et al., 2003) to 34% when the 

time period is expanded to three years (Brekke et al., 2001). As with violence perpetra-

tion, most people with schizophrenia are the victims of nonviolent rather than violent 

crimes (Fitzgerald et al., 2005; Hiday et al., 2002).

People with schizophrenia are significantly impaired in many aspects of life 

functioning including self-care, independent living, interpersonal relationships, work, 

school, parenting, and leisure time (Mueser & McGurk, 2004). Not every person with 

this disorder is impaired in each of these areas, and, in many instances, the presence 

of positive symptoms (which can be controlled with medication) is not associated 

with functional impairment. Rather, the disorder’s cognitive deficits limit the ability 

to function effectively. Even a behavior as simple as getting dressed requires several 

different cognitive abilities (Bellack, 1992). Executive functioning (the ability to make 

decisions) is required to initiate the process of getting dressed, memory is required to 

recall where clothing articles are kept (drawers, closets), and attention is required in 

People with schizophrenia are at risk for vic-
timization by others. They often live in unsafe 
conditions, and their cognitive impairments 
make them easy targets.
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order to complete the process of getting dressed (not being distracted and, therefore, 

not finishing the process; Velligan et al., 2000).

Delusions and hallucinations distract people with schizophrenia, leaving them 

with only a limited ability to attend to their environmental surroundings. For example, 

people with schizophrenia are unable to observe or detect the social cues of other peo-

ple, leading to awkward social interactions. Finally, deficits in memory and concen-

tration may affect the ability to hold a job (Velligan et al., 2000). Work performance 

suffers when workers are unable to remember job assignments or follow instructions 

(e.g., “Mary, sweep the floor once an hour and every 30 minutes check to make sure 

the hair stylists have clean towels for their stations”).

Epidemiology   Schizophrenia is recognized around the world and the prevalence 

is approximately the same in all cultures. The lifetime prevalence of schizophre-

nia averages 1%, ranging from 0.3 to 1.6% of the general U.S. population (Kessler 

et al., 2005). This percentage is consistent across different populations, cultures, and 

level of industrialization (World Health Organization [WHO], 1973). In any given 

year, between 16 and 40 of every 100,000 people develop schizophrenia ( Jablensky, 

2000). A higher incidence is associated with people who live in urban settings (per-

haps a more complicated lifestyle), who move to a new area/country (perhaps result-

ing in social isolation and discrimination), and who are male (Tandon et al., 2008). 

Schizophrenia is a very significant public health problem in terms of both its fre-

quency and its disabling effects. Its onset can be either acute or gradual, and in many 

instances, premorbid (before the illness) features exist for many years before the actual 

psychotic symptoms emerge.

When the onset is gradual, the person often has some deterioration of func-

tioning before the positive symptoms of the disorder emerge. In the prodromal phase, 

social withdrawal or deterioration in personal hygiene, such as not bathing or not 

changing clothes, may occur. The person may also have difficulty functioning prop-

erly at work or school. As the disorder progresses the person enters the acute phase in 

which he or she exhibits the positive symptoms including hallucinations, delusions, 

and thought disorder. Negative symptoms are also present, but they are overshadowed 

by the psychotic behaviors. After the acute episode, some people with schizophrenia 

have a residual phase: The psychotic symptoms are no longer present, but the negative 

symptoms often remain. The continuing presence of negative symptoms sometimes 

prevents the person from being successfully employed or having satisfying social rela-

tionships.

Sex, Race, and Ethnicity  The sexes differ significantly with regard to the age of onset 

for schizophrenia as well as its course and prognosis. Women tend to develop schizo-

phrenia at a later age than men do. Perhaps because of this difference, women often have 

a milder form of the disorder and experience fewer hospital admissions and better social 

functioning (Mueser & McGurk, 2004). When the disorder develops later, individuals 

have more opportunity to achieve adolescent and young adult developmental milestones 

and develop better social functioning (e.g., graduating from high school or college or get-

ting married). Of course, simply finding a difference between the sexes does not explain 

why that difference exists. The sex difference in age of onset may be related to hormonal 

and/or sociocultural factors. For example, the female hormone estrogen has a strong 

protective influence on brain development and is hypothesized to lessen the abnormal 
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brain development commonly seen among those with schizophrenia (Goodman et al., 

1996; see also “Etiology of Schizophrenia” later in this chapter).

With respect to sociocultural factors, females are socialized from a very early 

age to be more socially competent than males, and they have more extensive social 

networks (Combs & Mueser, 2007). As is true for other areas, the answer to why 

sex differences exist may not be as simple as social competence or more extensive 

social networks. Both factors appear to be important influences in lessening the overall 

impact of schizophrenia among women.

Within the United States, symptoms of psychosis are consistent across various 

racial and ethnic groups including Korean Americans, African Americans, Latinos, 

and European-Americans (Bae & Brekke, 2002). Similarly, data from the WHO 

(1973) reveal that the clinical symptoms of schizophrenia are consistent worldwide. 

Across all cultures, paranoid schizophrenia is the most common type (39.8%) whereas 

the catatonic subtype is found least often (6.7%).

Although the symptoms of schizophrenia are common across racial and ethnic 

groups, rates at which a diagnosis of schizophrenia is given are not equally common, at 

least within the United States. African Americans are far more likely to receive a diag-

nosis of schizophrenia than are white people (e.g., Barnes, 2004; Bell & Mehta, 1980; 

Lawson et al., 1994) and Latino patients (Minsky et al., 2003), particularly when 

the diagnosis is based on unstructured clinical interviews. Members of other ethnic 

groups, even when expressing very similar symptoms, are more frequently diagnosed 

with psychotic depression. Factors such as racial and ethnic biases, misinterpretation 

of patient reports due to a lack of understanding of cultural features, and racial differ-

ences in the presentation of psychiatric symptoms may bias clinicians’ interpretation 

of patient symptoms (Barnes, 2004). For example, among some African Americans, 

the phrase “the witch is riding me” describes episodes of isolated sleep paralysis, a vari-

ant of panic disorder. However, the phrase is less familiar to white clinicians, who 

sometimes misinterpret this statement as a delusional belief. Such cultural insensitiv-

ity leads to misinterpretation of symptoms and inaccurate diagnosis (Minsky et al., 

2003).

ETHICS AND RESPONSIBILITY

Even if not deliberate, racial bias appears to be a very real factor in the diagnosis 

of schizophrenia. Most diagnoses are based on interviews in which the clinician and 

patient meet face to face, so the patient’s race is known to the evaluator. Determining 

diagnoses based solely on a person’s symptoms (without knowing race) could eliminate 

potential racial bias. When clinicians make a diagnosis based on a written transcript of 

a diagnostic interview rather than conducting an actual interview, African Americans 

are no more likely than European Americans to receive a diagnosis of schizophrenia 

(Arnold et al., 2004). These data suggest that a patient’s characteristics (in this case, 

race), not just the symptoms, may play an important role in determining a diagnosis. 

This is a very important issue because the label of schizophrenia still carries a negative 

connotation and a poor prognosis. A mistake in diagnosis may result in unsuitable 

treatment with powerful medications being used inappropriately.

Inaccurate diagnosis may also result from inattention to cultural differences in 

behavior, lack of cultural competence among clinicians, language barriers and few 

bilingual therapists, and diagnostic errors as a result of inadequate clinical interviews 

conducted in busy outpatient clinics (Minsky et al., 2006). Eliminating racial and 

ethnic biases poses a significant challenge. Clinicians who are of the same race or 



schizophrenia and other psychotic disorders 373

ethnicity as the patient could reduce misunderstanding of cultural factors, but the 

United States has too few minority mental health professionals for that to be the single 

answer. Increasing cultural sensitivity and awareness of the issue is also important.

Developmental Factors  As children, adults who develop schizophrenia may have 

situational anxiety, nervous tension, depression, and “psychotic-like” experiences 

such as perceptual disturbances, magical thinking, and referential ideas (Owens et al., 

2005). Magical thinking describes the belief that thinking about something can make 

it happen. For example, after you wish your parents were dead, they are involved in a 

serious car accident, and you conclude that your thoughts caused the accident. If you 

have ideas of reference, you interpret casual events as being directly related to you. For 

example, you walk by two people and they start to laugh—you wonder whether they 

are laughing at you. If you have delusions of reference, you would be sure that they were 

talking about you. These abnormalities in mood and perceptions have been reported 

consistently in childhood and suggest that some aspects of schizophrenia are pres-

ent, though often undetected, long before the onset of the more dramatic positive 

symptoms.

Patients’ childhood histories are usually collected retrospectively; that is, once 

the disorder is diagnosed, patients (or perhaps their parents) are asked to recall “how 

they were” before the symptoms began. These descriptions are compared with descrip-

tions of people who do not suffer from the disorder. From a scientific perspective, this 

retrospective design is better than nothing at all, but it has a serious limitation. The 

cognitive deficits common among people with schizophrenia may limit the ability to 

recall premorbid functioning accurately. In addition, parents’ recall of an adult child’s 

early history may be affected by her or his more recent behaviors. Thus the current 

illness may bias any recollection of previous events. A prospective research design that 

would assess premorbid behaviors objectively before an illness developed is the prefer-

able approach.

In one well-designed prospective study (Schiffman et al., 2004), all Danish youth 

ages 11 to 13 were videotaped under standardized (identical) conditions while they were 

eating lunch at school. Observers rated the children’s behavior for sociability (smiles, 

laughs, initiates or responds to conversations), involuntary movements (right or left 

hand, facial movement, other abnormal movements), and general neuromotor signs 

(raised elbows, eye movements, other abnormal movements). Nineteen years later, when 

the participants were between the ages of 31 and 33, individuals unaware of their earlier 

behavioral ratings interviewed them. Twenty-six of the children had developed schizo-

phrenia. Their behaviors at age 11 to 13 were compared with those of adults who had 

other disorders and to adults who had no disorder. Compared with both groups, adults 

with schizophrenia were significantly less sociable when they were children. Furthermore, 

compared with people who had a different psychiatric disorder (such as depression), people 

who developed schizophrenia had more subtle general neuromotor abnormalities as chil-

dren. Because this study was prospective in design (not retrospective), included the entire 

birth registry of all children born in Denmark during a specific time (therefore there was 

no selection bias that might have influenced the results), used objective measures (rather 

than subjective report), and included a psychological comparison group, these results 

provide strong evidence that poor sociability and abnormal motor functioning may be 

factors uniquely related to the onset of schizophrenia.

Schizophrenia usually begins in late adolescence or early adulthood, but approxi-

mately 23% of patients develop the disorder after age 40 (Harris & Jeste, 1988; see also 

20 40 60 80Birth
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Longitudinal studies that cover 20 or more 
years have great potential to contribute to 
our knowledge about the earliest stages of 
schizophrenia.
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Chapter 14). About 1% of adults have schizophrenia (Mueser & McGurk, 2004), but 

only 0.01% of people under age 18 suffer from this disorder. Within this 0.01% group, 

more adolescents than children suffer from schizophrenia. When the disorder begins 

in childhood or adolescence (usually considered before age 18), it is called early-onset 

schizophrenia (EOS) and has severe biological and behavioral consequences.

Biologically, children with EOS lose more cortical gray matter than children with-

out a psychological disorder (Kranzler et al., 2006) over a 5-year period. This loss occurs 

on both sides of the brain and progresses from front to back (Vidal et al., 2006), indicat-

ing significant biological deterioration in brain functioning. Behaviorally, only between 

8% and 20% of those with EOS 

ever achieve full symptom remis-

sion; most have persistent symptoms 

throughout their lifetimes (Eggers 

& Bunk, 1997; Röpcke & Eggers, 

2005). Even when compared with 

patients with adult-onset schizo-

phrenia or children with other forms 

of psychoses, patients with EOS are 

more impaired; they have additional 

psychotic episodes, need more continuing psychiatric care, and are more impaired in the 

area of social functioning and independent living (Hollis, 2000; Kranzler et al., 2006). 

Perhaps the only positive factor for children with EOS is that their IQ scores remain 

stable even 13 years after the disorder’s onset (Gochman et al., 2005). Clearly, this is one 

disorder in which the earlier the onset, the more severe the outcome.

The long-term outcome is little better when the onset of schizophrenia occurs 

in adolescence. More than 10 years later, 83% of one sample had at least one addi-

tional episode that required inpatient treatment, and 74% were still receiving psychi-

atric treatment (Lay et al., 2000). Impairments in life functioning were common: 57% 

did not achieve their premorbid educational and occupational goals, 66% were socially 

disabled (were socially isolated, avoided social activities, were unable to do typical 

household chores, lived without a sexual relationship), and 75% depended financially 

on their parents or public assistance. People with EOS have also been found to be less 

likely to marry or remain married (Eaton, 1975; Munk-Jørgensen, 1987), especially if 

they were male, and less likely to go to college (Kessler et al., 1995).

Jermaine is 10 years old. When he was little, he played with the children in his preschool 

and was in the advanced reading class. Now he is behind in reading and gets into fights 

with his peers. He takes good-natured teasing very seriously and gets angry. He hides when 

other people come to his home. When he was younger, he was diagnosed with attention 

deficit hyperactivity disorder, depression, anxiety, and even autism, but nothing seemed 

to fit. In all of his school pictures, he has a blank look on his face. His frustrated parents 

brought him to a new psychologist for an evaluation. After listening to the lack of emotion 

in Jermaine’s voice, the way he would suddenly seem distracted or smile inappropriately, 

the psychologist asked if he ever heard voices. Almost relieved, Jermaine started talking 

about the “good voices” and the “bad voices.” The good ones, he explained, were trying 

to help him. The bad ones were trying to trick him into doing “bad things” so he would go 

to hell. All of the voices commented on his behavior, telling him he was “good” or “bad.”

Even before delusions and hallucinations begin, children and adolescents with 

EOS are socially withdrawn, have difficulty interacting with peers, and have school 

early-onset schizophrenia  a form of schizo-
phrenia that develops in childhood or adoles-
cence (usually before age 18)

All adolescents undergo synaptic pruning. 
However, as these fMRI images show, the 
rate is far advanced in children who have 
early-onset schizophrenia. The magenta  
color indicates the areas of greatest neuronal 
loss and violet the areas of least neuronal 
loss. Image can be viewed online on page  
6 of original article at: www.loni.ucla 
.edu/~thompson/PDF/CVidalAGP-2006-
frontalCOS.pdf.

In the upper row of images (age 13), the area 
of greatest neuronal loss is in the frontal lobe, 
the area commonly associated with reason-
ing and problem solving. Five years later, at 
age 18 (bottom), the areas of neuronal loss 
are more pervasive, encompassing virtually 
all areas of the brain. Image can be viewed 
online on page 6 of original article at: www 
.loni.ucla.edu/~thompson/PDF/CVidalAGP-
2006-frontalCOS.pdf.
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adjustment problems (McClellan et al., 2003; Muratori et al., 2005). Because early 

onset does not allow much opportunity for normal social development, it is not sur-

prising that the long-term outcome for those with EOS is worse than when schizo-

phrenia begins in adulthood. Outcome is extremely poor when the disorder begins 

before age 14 (Remschmidt & Theisen, 2005).

OTHER PSYCHOTIC DISORDERS

Schizophrenia is the most common type of psychotic disorder and the one that has 

been most thoroughly studied. However, psychotic experiences do not always mean 

that the person is suffering from schizophrenia. We discuss several other types of psy-

chotic disorders next.

Brief psychotic disorder is the sudden onset of any psychotic symptom, such as 

delusions, hallucinations, disorganized speech, or grossly disorganized or catatonic 

behavior. As its name indicates, this disorder may resolve after 1 day and does not last 

for more than 1 month. After the disorder remits (resolves itself ), the person returns 

to a normal level of functioning. Often the disorder’s onset is associated with signifi-

cant psychosocial stressors, such as the death of a loved one or birth of a child (see the 

feature “Real People, Real Disorders: Andrea Yates and Postpartum Psychosis”).

The symptoms of schizophreniform disorder are identical to those of schizo-

phrenia with two exceptions. First, the duration of the illness is shorter, ranging from 

at least 1 month to less than 6 months. In a few instances, the symptoms seem to 

disappear. In other instances, a person is treated successfully and never has another 

episode although why treatment is successful in any particular case is not known.

brief psychotic disorder  the sudden onset 
of any psychotic symptom that may resolve 
after 1 day and does not last for more than 
1 month

schizophreniform disorder  a condition with 
symptoms that are identical to those of schizo-
phrenia except that its duration is shorter (less 
than 6 months) and it results in less impair-
ment in social or occupational functioning

Andrea Yates methodically drowned her five children 
(ages 6 months to 7 years) in the family bathtub 

on June 20, 2001. From all accounts, she was suffering 
from a severe case of recurrent postpartum psychosis, 
a condition for which she had been treated in the past. 
After drowning her oldest son, she called the police, 
was arrested, and confessed to the crime. Her defense 
asserted postpartum psychosis as the reason for the kill-
ings. Yates told her jail psychiatrist, “It was the seventh 
deadly sin. My children weren’t righteous. They stumbled 
because I was evil. The way I was raising them, they 
could never be saved. They were doomed to perish in 
the fires of hell.” Although all agreed that Mrs. Yates 
was psychotic, she was found guilty of the crime and 
sentenced to prison. However, her conviction was over-
turned, and, in her second trial, the jury found her not 
guilty by reason of insanity. She was committed 

to a mental institution until she no longer needs 
treatment.

The birth of a baby is usually a happy and 
eagerly anticipated event, yet postpartum 
psychosis occurs in 1 or 2 women out of every 
1,000 who give birth (Robertson et al., 2005). 
Research suggests that both stressful life events 
and/or a preexisting psychological disorder (schizoaffec-
tive disorder, major depression, bipolar disorder) may 
be related to its onset (Kumar et al., 1993; Robertson 
et al.). In some instances, hormonal changes that commonly 
occur a few days after childbirth also may contribute to 
the onset of postpartum psychosis, particularly in women 
who had a psychological disorder before they became 
pregnant (Kumar et al.). As in other disorders, both bio-
logical and psychosocial factors appear to play a role in 
postpartum psychosis.

real people, real disorders
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The second difference between people with schizophrenia and those with 

schizophreniform disorder is that in the case of schizophreniform disorder, impaired 

social or occupational functioning is a possibility, but some people can still conduct 

their daily activities. For example,

Jack was suspicious that his neighbors were listening in on his telephone conversations or 

were keeping a record of when he entered and left his apartment. However, he did not har-

bor those same suspicions about co-workers. Therefore although he would not answer his 

telephone (because his neighbors might be listening) and was reluctant to leave his apartment 

(because the neighbors would mark down the time), he did leave once a day to go to work.

Individuals with schizoaffective disorder might be considered to have both 

schizophrenia and a depressive disorder. That is, in addition to all of the symptoms 

of schizophrenia, the patient also suffers from a major depressive, manic, or mixed 

episode disorder at some point during the illness. Watch on mypsychlab.com

Brian admitted himself to the hospital for depression. A talented painter, he had struggled 

for many years with mood swings, and his paintings reflected his mood. Lately, his friends 

were worried because his paintings were getting darker in color and in content. After a few 

days on the inpatient unit, he came out of his room smiling and joking. He walked up to a 

nurse and said, “I am making you my director of overseas operations. He passed a research 

assistant and said, “You are my new head of human resources.” He next told a psychiatrist 

he was being demoted to a shift work position. When the head nurse finally caught up 

to him and asked how he was feeling, he replied “Wonderful, honey. I’m Mr. Mellon, the 

president of US Steel. If you are nice to me, I’ll make you my personal assistant.” He was so 

sure that he was the owner of a multi-national corporation the he became angry and bel-

ligerent when she tried to remind him that he was Brian the painter.

Schizoaffective disorder is a controversial diagnosis. It has been considered a 

type of schizophrenia, a type of mood disorder, or an intermediate condition between 

the two. When patients with schizophrenia, schizoaffective disorder, and mood disor-

ders were compared, positive symptoms were more severe in people with schizophre-

nia than in people with schizoaffective disorder, but both groups had equally severe 

cognitive impairments (Evans et al., 1999). Other investigators, examining many dif-

ferent variables, suggest that schizoaffective disorder should be renamed psychotic mood 

disorder because of the presence of the mood symptoms (Lake & Hurwitz, 2006). In 

some instances, diagnostic decisions are made on which group of symptoms (psychotic 

or mood) is considered to be more severe or more impairing.

Delusional disorder consists of the presence of a nonbizarre delusion (defined as 

an event that might actually happen; see Table 10.3).

Janice does not believe that she needs to see a mental health professional. She is con-

fident that, despite all medical evidence to the contrary, she has cancer. Her belief is 

based on the fact that she can actually feel the cancer cells eating away at her body. She 

sits in the psychologist’s office, calmly relating the fact that she has consulted at least 20 

physicians, all of whom are wrong. Her family physician told her that he would not see her 

anymore unless she consulted a mental health professional.

People with delusional disorder do not have other psychotic symptoms except 

perhaps hallucinations that are directly related to the delusion (such as Janice’s report 

of feeling the cancer cells eating away inside her). Also, in contrast to schizophrenia,  

few changes occur in the person’s overall functioning other than the behaviors 

 immediately surrounding the delusion ( Janice’s “doctor-shopping” to find someone 

delusional disorder  a condition in which a 
person has a nonbizarre delusion, no other 
psychotic symptoms, and few changes in 
overall functioning other than the behaviors 
immediately surrounding the delusion

schizoaffective disorder  a condition in 
which, in addition to all of the symptoms of 
schizophrenia, the patient suffers from a major 
depressive, manic, or mixed episode disorder 
at some point during the illness

Schizoaffective Disorder

The Case of Josh

“I looked out the window and 
saw this guy with a machete 

chasing one of the psychiatrists.”
www.mypsychlab.com

www.mypsychlab.com
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who will treat her cancer). Because people with delusional disorder do not believe that 

they need treatment, how many people suffer from this disorder is unclear.

When two or more individuals who have a close relationship share the same 

delusional belief, the disorder is known as shared psychotic disorder (folie à deux).

Dorien was a successful businessman. His cognitive faculties began to fade as he 

approached retirement. He had difficulty with daily activities, and his wife, Alicia, began 

to have cognitive problems as well (as a result of a mugging incident in which she sus-

tained head injuries). Concerned about their safety, family members moved them to 

an assisted living environment where a medical staff monitored their activities. Dorien 

began complaining that he was being held against his will, that the staff was stealing his 

belongings, that his food was being poisoned, and that his family was trying to kill him. 

Initially, Alicia tried to convince him that none of this was real, but after a few weeks, she 

became convinced that her husband’s beliefs were true. Alicia needed surgery and was 

transferred to a medical center and then to a rehabilitation center for physical therapy. 

As a result of her separation from Dorien, her delusional beliefs quickly disappeared.

Shared psychotic disorder begins when one person (sometimes termed the inducer or 

the primary case) develops a psychotic disorder with delusional content. The inducer is 

the dominant person in the relationship with a second individual (usually related by 

blood or marriage and living in close physical proximity) and over time, imposes the 

delusional system on the second person, who then adopts the belief system and acts 

accordingly. If the relationship is interrupted (as happened for Dorien and Alicia), 

the delusional beliefs of the second person quickly disappear. Shared psychotic disor-

der is equally common among males and females and affects both younger and older 

patients. Among one sample, 90% of those suffering from this disorder were married 

couples, siblings, or parent–child dyads (many of whom were socially isolated from 

others). Dementia, depression, and mental retardation were common features among 

those with this disorder (Silveira & Seeman, 1995).

concept CHECK

� The consequences of schizophrenia are more serious and long-lasting when the disorder 

begins in childhood, a condition known as early-onset schizophrenia (EOS).

TABLE 10 .3

Type Content

shared psychotic disorder  a condition in 
which two or more persons who have a close 
relationship share the same delusional belief; 
also known as folie à deux
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� In contrast to schizophrenia, which is considered to be a chronic disorder, other forms of 

psychosis may be time limited. Brief psychotic disorder, for example, may last for only 

1 day. Schizophreniform disorder lasts no more than 6 months.

� Schizoaffective disorder is a condition in which psychotic symptoms and major depres-

sion are equal in severity and frequency. In this group of patients, the positive symptoms 

of psychosis are less severe than in those with schizophrenia alone.

CRITICAL THINKING QUESTION The case of Andrea Yates illustrates how a biological event 

(the birth of a baby) can result in the onset of a very serious psychological disorder (post-

partum psychosis). Does this mean that childbirth is the reason for this disorder? Why or 

why not?

Etiology of Schizophrenia
Schizophrenia is a complex disorder. Its symptoms are quite dramatic and not eas-

ily understood by the general public. Many different theories about its development 

have been offered and, in some cases, discarded. Overall, a century of research has 

been more successful in ruling out than in establishing causes of schizophrenia. For 

example, it is now clear that this disorder is not caused by “poor” or “bad” parenting—

a relief to families who have to cope with someone struggling with this disorder. It 

is now quite clear that schizophrenia probably involves many different elements. In 

this section we examine the biological, psychological, and social/environmental factors 

that may play a role in the onset of schizophrenia.

BIOLOGICAL FACTORS

Based on research conducted over the past 50 years, the consensus that schizophrenia is 

a neurodevelopmental disorder is increasing. Research has established that this disorder 

has a genetic component and that abnormalities exist in both brain structure and brain 

function. This does not mean that we now thoroughly understand this complex disorder— 

we still have much to learn. However, we now know that no simplistic explanations and 

no single biological factor exist. The following describes what we know so far.

Neurotransmitters  The three different symptom categories that make up schizophre-

nia might suggest abnormalities in several different neurotransmitter systems. By far the 

most attention has been paid to neurotransmitters associated with the dramatic positive 

symptoms. For more than 50 years, schizophrenia has been considered to be a disorder 

associated with an excess of the neurotransmitter dopamine. The dopamine hypothesis

emerged from clinical observations that chemical compounds such as amphetamines 

and levadopa (also called L-dopa, a drug used to treat Parkinson’s disease) increase the 

amount of dopamine available in the neural synapse, which, in turn, can lead to the 

development or worsening of psychotic symptoms. In contrast, substances that decrease 

dopamine seem to be associated with the lessening of psychotic symptoms.

We just used the term associated with because a causal relationship between dopa-

mine and schizophrenia has not been clearly established, and three possibilities must be 

considered. First, excessive dopamine could lead to the development of schizophrenia. 

Second, the chronic stress created by a disorder as serious as schizophrenia may create 

many different brain abnormalities including excess dopamine. Finally, both excess 

dopamine and schizophrenia could result from some third, currently unknown, variable. 

Although the direction of this relationship remains uncertain, the existence of abnormal 

dopamine hypothesis  the theory that a 
cause of schizophrenia is the presence of too 
much dopamine in the neural synapses
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dopamine levels in the neural synapses of patients with schizophrenia has been estab-

lished. The relationship is far from simple, however. It appears that too much dopamine 

in the limbic area of the brain may be responsible for positive symptoms (i.e., overac-

tivity of behavior and perception) whereas too little dopamine in the cortical areas may 

be responsible for negative symptoms (i.e., impaired cognitive abilities and motivation; 

Davis et al., 1991; Moore et al., 1999). Therefore, dopamine abnormalities are not simply 

a matter of too much or too little in the brain. They may take the form of both excesses 

and deficits within the same individual. This finding may explain why medications that 

block dopamine levels reduce positive symptoms but do not change negative symptoms 

(see the section “Treatment of Schizophrenia and Other Psychotic Disorders”).

As you will recall, the second category of symptoms found in people with schizo-

phrenia are the negative symptoms, which are defined as an absence of behaviors that 

are found in people without the disorder. In many ways, the negative symptoms of 

schizophrenia (e.g., slowed speech, apathy) are similar to the psychomotor retarda-

tion symptoms found in depression. In Chapter 6, we discussed that these symptoms 

of depression may be related to the limited availability of serotonin (a different neu-

rotransmitter) in certain neural synapses. It appears that serotonin deficits may also be 

present in the same brain areas in people with schizophrenia (Horacek et al., 2006). 

Finally, evidence exists in both animals and humans that a third set of neurotransmit-

ters, GABA and glutamate, play an important role with respect to learning and remem-

bering new material. Therefore, deficits in these neurotransmitters may be associ-

ated with some of the cognitive impairments (the third category of symptoms) found 

among people with schizophrenia (Addington et al., 2005).

Genetics and Family Studies  Determining that too much dopamine exists in the 

limbic system of patients with schizophrenia may explain some of the disorder’s symp-

tomatology, but it does not explain how or why the neurotransmitter abnormalities 

exist. Genetics may be one explanation (Sullivan, 2005). As with some other psy-

chological disorders, schizophrenia seems to “run in families.” Again, however, just 

because a parent has schizophrenia does not mean that the child will also develop 

the disorder. Genetically, the risk of developing schizophrenia is 15% if one parent 

has the disorder and 50% if both parents have it (McGuffin et al., 1995). Rates of 

concordance, both twins having the disorder, are higher among monozygotic (MZ, or 

identical) twin pairs, ranging from 60 to 84%, than dizygotic (DZ, or fraternal) twin 

pairs (Cardno et al., 1999). Modern genetic approaches have made significant prog-

ress in mapping (identifying) specific genes that may be associated with schizophrenia. 

Nine chromosomes and seven candidate genes have been identified (Harrison & 

Owen, 2003) as potentially contributing to the development of schizophrenia through 

at least two possible pathways: direct transmission of the actual disorder from one 

family member to another or indirect transmission by affecting the functioning of 

neurotransmitters such as dopamine (Norton et al., 2006).

With respect to direct transmission of schizophrenia, there appears to be a posi-

tive genetic relationship between areas on one gene (known as GAD1) with family 

members who have early-onset schizophrenia (Addington et al., 2005). However, 

linkage studies are not precise (not everyone with the genetic abnormality develops the 

disorder). Furthermore, the results are not always replicated when a second study sam-

ple is examined. The genetics of schizophrenia has been the subject of considerable 

research; research studies have identified more than 3,000 potential genes and genetic 

abnormalities (Lewis et al., 2003), but few of these studies have consistently identified

Because they have the same genetic make-
up, the risk that both monozygotic twins will 
develop schizophrenia is higher than for 
dizygotic twins or other non-twin siblings.
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the same gene (Norton et al., 2006; Sullivan, 2005). Until outcomes are consistently 

replicated, determining the actual contribution of particular genes is difficult, but 

research indicates that genetic factors contribute about 80% of the liability for the 

disorder (Tandon et al., 2008). Several genes have been identified through genome-

wide approaches that contribute to schizophrenia risk (e.g., O’Donovan et al., 2008). 

The development of schizophrenia probably involves the action of numerous genes 

(polygenetic influence) that may provide a biological vulnerability, which when 

combined with other biological abnormalities and environmental stressors (such as 

those described in the feature “Genetics and Environment in the Development of 

Schizophrenia”) may result in the development of schizophrenia. 

examining 

Because genetically identical (MZ) twins are not 100% con-
cordant for schizophrenia, a strict genetic etiology is unlikely. 
In fact, 80% of those with psychotic symptoms do not have a 
parent with the disorder, and in 60% of the cases, no family 
history can be identified (Gottesman, 2001). Therefore, other 
factors must contribute to this disorder. One such factor now 
receiving increased attention is the family environment.

� The Evidence In Finland, a national sample of children 
whose mothers had schizophrenia and were adopted away 
at birth was compared with children who were also adopted 
away but whose mothers did not have schizophrenia (Tienari 
et al., 2004). The family environment in the adoptive family 
was classified as disordered (high in criticism, conflict, con-
stricted affect, and boundary problems) or healthy (low in criti-
cism, conflict, constricted affect, and boundary problems). The 
children were interviewed at age 23 and again at age 44. As 
adults, 36.8% of the biological children of schizophrenic moth-
ers who were raised in a “disordered” family environment 
developed a “schizophrenic spectrum disorder” whereas only 
5.8% of children of schizophrenic mothers who were reared in 
a “healthy” family environment developed one of these dis-
orders. In contrast, the adoptive family environment was not 
a factor for those children whose mother did not have schizo-
phrenia; 5.3% of children raised in disordered environments 
developed a schizophrenic spectrum disorder as did 4.8% of 
children raised in healthy family environments.

� Examining the Evidence  These results suggest that a 
family environment high in conflict and criticism and low in 
expressions of emotion may be an important factor in the 
development of schizophrenia but only when the child has 

a parent with schizophrenia. Whereas overall, about 15% of 
offspring develop schizophrenia if one parent has the disor-
der, that percentage doubles when the children are raised in 
a “disordered” family environment even when they are not 
raised by a parent with the disorder.

�  What Do These Data Illustrate About the Role
of Genetics?
1. Even when a person has a genetic predisposition to 

develop schizophrenia (mother has the disorder) and is 
raised in an environment that is not “healthy,” 63.2% do 
not develop a schizophrenic spectrum disorder.

2. Although 36.8% developed a schizophrenic spectrum disor-
der, only 5.1% developed schizophrenia; many of the others 
had psychotic disorders or depression with psychosis. This 
means that what appears to be inherited is a general risk 
factor for psychosis, not necessarily for schizophrenia.

�  What Do These Data Illustrate About the Role of the 
Environment?
1. A conflictual or disorganized environment appears to 

increase the risk for a psychotic disorder but only among 
those who have relatives with schizophrenia.

2. Even with no genetic risk and a “healthy family envi-
ronment,” 4.8% of individuals still developed a schizo-
phrenic spectrum disorder.

� Conclusion  The answer to these questions is not simple 
because both biological and environmental factors appear to 
play a role. If you were a psychologist, how would you explain 
the outcome of this study to your female patient with schizo-
phrenia who wants to have a child?
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Neuroanatomy  The dramatic abnormalities in perception, thought, and 

behavior found among people with schizophrenia led naturally to consid-

eration of brain abnormalities, which may be structural or functional. One 

consistent neuroanatomical abnormality found among people with schizo-

phrenia is enlargement of the brain ventricles (Wright et al., 2000). The 

ventricles are cavities in the brain that contain cerebrospinal fluid (see 

Figure 10.1), which acts as a cushion to prevent brain damage if there is a 

blow to the head. In addition to enlarged ventricles, people with schizophre-

nia have a reduction in cortical (gray matter) areas of the brain (Andreasen 

et al., 1994) compared with those with no disorder. Based on MRI data, 

these structural brain abnormalities clearly are present at the onset of the 

disorder (Vita et al., 2006). These same abnormalities exist in the non-ill 

parents of adults with schizophrenia (Ohara et al., 2006), the children of adults with 

schizophrenia (Diwadkar et al., 2006), and other non-ill relatives (McDonald et al., 

2002). The consistency of these abnormalities coupled with their existence among 

people who do not show symptoms of the disorder (but who have a relative with the 

disorder) indicates that these abnormalities are not the result of the illness but are 

present before the positive symptoms emerge.

Abnormal brain structure exists not only at the macro level of enlarged ventricles 

and decreased cortical size. Differences are also evident at the basic cellular level of the 

brain. Brain abnormalities that appear specific to people with schizophrenia (compared 

with those with no psychiatric disorder or a different disorder) include mild structural 

disorganization at the level of the individual brain cells (evident at autopsy) and altered 

neuronal connections in multiple brain areas (Opler & Susser, 2005). This type of cel-

lular disorganization cannot happen as a result of brain deterioration or aging; it can 

occur only early in the process of brain development (before birth). Studies of cerebral 

development indicate that this phase of cortex development occurs during the second 

trimester of pregnancy. Therefore, it is clear that these abnormalities develop long 

before the onset of the observable symptoms of schizophrenia.

Viral Theories and Other Prenatal Stressors   There are now sufficient data, 

including the neuroanatomical data just discussed to conclude that structural and 

functional brain abnormalities exist among people with schizophrenia. Genetics may 

contribute to this abnormal development but cannot alone account for the onset of 

schizophrenia. Another aspect that may affect fetal brain development is the prenatal 

environment. Prenatal factors identified as potentially associated with the later onset 

of schizophrenia include maternal genital or reproductive infections during the time of 

conception (Babulas et al., 2006), influenza during the first or second trimester period 

(Brown et al., 2004), nutritional deprivation during early gestation (Susser et al., 1996), 

lead exposure during the second trimester (Opler & Susser, 2005), bleeding during 

pregnancy (Cannon et al., 2002), and severe prenatal maternal stress (King et al., 2005).

Among all of these prenatal risk factors, one of the most thoroughly investi-

gated is maternal exposure to the influenza virus during pregnancy. In an initial report 

(Mednick et al., 1988), children of mothers who were exposed to an influenza virus 

during their second trimester (the second 3 months) of pregnancy were at greater risk 

of developing schizophrenia when they became adults. Since the publication of this 

study, the relationship of influenza and schizophrenia has been an area of continuous 

controversy. About 50% of the research literature confirms this initial relationship, 

but the other 50% is unable to detect any increased risk for schizophrenia following 

FIGURE 10 .1

The brain’s ventricles contain cerebrospinal 
fluid, which helps cushion the brain against 
injury. Compared with people with no disor-
der, people with schizophrenia have enlarged 
ventricles. Although the exact meaning of 
this difference is not clear, it is one bit of 
evidence suggesting a neurodevelopmental 
basis for the disorder.

Lateral
ventricle
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ventricle
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maternal influenza exposure. One reason for these inconsistent findings is that in 

many instances, determining whether the mother was exposed to influenza depended 

on the mother’s recall rather than objective medical data. In one of the few studies for 

which objective evidence exists, exposure to influenza documented by presence of the 

virus in the mother’s blood resulted in a sevenfold increase in the risk of the infant’s 

developing schizophrenia when exposure occurred during the first, but not the second, 

trimester (Brown et al., 2004).

How could exposure to influenza be related to the development of schizophre-

nia? Because the influenza virus does not cross the placenta, the virus itself is not 

responsible for any abnormal brain development. However, when a pregnant woman 

(or anyone) contracts influenza, her immune system produces antibodies (in this case, 

IgG antibodies) to fight the infection. These antibodies cross the placental barrier and 

react with fetal brain antigens (a substance that stimulates production of antibodies), 

producing an immunological response that disrupts fetal brain development. In turn, 

abnormalities in structural brain development may then trigger functional abnormali-

ties that in turn result in the onset of schizophrenia (Wright et al., 1999). Think about 

an automobile engine. If it is not built (structured) correctly, it will not run (function) 

correctly.

Although no direct studies in humans are available to support this hypothesis, 

the offspring of pregnant mice that are deliberately exposed to the influenza virus have 

a reduced number of cells in the cortex and hippocampal areas of the brain. This is a 

significant finding because these are the same neuroanatomical areas that have been 

identified as abnormal in patients with schizophrenia (Fatemi et al., 1999). Given the 

complex nature of schizophrenia, it is far too simplistic to conclude that it is caused 

simply by exposure to the influenza virus. Its etiology is probably much more compli-

cated. Furthermore, it is important to note that many pregnant women are exposed 

to influenza each year and only 1% of adults develop schizophrenia. Therefore, other 

factors must play a role.

Many obstetric complications have positive but weak relationships to schizo-

phrenia, but these do not appear to play a major role (Cannon et al., 2002). Overall, 

the definition of obstetric complications is very broad, and when applied across the 

general population, 25 to 30% of all pregnancies have some type of complication. So 

again, we cannot conclude that all children born to women with pregnancy complica-

tions will develop schizophrenia (Rapoport et al., 2005). These complications more 

likely signal the presence of other factors with a more direct role or indicate a general 

vulnerability to the development of various mental illnesses. In the case of schizophre-

nia, these factors when combined with a genetic predisposition may be the initial trig-

gers leading to the development of the abnormal brain structures we have discussed.

A Neurodevelopmental Model of Schizophrenia  From a biological perspective, 

schizophrenia is best conceptualized as a neurodevelopmental disorder. Genetic and 

prenatal or perinatal (occurring at the time of birth) risk factors may set the stage 

for a disease process that encompasses biological, cognitive, and social changes that 

occur over time and result in schizophrenia (see Figure 10.2). Longitudinal studies 

using repeated fMRI neuroimaging (Rapoport et al., 2005) show that people with 

schizophrenia lose significant gray matter during adolescence through a normal bio-

logical process known as synaptic pruning that eliminates weaker synaptic contacts 

and enhances the already strong ones. For people with schizophrenia, synaptic prun-

ing occurs at a rate faster than it does in people without schizophrenia, beginning in 

synaptic pruning  a process in which weaker 
synaptic contacts in the brain are eliminated 
and stronger connections are enhanced

20 40 60 80Birth
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Although the most common age of onset 
for schizophrenia is young  adulthood, the 
disorder also exists in children and adoles-

cents. The early age of onset is usually associ-
ated with a more severe disorder.  
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childhood and accelerating in adolescence. The timing of this acceleration coincides 

with the emergence of subtle behavioral, motor, and cognitive abnormalities ( Jones 

et al., 1994; Walker et al., 1994). Impaired peer relationships, enhanced social isola-

tion and social anxiety, disruptive behaviors in preadolescent boys, and withdrawal 

behaviors in preadolescent girls also occur during this time. All of these behaviors are 

associated with, but not specific to, the onset of schizophrenia in adulthood (Done 

et al., 1994). However, schizophrenia is not simply a biological process; some of the 

brain abnormalities seen in people with schizophrenia also occur in their relatives who 

never develop the disorder. This means that other factors, such as psychological and 

environmental influences, probably contribute as well.

FAMILY INFLUENCES

Historically, the “schizophrenogenic mother” was considered as an environmental fac-

tor representing either a cause and/or a response to the presence of schizophrenia 

in a child (Parker, 1982), even an adult child. This concept emerged from the clini-

cal observations of mental health professionals who worked with families of patients 

with schizophrenia and who described patients’ mothers as dominant, overprotec-

tive, and rejecting. However, controlled scientific investigations (including longitu-

dinal designs) did not confirm the existence of such a behavior pattern (Hartwell, 

1996). How do we reconcile the clinical observations with the empirical data? One 

explanation is that the concept of the “schizophrenogenic mother” was based in part 

on observations or descriptions of family interactions when the patient already had 

schizophrenia. However, the presence of a psychological disorder, particularly one that 

affects cognition and behavior as seriously as does schizophrenia, also affects fam-

ily interactions. In many cases, parents must assume substantial responsibility for 

their children—even their adult children—and this could result in parents acting in a 

controlling and overprotective fashion perhaps out of necessity given their child’s 

FIGURE 10 .2

This general neurodevelopmental model 
indicates many different biological and envi-
ronmental factors that probably contribute to 
the onset of schizophrenia.

Neurodevelopmental Model of Schizophrenia

Etiological Factors
(DNA abnormalities, exposure to viruses or environmental toxins,

poor nutrition, birth injuries)

Affect Brain Pathophysiology
(abnormal neuron formation, neuron migration, synaptic pruning)

Negatively Affect Brain Anatomy and Function

Negatively Affect Cognitive Functioning and Processing
(attention, memory, language, emotion)

Symptoms of Schizophrenia
(hallucinations, delusions, negative symptoms)
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disorder. However, this does not mean that parents behaved in this way before the 

patient developed the disorder.

Ruling out poor parenting or a “bad” family environment highlights an impor-

tant point: What science has determined is (or is not) the cause of a disorder is not 

necessarily the same as what people believe is responsible for their suffering. Earlier 

we noted that culture may affect the expression and interpretation of the symptoms of 

schizophrenia. Similarly, culture may also shape explanations of its etiology. Whereas 

white patients born in the United Kingdom gave a biological explanation for their ill-

ness (e.g., it is the result of physical illness or substance use) (McCabe & Priebe, 2004), 

second-generation United Kingdom residents of African-Caribbean, Bangladeshi, or 

West African descent were more likely to provide a social explanation (e.g., inter-

personal problems/stress/negative childhood experiences) or a supernatural one (e.g., 

magic spells/evil forces).

Returning to our examination of familial factors, even though the notion of 

a “schizophrenogenic mother” is no longer accepted, environmental factors such as 

family interaction remain the subject of scientific scrutiny. The concept known as 

expressed emotion (EE) describes a family’s emotional involvement and critical atti-

tudes found among people with a psychological disorder, in this case, schizophrenia. 

Patients with schizophrenia who live in family environments that are high on EE vari-

ables (which include high levels of emotional overinvolvement and critical attitudes) 

are more likely to relapse and have higher rates of rehospitalization (e.g., Butzlaff & 

Hooley, 1998). High EE is an environmental stressor that may increase the likeli-

hood of relapse among those with schizophrenia. However, a treatment designed to 

increase communication and problem-solving skills among families of a patient with 

schizophrenia was no more effective than the control condition of monthly family 

visits to a therapist (Schooler et al., 1997). This means that although high EE may 

predict relapse, it may not be possible to change these family patterns once they have 

been established.

Unlike the study presented in “Examining the Evidence: Genetics and 

Environment in the Development of Schizophrenia” (which was a prospective study), 

the relationship between high EE and relapse is based mainly on correlational data. 

Therefore, no conclusions about the role of EE as a causal factor are available. It is 

possible that high levels of emotional involvement and critical family attitudes emerge 

after the onset of the patient’s disorder. Coping with someone with schizophrenia 

can be very stressful, and families worldwide feel its effects (Breitborde et al., 2009; 

Huang et al. 2009; Zahid & Ohaeri, 2010). Families experience financial and emo-

tional burdens as well as negative health consequences (Dyck et al., 1999). In fact, 

the family interaction patterns identified as characteristic of EE have been identified 

with other disorders such as drug and alcohol abuse. High EE may reflect the emo-

tional toll of living with a family member with any type of severely impairing mental 

disorder.

The relationship of EE to relapse and rehospitalization may be unique to white 

people. Whereas low levels of criticism and fewer intrusive behaviors by relatives were 

associated with better patient outcome for white patients, high levels of critical and 

intrusive behavior were associated with better outcomes for African American patients 

(Rosenfarb et al., 2006), again illustrating the need to consider culture, race, and eth-

nicity when studying abnormal behavior. Given these differences, the role of EE in 

the course of schizophrenia requires further study and should include attention to 

other racial and ethnic groups as well.

expressed emotion  a concept used to 
describe the level of emotional involvement 
and critical attitudes that exist within the fam-
ily of a patient with schizophrenia

Negative and critical attitudes by family 
members are correlated with higher rates of 
relapse among schizophrenic patients.
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We noted that schizophrenia “runs in families.” In some instances, the relatives of 

patients with schizophrenia also have schizophrenia; in other instances, they may have 

some behaviors associated with the disorder, such as exaggerated distrust of strangers, 

but not at a level that produces impairment. These relatives possess traits associated with 

schizophrenia, such as a deficit in social cognition. Although definitions of this construct 

differ, it is useful to think of social cognition as the “mental operations underlying social 

interactions, which include the human ability and capacity to perceive the intentions and 

dispositions of others” (Brothers, 1990, p. 28). Social cognition, sometimes called social 

perception, includes skills such as the ability to perceive when someone is interested in 

conversation or to interpret eye contact or a smile from a stranger.

Sigrid, age 20, was diagnosed with paranoid schizophrenia. She was hospitalized after 

she went to the local FBI office demanding the surveillance tapes that she believed it had 

collected regarding her daily activities. When Sigrid’s mother, Linda, came to the unit for 

a consultation with the social worker, the social worker noticed that Linda did not make 

eye contact and asked the social worker at least 12 times who would have access to her 

daughter’s hospital records.

Although Linda had never been treated for schizophrenia, her behavior indi-

cated deficits in social cognition. A gene–environment correlation means that the 

same person who provides a patient’s genetic makeup also provides the environment in 

which that person lives. Thus individuals who are at increased genetic risk for schizo-

phrenia may also be exposed to environments that increase risk of developing symp-

toms of schizophrenia. Did Linda’s mother contribute to her daughter’s condition by 

virtue of shared genes or by fostering an environment limited in appropriate social 

cognition? In such a case, it is difficult to disentangle genetic and environmental influ-

ences on the development of a disorder—they are deeply intertwined.

concept CHECK

� Advances in neuroscience have allowed for a much better understanding of structural 

and functional brain abnormalities. Only ventricular enlargement has been a consistently 

reported structural abnormality in schizophrenia although many different abnormalities 

have been hypothesized.

� To date, some evidence indicates a genetic contribution to the development of schizo-

phrenia, but it may not be as a result of direct transmission of specific genes. Genes 

may also affect the expression of schizophrenia indirectly by affecting the functioning of 

neurotransmitters such as dopamine.

� Twin and family studies illustrate the complex roles of genes and the environment in contrib-

uting to the development of schizophrenia. Concordance rates (both twins having schizo-

phrenia) are higher among monozygotic (MZ) than dizygotic (DZ) twin pairs. Furthermore, 

not every child whose parent has schizophrenia develops the disorder, and many people 

develop schizophrenia even though neither of their parents has ever had the disorder.

� The neurodevelopmental model of schizophrenia suggests that genetics and prenatal 

and/or perinatal risk factors may set the stage for a disease process that encompasses 

biological, social, and cognitive changes. An important concept is synaptic pruning that 

eliminates weaker synaptic contacts and strengthens the already strong ones. In people 

with schizophrenia, this process is accelerated and associated with behavioral, motor, 

and cognitive abnormalities.

gene–environment correlation  the person 
who contributes to a patient’s genetic makeup 
and provides the environment in which the 
patient lives



C H A P T E R  1 0386

CRITICAL THINKING QUESTION A viral model for the development of schizophrenia is illus-

trated by studies examining exposure to the influenza virus in pregnant women. Given the 

number of people who catch the flu each year, how strong is the evidence for this theory?

Treatment of Schizophrenia and Other
Psychotic Disorders
Much of the historical treatment of mental illnesses discussed in Chapter 1 actu-

ally describes treatment of psychotic disorders such as schizophrenia. Until the last 

50 years, institutionalization and humane treatments such as those proposed by Pinel, 

Tuke, Rush, and Dix (see Chapter 1) were among the few courses of action avail-

able to treat these disorders or at least separate people suffering from psychological 

disorders from the rest of society. Surgical treatments in the form of primitive loboto-

mies were performed to decrease a patient’s agitated, aggressive, or violent behavior. 

Lobotomies involved first administering anesthesia and then entering the person’s brain 

either through a hole drilled in the skull or by inserting a device similar to an ice pick 

above the eyeball. The rationale for these procedures was that emotions were seated in 

the brain and that removing some of the brain matter would alleviate suffering (similar 

to trephination discussed in Chapter 1). The outcomes of lobotomies were generally 

negative and included cognitive and emotional deficits and in some cases death.

Until the middle of the 20th century, no therapies actually reduced symptoms 

of the disorder. Hydrotherapy (water therapy) was used to calm agitated patients. 

Hospital staff would give patients prolonged baths (8–24 hours in length) or wrap 

them in wet sheets (either warm or cold), to reduce agitation (Harmon, 2009). During 

this time, sedative medication was another form of treatment to reduce agitation.

In the 1950s, the discovery of the medication chlorpromazine changed the treat-

ment of schizophrenia. This medication treated the specific symptoms of the disorder, 

allowing patients to be discharged from the hospital (Drake et al., 2003). The ability of 

patients to leave the hospital led to the community mental health movement, which empha-

sized treatment, recovery, and reintegration into the community (Drake et al., 2009; see 

Chapter 15 for more information on this movement). Now in the 21st century, the situ-

ation has changed dramatically again; several effective treatments are available for people 

with schizophrenia. These treatments are far from universally or uniformly effective, but 

they constitute a great advance over what was available 100 years ago.

PHARMACOLOGICAL TREATMENT

Pharmacotherapy (medication) is the treatment of choice for schizophrenia. The 

most common medication class is the antipsychotics, which block dopamine receptors 

at four different receptor sites labeled D1, D2, D3, and D4 (Horacek et al., 2006). 

However, blocking the receptor is not simply an “all-or-nothing” process. Depending 

on the particular drug, blocking may be temporary, permanent, partial, or complete, 

and the type of blocking affects how well the drug works. Antipsychotics have only 

limited effects, however. They do not improve the negative symptoms or the cogni-

tive deficits found among people with schizophrenia. Antipsychotics are efficacious at 

decreasing positive symptoms and consist of two types, typical and atypical.

Typical Antipsychotics  Before the 1990s, the available antipsychotics (now called 

conventional or typical antipsychotics) effectively reduced the positive symptoms of 

In the 1940s and 1950s, many people who 
were considered to have uncontrollable 
behavior were given a surgical treatment 
called a lobotomy. Although the treatment 
included different procedures, all were 
designed to sever some neuronal connections 
in the brain.

antipsychotics  a class of medications that 
block dopamine receptors at neuron receptor 
sites

conventional or typical antipsychotics
medications that effectively reduce the posi-
tive symptoms of schizophrenia but produce 
serious side effects
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schizophrenia but produced serious side effects. These included muscle stiffness, trem-

ors, and tardive dyskinesia, a neurological condition characterized by abnormal and 

involuntary motor movements of the face, mouth, limbs, and trunk (Gray et al., 2005). 

The most common symptoms of tardive dyskinesia are movements of the tongue (lip 

licking, sucking, smacking, and fly-catching movements), jaw (chewing, grinding), face 

(grimacing, tics), and eyes (blinking, brow arching). Unfortunately, tardive dyskinesia 

appears to be a fairly common condition; after 15 years of treatment with typical anti-

psychotics, about 52% of patients will develop this side effect (Kane et al., personal com-

munication, cited in Tarsy & Baldessarini, 2006). Tardive dyskinesia may begin months 

or years after the start of the medication (Margolese & Ferreri, 2007). Although it is not 

clear why this syndrome occurs, one possibility is that the typical antipsychotics create 

“supersensitivity” of the dopamine receptors, leading them to “overreact” and produce 

these abnormal movements (e.g., Dean, 2006). Unfortunately, discontinuation of the 

medication does not eliminate tardive dyskinesia, and it is likely that once the receptor 

sensitivity is altered, it cannot be easily reversed.

Atypical Antipsychotics  Since the 1990s, a new group of medications called the 

atypical antipsychotics have been preferred for the treatment of schizophrenia in both 

adults and youth (Kranzler et al., 2005; Mueser & McGurk, 2004). These medica-

tions are considered as effective as traditional antipsychotics in treating positive symp-

toms, and they are much less likely to produce tardive dyskinesia. They also have some 

effects on negative symptoms and cognitive impairments (Mallinger et al., 2006). The 

medications do not help everyone, and one study found that over an 18-month period, 

more than 60% of patients who were prescribed one of these medications discontinued 

them due to side effects or lack of effectiveness (Lieberman et al., 2005). Still, the 

atypical antipsychotics may represent an improvement over their predecessors because 

they help reduce negative symptoms and produce fewer side effects (Fleischhacker & 

Widschwendter, 2006). Although they are less likely to produce tardive dyskinesia, 

they have their own significant side effects including producing diabetes and high 

triglycerides (a type of fat found in the blood). The most dangerous side effect is 

agranulocytosis, which is a lowering of the white blood cell count that could be fatal if 

not detected in time. Weight gain (sometimes severe) is another side effect that occurs 

in both children and adults (Kranzler et al., 2006). Therefore, although the atypical 

antipsychotics are now the most commonly prescribed medication for people with 

schizophrenia, whether they represent a significant improvement remains controversial 

(Lieberman et al.). Newer biological treatments such as transcranial magnetic stimula-

tion attempt to change brain functioning through procedures other than medications 

(see the feature “Research Hot Topic: Transcranial Magnetic Stimulation”).

As illustrated in the sections on symptoms and etiology, cultural factors play a role 

in the treatment of schizophrenia. White patients more frequently preferred medication 

and counseling treatments (McCabe & Priebe, 2004). In contrast, patients of Bangladeshi 

descent preferred a religious activity or no treatment at all, consistent with their beliefs that 

the cause of their illness was societal or spiritual in nature. Despite their different cultural 

backgrounds, all patients (white, Bangladeshi, and African-Caribbean and West African) 

were equally likely to comply with their prescribed treatment. Therefore, different cultural 

preferences did not affect their willingness to accept offered treatments.

In addition to different treatment preferences, racial disparities exist in the 

frequency with which atypical antipsychotics are prescribed; white people are 

approximately six times more likely to receive these medications than African American 

tardive dyskinesia  a neurological condition 
characterized by abnormal and involuntary 
motor movements of the face, mouth, limbs, 
and trunk

atypical antipsychotic  a group of medica-
tion that effectively treats positive symptoms, 
is much less likely to produce tardive dyski-
nesia, and has some effect on negative symp-
toms and cognitive impairments
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individuals (Mallinger et al., 2006), who are more likely to receive the typical antipsy-

chotics. The reasons for the different prescription rates are unclear because the symp-

toms of schizophrenia do not differ for these two groups. One factor to consider is the 

difference in the rate of side effects: African American patients may be at increased 

risk for medication-induced diabetes and agranulocytosis (Moeller et al., 1995), side 

effects more commonly found with the atypical antipsychotics. This might make some 

psychiatrists less likely to prescribe these medications to African Americans, but this 

alone would not seem to account for such a large disparity.

One of the greatest challenges to effective pharmacological treatment for people 

with schizophrenia is medication compliance. Approximately 50% of patients never 

take their medication or do not take it as prescribed (Fenton et al., 1997). Medication 

noncompliance is associated with high relapse rates and poor treatment response (Ilott, 

2005; Yamada et al., 2006). Noncompliance occurs among chronic patients and those 

recovering from their first episode (Kamali et al., 2006). The reasons for noncompli-

ance are varied but include distress about side effects and embarrassment or stigma 

(Perkins et al., 2006; Yamada et al.), more severe positive symptoms, lack of insight 

regarding symptoms, alcohol and drug abuse (Kamali et al.), and lack of belief in the 

need for treatment or the benefit of medication (Perkins et al.). Psychoeducation pro-

grams aimed at enhancing patients’ understanding of medication compliance have 

produced only moderate results (Ilott). Interventions may need to tailor the education 

to each patient’s specific concerns rather than only provide general information.

PSYCHOSOCIAL TREATMENT

Antipsychotic medications are considered the treatment of choice for patients with 

schizophrenia. However, drugs do not completely eliminate the symptoms of this 

disorder, and psychosocial strategies are used as adjunctive (supplemental) interven-

tions that seek to further reduce primary symptoms and to decrease daily stress on the 

patient and/or family, increasing the patient’s social skills and helping the patient find 

and maintain employment when possible.

Psychoeducation  Schizophrenia is difficult on the patient and the family. Positive 

symptoms often require hospitalizing the patient, and negative symptoms strain family 

relationships and cause considerable conflict. For example, a patient who withdraws 

from family activities and neglects personal hygiene may face hostile criticism from 

family members. Because family environments characterized by high levels of emo-

tional involvement and critical attitudes toward the patient (high EE) are associated 

with higher rates of relapse and higher rates of rehospitalization for some patients 

than others (e.g., Butzlaff & Hooley, 1998), an important treatment component is 

psychoeducation of the family and significant others. Psychoeducation is a process 

that educates patients and family members about the disorder; it provides the same 

type of information found in this chapter. The goal of the process is to reduce family 

members’ distress and allow clinicians’ to increase the effectiveness of their work with 

the patient and caregiver. These programs reduce relapse rates and shorten length of 

hospitalization (Motlova et al., 2006; Pitschel-Walz et al., 2001). Although family 

psychoeducation does not affect the symptoms of the disorder directly, it helps family 

members understand and deal with the patient and the illness.

Cognitive-Behavioral Treatment  Between 20 and 50% of people with schizophre-

nia continue to have hallucinations despite taking antipsychotic medication (Newton 

psychoeducation  the teaching of patient and 
families about the patient’s disorder in order 
to reduce familial distress and equip them to 
work effectively with the patient
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et al., 2005), creating continuing distress and negatively affecting social and occupa-

tional adjustment. Psychologists have used behavioral and cognitive-behavioral ther-

apy (CBT) to reduce or eliminate psychotic symptoms although its use is not common. 

The literature describing the efficacy of behavior therapy for schizophrenia dates back 

35 years (e.g., Glaister, 1985; Nydegger, 1972), and CBT appears effective in reducing 

psychotic symptoms that remain even with the proper use of medication (Butler et al., 

2006; Cather et al., 2005; Gaudiano, 2006). CBT consists of psychoeducation about 

psychosis and hallucinations, exploration of individual beliefs about hallucinations 

Transcranial magnetic stimulation (TMS) is a new nonin-
vasive biological approach used to treat several psycho-

logical disorders including depression, obsessive-compulsive 
disorder, and schizophrenia. The goal of TMS is to provide 
stimulation to a targeted area of the cerebral cortex to change 
brain activity. Using a small coil placed over the scalp, a brief 
but powerful magnetic current passes through the scalp and 
skull. This induces an electrical current that produces depolar-
ization (neuronal discharge) in the area beneath the coil and 
in functionally related areas (Hoffman et al., 2003). Based on 
the magnetic frequency used, the stimulation can produce an 
excitatory or inhibitory effect on the specific neurons (Saba 
et al., 2006). Although the actual treatment regimen has some 
variation, one treatment involves 8 minutes of stimulation on 
Day 1, 12 minutes on Day 2, and 16 minutes on the next 7 days 
(Hoffman et al.). Side effects appear to be minimal and include 
brief headaches that are treated with standard over-the-counter 
medication and concentration and memory difficulties that last 
no more than 10 minutes after treatment (Hoffman et al.).

The use of TMS in schizophrenia is based on neuroimaging 
studies that show specific areas of brain activity during audi-
tory hallucinations. For example, areas important for speech 
perception become activated during periods of hallucinations 
(Hoffman et al., 2003). These findings have produced several 
hypotheses regarding the neuroanatomical basis of auditory 
hallucinations including (a) the hallucinated voice is the patient’s 
inner speech that is misperceived as coming from outside the 
brain and (b) the hallucination is the result of a malfunction of 
the speech perception system—in effect, the system creates 
speech without any input from the outside (Lee et al., 2005). 
TMS changes the activity of these neurons, thereby decreasing 
(at least temporarily) the frequency of hallucinations.

Although this technique has not been intensively studied 
yet, available data suggest that TMS is more effective than 

sham TMS (using the coil but not delivering the current) in 
reducing auditory hallucinations that are resistant to medica-
tion. Compared with those receiving sham TMS, patients who 
received actual TMS reported reduced frequency of voices, 
reduced distraction when the voices did occur (Fitzgerald & 
Daskalakis, 2008; Hoffman et al., 2003), and reduced scores on 
self-report of positive symptoms (including hallucinations; Lee 
et al., 2005). However, TMS does not appear to reduce delu-
sions (Saba et al., 2006). Very preliminary evidence suggests 
that TMS may reduce negative symptoms and enhance cogni-
tive functioning (Fitzgerald & Daskalakis). Also, its effects are 
time limited, and it is unclear whether more extended treatment 
courses could produce more lasting effects.

As discussed in Chapter 2, many differences in available 
experiments including sample sizes, strength of an interven-
tion (in this case, strength of the magnetic field), and different 
outcome variables (in this case, hallucinations versus delusions) 
make it difficult to determine whether TMS is really effective for 
schizophrenia. More studies are needed. However, given the 
impairing nature of residual schizophrenic symptoms, this prom-
ising treatment is sure to be the object of much further study.

research HOT topic
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and delusions, education in using coping strategies to deal with the symptoms, and 

improving self-esteem (Wykes et al., 2005). Patients take medication while participat-

ing in CBT. In one investigation, group CBT significantly reduced the severity of hal-

lucinations (compared with a control group) but only when the therapy was delivered 

by very experienced group therapists (Wykes et al.). Group CBT for psychotic symp-

toms appears to be more effective when it is delivered early in the course of the illness 

(i.e., within the first 3 years of onset; Newton et al.). Research is now examining why 

these two factors (very experienced therapists and treatment delivered within the first 

3 years of symptom onset) may be so important.

Social Skills Training  Impaired social functioning is a core symptom of schizophre-

nia, and behaviors such as social isolation and withdrawal often occur before psychotic 

symptoms appear. The inability to interact with others in a socially acceptable way 

interferes with social, occupational, and vocational functioning. Effective social skills 

are needed to interview for a job, maintain employment, establish social support net-

works, and go to college. Social skills training teaches the basics of social interaction 

including nonverbal skills such as eye contact, vocal tone, voice volume, and verbal 

skills such as initiating and maintaining conversations, expressing feelings, and act-

ing assertively. Although not a comprehensive treatment for schizophrenia, social 

skills training has a long and successful history improving the social functioning of 

people with this disorder (Bellack, 2004), even those who are middle aged or older 

(Granholm et al., 2005) and who have had the disorder for many years.

Supported Employment  The ability to maintain full-time competitive employ-

ment is associated with higher rates of symptom improvement, enhanced leisure and 

financial satisfaction, and enhanced self-esteem (Bond et al., 2001). However, few 

patients with schizophrenia (between 10 and 20%; Mueser & McGurk, 2004) are 

able to work full-time. Schizophrenia begins for many people during the transition 

from adolescence to adulthood before they have experience with adult work activities. 

Supported employment is a psychosocial intervention that provides job skills to people 

with schizophrenia. The program includes a rapid job search approach; individual job 

placements that match patient preferences, strengths, and work experience (if any); 

follow-along support (continued contact with therapists and job counselors); and 

integration with the treatment team (Bond et al., 2001). Such programs help people 

with schizophrenia find and maintain competitive employment, but there are not yet 

enough programs for all people who could benefit from them.

concept CHECK

� Pharmacological treatment is the primary intervention for schizophrenia, particularly the 

class of medication known as the atypical antipsychotics, which appear to help with both 

the positive and the negative symptoms.

� Use of the typical antipsychotics has declined because they are associated with an irre-

versible side effect known as tardive dyskinesia.

� Some hallucinations are resistant to medication treatment, in which case cognitive-

behavioral treatment may have some positive effects.

CRITICAL THINKING QUESTION Given that medications have side effects so severe that a 

subset of patients discontinues taking medication, why is cognitive-behavioral treatment 

not used first to treat the positive symptoms of schizophrenia?
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THE PATIENT

THE TREATMENT OUTCOME

THE TREATMENT

THE PROBLEM

Kerry—Treating Schizophrenia

 science life

Kerry is 19 years old. He has always been a shy, quiet young 
man. Studious and respectful in high school, he had few friends 
and never dated. He was accepted at the state university 
100 miles from home.

During his first semester, he became concerned that those who 
were living in his dorm were “out to get him.” His concerns 
extended to an instructor who wore a red shirt, which Kerry 
believed to be a sign of the devil. The archangel Michael began 
to speak to Kerry, commenting on his behavior and giving him 
instructions on how to behave. His roommate became alarmed 
not only because Kerry accused him of inserting thoughts into 
his head but also because Kerry stopped eating (he thought the 
food might have been poisoned) and bathing (in case the water 
was contaminated).

Kerry stopped going to classes and was reluctant to leave 
his room where he constantly examined light fixtures and elec-
trical outlets for listening devices planted there by the FBI. He
would call his parents at odd hours of the night, crying and 
pleading with them to make the voices go away. The next 
day he would call them and angrily accuse them of being in 
league with the devil, the FBI, or both. His bizarre behavior 
led to an inpatient hospitalization and a diagnosis of paranoid 
schizophrenia.

Kerry was treated with an atypical antipsychotic, which 
decreased his auditory hallucinations but did not eliminate 
them. Kerry was unable to tolerate the medication dosage 
considered necessary for optimal treatment outcome because 
of severe side effects, and he continued to express discomfort 

with auditory hallucinations. He was treated with cognitive-
behavioral therapy (CBT) and felt that although he was better 
able to cope with the hallucinations on a daily basis, they still 
interfered with his ability to return to school or hold a job. 
Because he had achieved only a partial treatment response, 
Kerry had to take a leave of absence from school and returned 
home to live with his parents. The medical school near his 
parents’ home was offering a research study using transcra-
nial magnetic stimulation (TMS), and Kerry enrolled as a par-
ticipant. TMS decreased the frequency of his symptoms to 
the extent that he was then able to use the coping skills he 
acquired through CBT to deal with the remaining hallucina-
tions. His negative symptoms were also somewhat improved. 
Although he was not able to return to college full-time, he 
was able to maintain half-time employment as a dishwasher in 
a restaurant.

One year after treatment was completed, Kerry became 
depressed at his inability to return to his previous state 
of functioning. He stopped taking his medication and 
attempted to commit suicide by choking himself. He passed 
out before he suffocated and was hospitalized. After rehos-
pitalization and reinstatement of his medication, Kerry was 
admitted to a partial hospitalization program in which he 
received group treatments such as social skills training and 
illness-management skills. Following his discharge, he was 
rehired at the restaurant and enrolled in one college course 
at a community college. Six months later, he moved out of 
his parents’ house into a supported living facility, allowing 
him more independence. He continues to struggle with the 
hallucinations but has been able to use his coping skills to 
manage their severity.
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1 A psychotic experience is a single event that involves a loss 
of contact with reality and usually consists of a delusion or a 
hallucination. Psychotic experiences occur in people without 
any psychiatric disorder, people with medical illnesses, and 
people with many of the different psychological disorders 
discussed in this book. When psychotic experiences become 
frequent or continuous and create distress and/or functional 
impairment, they are called psychotic disorders.

2 Terms such as multiple personality and split personality are 
not synonyms for schizophrenia. The term schizophrenia
describes the “disconnect” among an individual’s thoughts, 
feelings, and behavior, not the existence of one or more 
complete personalities within a single person. It is not syn-
onymous with violent behavior.

3 The positive symptoms of schizophrenia consist of halluci-
nations, delusions, and bizarre behaviors such as catatonia 
and waxy flexibility. Negative symptoms consist of affective 
flattening, anhedonia, alogia, and avolition. Cognitive symp-
toms consist of deficits in visual and verbal learning and 
memory, ability to pay attention, speed of information pro-
cessing, and abstract reasoning and executive functioning.

4 Race, culture, and ethnicity play a role in the diagnosis, eti-
ology, and treatment of schizophrenia. Within the United 
States, the symptom pattern of people with schizophrenia 
is not different among various racial and ethnic groups. 
However, African American men appear to be diagnosed 
with schizophrenia at a higher rate than African American 
women or white people of either sex. Compared with 
people with schizophrenia who live in developed countries, 
people with schizophrenia who live in developing nations 
often have a more positive treatment outcome, possibly 
because their families are more supportive of, and play a 
more supportive role in, the patient’s care.

5 The neurodevelopmental model of schizophrenia is based 
on research indicating that the brain abnormalities com-
monly associated with schizophrenia occur early in the 
course of human development, sometimes prenatally. 
Genetic alterations, prenatal environmental factors, and 
obstetrical complications may begin an ongoing develop-
mental process that encompasses biological, cognitive, and 
social changes occurring throughout a lifetime. An acceler-
ated process of synaptic pruning in the brain may also be an 
important factor in the disorder’s etiology.

6 Biological factors may combine with environmental influ-
ences such as a disordered family environment to result in 
schizophrenia. Prenatal events associated with the disorder 
include biological factors such as exposure to influenza 
and environmental stressors such as maternal malnutrition. 
Environmental factors that are influential after birth include 
the family. For example, children of mothers with schizo-
phrenia are more likely to develop the disorder themselves 
even if they are “adopted away” into a disordered family 
environment. Psychological factors such as family support 
may help prevent relapse and rehospitalization.

7 Schizophrenia is a chronic disorder, and full symptom 
remission is rare. Treatment utilizes both medication and 
psychological approaches. The medications of choice are 
the atypical antipsychotics, which are effective at reducing 
or eliminating positive symptoms and have some effect on 
the negative symptoms. Psychological interventions such 
as social skills training, cognitive-behavioral treatment, and 
supported employment are effective adjunctive, or addi-
tional, treatments that may reduce negative symptoms, 
reduce medication-resistant hallucinations and delusions, 
and enhance employment skills.

R E V I E W I N G 

learning objectives

TEST yourself
1. Psychotic experiences are characteristic of schizophrenia, but 

they also occur in people with other disorders. Of the follow-
ing, they are least likely to occur in people with
a. brain tumors
b. mood disorders
c. substance use disorders
d. specific phobias

2. The psychiatrist who introduced the term dementia praecox was
a. Emil Kraepelin c. Eugen Bleuler
b. Benjamin Rush d. Philippe Pinel

3. Persecutory delusions, auditory hallucinations, and unusual 
behaviors are examples of
a. positive symptoms c. negative symptoms
b. cognitive deficits d. catatonia

4. Frank has a diagnosis of schizophrenia. When his case man-
ager asked what time he went to bed last night, he said, “2 
o’clock frick frock tick tock and I won’t be wearing a mock.” 
This is an example of
a. loose association c. clang association
b. thought blocking d. alogia

For more review plus practice tests, flashcards, 
and Speaking Out: DSM in Context videos, 
log onto www.MyPsychLab.com
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5. Blunted affect, anhedonia, avolition, and psychomotor retar-
dation are examples of
a. positive symptoms c. cognitive deficits
b. negative symptoms d. catatonia

6. The third category of schizophrenia symptoms is cognitive 
impairment, which includes
a. delusions and hallucinations
b. personality and affect splits
c. attention and memory deficits
d. anhedonia and avolition deficits

7. Richard has schizophrenia. At times, he maintains a rigid 
posture and is unresponsive to vocal commands. At other 
times, he repeats what other people say to him. Which sub-
type of schizophrenia does Richard most likely have?
a. paranoid c. catatonic
b. undifferentiated d. disorganized

8. People with schizophrenia who live in developing countries 
have a better outcome than do people in developed coun-
tries because
a. the United States ranks 39th in mental health service pro-

vision worldwide
b. the chronic nature of schizophrenia is relatively unknown 

in developing countries
c. alternative folk medicine is as effective as modern medical 

methods
d. smaller communities and less complex environments offer 

these people increased social support

9. African Americans are more likely to be given a diagnosis of 
schizophrenia because
a. they are more likely than white people to suffer from the 

disorder
b. clinician bias leads to misinterpretation of symptoms
c. they more often report episodes of sleep paralysis, which 

is associated with the disorder
d. all of the above

10. In one prospective study, Danish youth were videotaped in a 
school cafeteria when they were 11 to 13 years old. Twenty-
nine years later, as adults, some of these individuals had 
developed schizophrenia. As children, the adults who devel-
oped the disorder were
a. less social and exhibited subtle neuromotor abnormalities
b. eccentric or odd, but without delusions or hallucinations
c. showing early signs of split personality
d. not different from the other children

11. Schizophrenia usually begins at what stage of life?
a. early childhood c. early adulthood
b. middle childhood d. early middle age

12. Shortly after the police told Lucinda that her 12-year-old 
daughter had been killed by a hit-and-run driver, she went 
into a catatonic state. A few hours later she began to hear 
voices, and her speech became disorganized. She said that 
an angel had come to visit her. These symptoms stopped 
after several days. Lucinda was suffering from
a. catatonic schizophrenia
b. residual schizophrenia
c. schizophreniform disorder
d. brief psychotic disorder

13. Individuals diagnosed with schizoaffective disorder might be 
considered to have
a. both schizophrenia and a depressive disorder
b. only the negative symptoms of schizophrenia plus a mood 

disorder
c. a nonpsychotic mood disorder
d. a brief psychotic disorder

14. The finding that genetically identical twins are not 100% 
concordant for schizophrenia strongly implies that
a. a uniquely genetic etiology for schizophrenia is unlikely
b. environmental factors must be the cause of schizophrenia 

spectrum disorders
c. family conflict cannot cause schizophrenia because twins 

are usually raised in the same family environment
d. mothers must unconsciously treat twins differently, which 

leads to vulnerability to schizophrenia

15. Among possible prenatal risk factors for schizophrenia, one 
of the most thoroughly investigated is
a. genital or reproductive infections
b. nutritional deprivation during early gestation
c. severe prenatal maternal stress
d. maternal exposure to the influenza virus

16. High levels of emotional involvement, intrusiveness, and 
critical attitudes among family members of people with 
schizophrenia may negatively affect treatment outcome. This 
theory is known as
a. expressed emotion c. family enmeshment
b. emotional scapegoating d. emotional stigmatization

17. Mano has schizophrenia and has developed some unusual 
movements and tics in his face, mouth, and hands. This con-
dition, called tardive dyskinesia, is caused by
a. exposure to the influenza virus in utero
b. high EE in a patient’s family
c. treatment with typical antipsychotic drugs
d. a lowering of the white blood cell count

18. One of the greatest challenges to effective pharmacological 
treatment of schizophrenia is
a. correct diagnosis of the condition in the first place
b. medication noncompliance
c. provision of the correct medication, typically an atypical 

antipsychotic
d. all of the above

19. When patients and their families learn about schizophrenia 
in order to reduce family distress and help the patient cope, 
the process is known as
a. psychoeducation c. social skills training
b. cognitive-behavior therapy d. psychotherapy

20. Training that teaches nonverbal skills such as eye contact, 
vocal tone, voice volume, and verbal skills such as initiating 
and maintaining conversations, expressing feelings, and act-
ing assertively, is called
a. psychoeducation c. social skills training
b. cognitive-behavior therapy d. psychotherapy

Answers:  1 d, 2 a, 3 a, 4 c, 5 b, 6 c, 7 c, 8 d, 9 b, 10 a, 11 c, 12 d, 13 a,
14 a, 15 d, 16 a, 17 c, 18 b, 19 a, 20 c.
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Jacqui was a graduate student in mass 

communications. She was frankly in dan-

ger of getting kicked out of her program. 

Her explanation was that the professors 

“just don’t f**king get” her creativity. In 

her first year of grad school, Jacqui had 

become very close friends with a gay man 

in her class, and they partied a lot together. 

At first it was all good, but then she started 

pushing him to try more drugs and get 

“really wasted” with her. She got a failing 

grade on an assignment on a Friday and 

went to his house to cry on his shoulder. 

He was very understanding and helped 

her calm down and figure out how to fix 

the situation with the professor. She told 

him he was the kindest friend in the world 

and she didn’t know what she would do 

without his support. They went out after-

ward and were drinking and dancing. She 

drank way too much and accused him of 

sexually assaulting her. She spread a rumor 

that he wasn’t really gay but that was just a 

front so he could get closer to women and 

then rape them. Her classmates seemed to 

turn on her after she started this rumor; 

they all came to his defense. She didn’t 

go to class for a week and just stayed in 

her apartment and smoked. She was sick 

of everyone, but she felt so alone. She 

couldn’t understand why no one under-

stood her. The only thing that made her 

feel better was cutting. At first she made 

cuts where people couldn’t see them, such 

as her thighs and abdomen, but then she 

wanted to “wear them.” So she started cut-

ting her arms and wearing three-quarter 

sleeves with leather bands on her wrists. 

She started seeing people looking at her, 

and she was flaunting her cuts. One night 

she was alone in her apartment drinking 

and she cut too deep. Blood started pour-

ing from her arm and she got scared. She 

called her friend who, in an act of extreme 

kindness after what she had done to him, 

took her to the ER. The physician tended 

to her deep cut and talked with her about 

the cuts all over her body that were in vari-

ous stages of healing. She called the on-

call psychiatrist who evaluated Jacqui on 

site and with her permission contacted the 

campus health services and her professors 

to make sure she received careful follow-

up treatment.
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We commonly use adjectives to describe someone’s typical behaviors, or personal-

ity traits: Jan is rigid and controlling, Kiara is outgoing and optimistic, Liza is 

flitty and distractible, Ty is condescending and arrogant, Rolfe is self-interested and 

untrustworthy. So when does behavior cross the line from trait to disorder? In some 

people, characteristic ways of seeing, interpreting, and behaving in the world develop 

over time in an inflexible and maladaptive way. If someone cannot adapt his or her 

characteristic approach to the world when necessary and that approach causes sig-

nificant psychological distress either to the person or to others, then these traits may 

have crystallized into a personality disorder. In this chapter, we will discuss personality, 

personality traits, and personality disorders.

Personality Trait Versus Personality 
Disorder

What is the difference between a personality trait and a personality 

disorder? All people can be described in terms of specific patterns of 

personality, but not all have a disorder. Differentiating between traits 

and disorders is crucial for both diagnosis and treatment. It is impor-

tant, though not always easy, to recognize at what point a personality 

style has become rigid and maladaptive, criteria that we commonly use 

to decide whether someone has a personality disorder.

A second relevant dimension to consider is that of clinical state

versus a personality trait. A state refers to the expression of a person-

ality characteristic that is related to a specific circumstance, clinical 

condition, or period of time. For example,

Juan, who is usually even-tempered and easygoing, becomes emotion-

ally unstable whenever he is under stress. He lashes out at people and 

vacillates between being nice and barking at people.

Juan’s behavior is a function of his current life events and would be considered a state-

dependent change—not his characteristic way of approaching the world. His behavior 

would be considered ego-dystonic, or distinctly different from his typical characteristics.

Conversely, a trait refers to the specific and characteristic way someone 

approaches the world. It is unlikely to change across situations, time, and events. For 

example, if Juan’s behavior tends to fluctuate unpredictably most of the time, and oth-

ers describe him as “dramatic” or “Jekyll and Hyde,” this behavior would be considered 

a personality trait. It is ego-syntonic, or related directly to his core personality.

If we observe Juan at any one time and note that his emotions vacillate more 

often than those of his peers, several explanations are possible. First, his emotional vac-

illation may not create any significant psychological distress for him or those around 

him but may simply reflect a colorful aspect of his unique personality. Alternately, 

our observation may not have detected important contextual information, namely that 

Juan is very upset lately because he has been having problems at work. After a com-

prehensive clinical evaluation, he may receive a diagnosis of major depression. A third 

possibility is that Juan’s vacillation reflects an ingrained way that he interacts with the 

world that has caused him to lose relationships, jobs, and ties with his family. In this 

case, we would say that he has a personality disorder.

These three alternative explanations highlight several important aspects of a per-

sonality disorder diagnosis. First, it is critical to differentiate between a personality 

Personality traits are observable from the 
early years. Many of our perceptions of 
others are based on our impressions of their 
personalities. From this picture, whom would 
you choose as each of these: “Most likely to 
succeed in business”? “Most likely to gradu-
ate from college”? “Most likely to lead a 
protest march”?
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trait and a personality disorder. Second, personality disorders should never be diag-

nosed after a single brief behavioral observation because they represent enduring ways 

of dealing with the world. Third, clinicians should not diagnose personality disorders 

without knowing the surrounding context. What is context? In Chapter 3, we discussed 

the five-axis diagnostic system used in the DSM to categorize behavior. Axis I is the 

dimension on which all of the disorders that we have discussed in this book so far can 

be found. Axis I disorders are clinical syndromes, such as depression, anxiety, eating 

disorders, and substance abuse. Think about Axis I disorders in the same way that you 

think of general medical illnesses. In contrast, Axis II is the dimension that addresses 

long-standing difficulties such as mental retardation (see Chapter 12) or personality 

disorders, which are the focus of this chapter. A person can have an Axis I disorder, an 

Axis II disorder, or both. It is even possible that someone may be diagnosed with an 

Axis II disorder that is stable throughout the person’s lifetime and have Axis I disor-

ders that come and go at different times. So, before deciding whether someone has a 

personality disorder, a clinician must evaluate the person’s problems within the larger 

diagnostic context: Is the person suffering from a personality disorder, or from an Axis 

I disorder? For example, many people may seem to have a personality disorder (they 

are very emotional or abuse substances) when they are in the throes of an acute episode 

of an Axis I disorder (such as major depression). It may be necessary to wait until the 

Axis I disorder remits and then determine whether the troubling behaviors are still 

present. This example illustrates how difficult it is to diagnose a personality disorder: 

If Juan seeks treatment, the evaluating clinician must consider that his current state 

does not necessarily reflect his typical behavior. So, because we all have distinctive 

personality traits, how do we know when a personality state constitutes a maladaptive 

personality disorder? Because no strong evidence supports a clear boundary between 

personality traits and personality disorders as yet, the best way to think about them is 

as pathological amplifications of underlying traits.

Determining whether a behavior is a disorder must consider impairment and dis-

tress. This is a particular challenge for diagnosing personality disorders whose symp-

toms are difficult to quantify. Furthermore, personality disorders have few biological or 

observable signs. Personality disorders cannot be detected with a blood test, for example, 

and they must be distinguished from Axis I disorders. You might think of the Axis I dis-

order in the same manner as an acute medical illness that afflicts a person who functions 

relatively well in many aspects of life. In contrast, a personality disorder is not a dramatic 

or acute illness but a long-term, chronic, pervasive pattern of inflexible and maladaptive 

functioning. Personality disorders are not so much illnesses as a “way of being.” They are 

typically apparent in late adolescence or early adulthood and may persist throughout life.

One particularly difficult distinction to make diagnostically is between person-

ality disorders and Axis I disorders that have a prolonged course, such as dysthymic 

disorder (see Chapter 6). In terms of impairment, what separates the distress caused 

by disorders described in other chapters from the difficulty created by personality dis-

orders? As we describe the various personality disorder clusters, we will illustrate the 

ways in which these disorders can impair social and occupational functioning. One 

interesting characteristic of these disorders is that they often cause more distress to 

other people than to the person with the disorder. Some people with personality dis-

orders may feel very little distress or even none at all.

One way to understand what distinguishes personality disorders from the other 

disorders in this book is “the three P’s.” These disorders are patterns of behavior that are 

persistent (over time), pervasive (across people and situations), and pathological (clearly 

learning objective 11.1
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abnormal). A personality disorder, therefore, is “an enduring pattern of inner experi-

ence and behavior that deviates markedly from the expectations of the individual’s cul-

ture, is pervasive and inflexible, has the onset in adolescence or early adulthood, is stable 

over time, and leads to distress and impairment” (APA, 2000, p. 685). Definitions of 

personality disorders have always highlighted symptom stability: These are not tran-

sient moods or temporary quirks of behavior but persistent behavioral features.

The DSM divides personality disorders into three clusters: Cluster A, “odd or 

eccentric,” Cluster B, “dramatic, emotional, or erratic,” and Cluster C, “anxious or fear-

ful.” These labels do not relate directly to the names of the individual disorders within 

the clusters but describe an overall style of behavior that cuts across the individual 

disorders. However, some researchers and clinicians question the validity of these clus-

ters. Why? Because, as we have seen, personality traits are common to everyone—we 

all may have enduring tendencies to be somewhat eccentric, emotional, or fearful—

and exactly at what point do these traits turn pathological?

According to the DSM, one either has or does not have a particular personality dis-

order. This is known as the categorical model of personality. Many researchers emphasize 

that a better model would use a dimensional approach that captures the full range of a trait. 

Cluster A  a group of personality disorders 
that include characteristic ways of behaving 
that can be viewed as odd, quirky, or eccen-
tric; includes paranoid, schizoid, and schizo-
typal personality disorders

Cluster B  a group of personality disorders 
that include characteristic ways of behaving 
that can be viewed as exaggerated, inflated, 
dramatic, emotional, or erratic; includes anti-
social, borderline, narcissistic, and histrionic 
personality disorders

Cluster C  a group of personality disorders 
that include characteristic ways of behaving 
that are marked by considerable anxiety or 
withdrawal; includes avoidant, dependent, and 
obsessive-compulsive personality disorders

personality disorder  an enduring pattern of 
inner experience and behavior that deviates 
from the norm, is pervasive and inflexible, has 
an onset in adolescence or early adulthood, 
is stable across time, and leads to distress or 
impairment

side by side   case studies

NORMAL CASE STUDY
Trait but No Disorder

Rasheed’s wife called him a neatnik. He liked his closet in order; 

everything in his drawers was always neatly folded and tucked 

away, and he was brilliant at organizing their finances. His wife 

drove him crazy because she was more of a “piles” person—her 

clothes were in piles, her work papers were in piles, everything 

ended up in a pile. Even though it bugged him and he secretly 

wished she were more like him, he learned after he tried to orga-

nize her things once early in their marriage, never to touch her 

piles! Rasheed has a strong tendency to believe the old adage 

that “if you want something done right, you have to do it your-

self,” but he has come to learn that doing everything yourself 

does not really help other people learn how they can help you, 

and it just ends up causing more and more stress for you. So even 

though it irks him on some level when something is not done at 

work or at home as well as he knows he could do it, he can take a 

deep breath and let it go. His wife can sense his frustration some-

times and occasionally will just tease him about being wound so 

tight. At least he can laugh at himself . . . and he can always hang 

out in his closet if he needs to be somewhere tidy! 

ABNORMAL CASE STUDY
Personality Disorder

Jeff would be happiest if his life never varied. He is a 52-year-old 

married statistician with three children ages 18, 16, and 12. Every 

day for the past 15 years, he has risen at 5:30, exercised for 30 

minutes while reading the paper, drunk two cups of coffee, eaten 

a bowl of cereal and a piece of fruit, and caught the same train to 

work. Each time that train was delayed, he anxiously looked at his 

watch and fretted about lost time in the office. The household 

was run to his specifications. If the kids were asked to fold laun-

dry, they had to do it right. If they did it wrong, he gave them one 

chance to fix it, and if they still did it wrong, he did it himself. His 

motto was, “If you want something done right, you have to do it 

yourself.” He reviewed his children’s homework fastidiously and 

grilled them if their grades slipped. Dinner was at 6:30. He played 

tennis on Tuesday and Thursday evenings. He had color-coded 

sticky notes with lists of things to do. But he was a prisoner of his 

lists. At times, he would sit at his desk, three different colored lists 

in front of him, faced with scores of e-mails, and simply not know 

where to begin. As the lists became longer and the inbox fuller, 

he could become paralyzed by anxiety. One evening he devel-

oped chest pains on the tennis court, and his partner drove him to 

the ER. It was not a heart attack, but his blood pressure was sky 

high. His doctor had warned him countless times about his life-

style, pressure, and anxiety, but he had never listened. The doctor 

called this his wake-up call. She gave him medications for the 

blood pressure and the name of a psychologist to help him deal 

with his driven and obsessive-compulsive personality style. 

Dimensions of Behavior: From Normal to Abnormal
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A dimensional approach would consider personality to be on a continuum; for example, 

socially outgoing people on one end and extremely shy people on the other. (See Chapter 3 

for more discussion of categorical versus dimensional classification.) Indeed, many promi-

nent theories of personality focus more on dimensional than categorical models, and future 

versions of the DSM may reflect more dimensional measures.

Personality Disorder Clusters
Most mental health professionals follow the DSM categorical approach when char-

acterizing, communicating about, and treating personality disorders. In the following 

sections, we present both a clinical description and a clinical example of each person-

ality disorder. Keep in mind that impairment is the hallmark of these disorders and 

that in many instances, impairment is judged from the perspective of others who are 

affected by the person’s personality disorder. Also, remember the three P’s (persistent, 

pervasive, pathological). In the following box, “DSM-IV-TR: General Diagnostic 

Criteria for a Personality Disorder,” we present general criteria for a personality 

disorder to provide the scaffolding around which the specific personality disorder 

concept CHECK

� Distinguishing between personality traits and disorders is critical and must include a 

careful consideration of interpersonal and environmental contexts.

� Personality disorders represent characteristic but maladaptive and inflexible ways of 

seeing, interpreting, and behaving that have developed over time.

CRITICAL THINKING QUESTION In an assessment, what kinds of information would a psy-

chologist want to know to determine whether a patient’s problem involved a personality 

disorder?

DSM-IV-TR

General Diagnostic Criteria for Personality Disorder

A.  An enduring pattern of inner experience and behavior the 
deviates markedly from the expectations of the individual’s 
culture. This pattern is manifested in two (or more) of the 
following areas:

 1.  Cognition (i.e., ways of perceiving and interpreting self, 
other people and events)

 2.  Affectivity (i.e., the range, intensity, liability, and appro-
priateness of emotional response)

 3. Interpersonal functioning

 4. Impulse control

B.  The enduring pattern is inflexible and pervasive across a 
broad range of personal and social situations.

C.  The enduring pattern leads to clinically significant distress 
or impairment in social, occupational, or other important 
areas of functioning.

D.  The pattern is stable and of long duration, and its onset 
can be traced back at least to adolescence or early 
adulthood.

E.  The enduring pattern is not better accounted for as a 
manifestation or consequence of another mental 
disorder.

F.  The enduring pattern is not due to the direct physiological 
effects of a substance (e.g., a drug abuse, a medication) 
or a general medical condition (e.g., head trauma).

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text
Revision (Copyright 2000). American Psychiatric Association.
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profiles are constructed. Regardless of the specific nature of the personality disorder, 

they all meet the fundamental criteria outlined in the box.

CLUSTER A: ODD OR ECCENTRIC DISORDERS

The common features of Cluster A (see the box “DSM-IV-TR: Cluster A Disorders”) are 

characteristic behaviors that others would consider odd, quirky, or eccentric (APA, 2000). 

Disorders in Cluster A include features similar to those seen in psychosis and schizophre-

nia (see Chapter 10). Indeed, the dividing line between psychosis and Cluster A personal-

ity disorders is unclear. For example, family members of people with schizophrenia have 

higher rates of Cluster A personality disorders—suggesting possible continuity between 

Axis I psychotic disorders and Axis II Cluster A disorders (Kendler et al., 1993).

Paranoid Personality Disorder Paranoid personality disorder is a pervasive dis-

trust and suspiciousness of others such that their motives are interpreted as malevolent 

(APA, 2000). While a little bit of paranoia can be adaptive in some situations (e.g., 

protecting oneself from dishonest individuals), paranoid personality disorder is char-

acterized by unjustified and pervasive distrust. People with this disorder believe with-

out any evidence that others are out to exploit, harm, or deceive them; bear grudges 

and are unforgiving of perceived insults; and are hypervigilant for signs of disloyalty 

or untrustworthiness in friends, family, coworkers, and acquaintances (APA). Typical 

beliefs of individuals with paranoid personality disorder may include, “I cannot trust 

other people”; “Other people have hidden motives”; “If other people find out things 

about me, they will use them against me”; “People often say one thing and mean 

something else”; and “A person to whom I am close could be disloyal or unfaithful.” 

Unfortunately, this distrust can extend to friends and family members and potentially 

damage relationships. In paranoid personality disorder, the suspiciousness does not 

extend to delusional thoughts. If delusions are present, a more serious condition prob-

ably exists, such as delusional disorder or paranoid schizophrenia.

Arun had done reasonably well as an undergraduate biology major and was now a gradu-

ate student in genetics. He was often concerned that fellow students were stealing his 

ideas or cheating from his papers, but he never filed any formal complaints. He had gone 

to a university close to home as an undergraduate and had lived with his parents. Grad 

school was the first time he was truly away from home. Arun’s research focused on a spe-

cific gene associated with a rare form of deafness. He started suspecting that his supervi-

sor had brought him to the university to take credit for his work and claim it as his own. 

One day, Arun gave his mentor a contract guaranteeing that the supervisor would not 

steal any of Arun’s intellectual property. When the supervisor wouldn’t sign, Arun was 

convinced that he was out to get him. Arun wanted to go to the Dean, but he knew that 

the Dean and his supervisor were friends and were probably in cahoots anyhow. Arun 

started locking up his written work and bought extra security for his laptop. He even 

developed second datasets that were inaccurate so that if his supervisor stole the data 

and published it, the theft would be evident.

When his supervisor confronted him about how he was feeling, Arun interpreted it as yet 

another attempt to get access to his work. He began writing letters to the chancellor of 

the university, the governor of the state, and various state legislators apprising them of 

the situation. When the chancellor contacted the dean, who then called Arun’s supervi-

sor, it became clear that Arun was disturbed. He was taken to Campus Health services, 

where he was evaluated and diagnosed with paranoid personality disorder.

paranoid personality disorder  a pervasive 
distrust and suspiciousness of others such that 
their motives are interpreted as malevolent

Paranoia can include distrust and suspicious-
ness of family and friends (movie still from the 
film Black Swan).

learning objective 11.2
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DSM-IV-TR

Cluster A Disorders

Paranoid Personality Disorder

A.  A pervasive distrust and suspiciousness of others such that 
their motives are interpreted as malevolent, beginning by 
early adulthood and present in a variety of contexts, as 
indicated by four (or more) of the following:

 1.  suspects, without sufficient basis, that others are exploit-
ing, harming, or deceiving him or her

 2.  is preoccupied with unjustified doubts about the loyalty 
or trustworthiness of friends or associates

 3.  is reluctant to confide in others because of unwarranted 
fear that the information will be used maliciously against 
him or her

 4.  reads hidden demeaning or threatening meanings into 
benign remarks or events

 5.  persistently bears grudges, i.e., is unforgiving of insults, 
injuries, or slights

 6.  perceives attacks on his or her character or reputation 
that are not apparent to others and is quick to react 
angrily or to counterattack

 7.  has recurrent suspicions, without justification, regarding 
fidelity of spouse or sexual partner

B.  Does not occur exclusively during the course of 
Schizophrenia, a Mood Disorder With Psychotic Features, 
or another Psychotic Disorder and is not due to the direct 
physiological effects of a general medical condition.

Schizoid Personality Disorder

A.  A pervasive pattern of social and interpersonal deficits 
marked by acute discomfort with, and reduced capacity 
for, close relationships as well as by cognitive or percep-
tual distortions and eccentricities of behavior, beginning 
by early adulthood and present in a variety of contexts, as 
indicated by five (or more) of the following:

 1.  ideas of reference (excluding delusions of reference)

 2.  odd beliefs or magical thinking that influences behavior 
and is inconsistent with subcultural norms (e.g., super-
stitiousness, belief in clairvoyance, telepathy, or “sixth 
sense”; in children and adolescents, bizarre fantasies or 
preoccupations)

 3.  unusual perceptual experiences, including bodily illusions

 4.  odd thinking and speech (e.g., vague, circumstantial, 
metaphorical, overelaborate, or stereotyped)

 5.  suspiciousness or paranoid ideation

 6.  inappropriate or constricted affect

 7.  behavior or appearance that is odd, eccentric, or peculiar

 8.  lack of close friends or confidants other than first-degree 
relatives

 9.  excessive social anxiety that does not diminish with 
familiarity and tends to be associated with paranoid 
fears rather than negative judgments about self

B.  Does not occur exclusively during the course of 
Schizophrenia, a Mood Disorder With Psychotic Features, 
another Psychotic Disorder, or a Pervasive Developmental 
Disorder.

Schizotypal Personality Disorder

A.  A pervasive pattern of social and interpersonal deficits 
marked by acute discomfort with, and reduced capacity 
for, close relationships as well as by cognitive or percep-
tual distortions and eccentricities of behavior, beginning 
by early adulthood and present in a variety of contexts, as 
indicated by five (or more) of the following:

 1.  ideas of reference (excluding delusions of reference)

 2.  odd beliefs or magical thinking that influences behavior 
and is inconsistent with subcultural norms (e.g., super-
stitiousness, belief in clairvoyance, telepathy, or “sixth 
sense”; in children and adolescents, bizarre fantasies or 
preoccupations)

 3.  unusual perceptual experiences, including bodily illusions

 4.  odd thinking and speech (e.g., vague, circumstantial, 
metaphorical, overelaborate, or stereotyped)

 5.  suspiciousness or paranoid ideation

 6.  inappropriate or constricted affect

 7.  behavior or appearance that is odd, eccentric, or peculiar

 8.  lack of close friends or confidants other than first-degree 
relatives

 9.  excessive social anxiety that does not diminish with 
familiarity and tends to be associated with paranoid 
fears rather than negative judgments about self

B.  Does not occur exclusively during the course of 
Schizophrenia, a Mood Disorder With Psychotic Features, 
another Psychotic Disorder, or a Pervasive Developmental 
Disorder.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text
Revision (Copyright 2000). American Psychiatric Association.
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Arun’s case illustrates several features of paranoid personality disorder. First, his per-

vasive suspiciousness led him to believe that conspiracies existed all around him. He ques-

tioned the loyalty and trustworthiness of fellow students and even departmental faculty. 

Arun had no evidence that others were trying to steal his data, but he nonetheless persisted 

in his beliefs. People around him would invariably have perceived him as abrasive, accus-

ing, and suspicious. At first, his faculty adviser and chancellor may have been willing to 

listen to and investigate his concerns, perhaps wondering if he had had a bad experience 

elsewhere that made him protective of his work. However, they soon realized that Arun 

was suspicious of them as well, and that Arun’s reality was different from their own.

A classic example of the interpersonal difficulties that accompany paranoid per-

sonality disorder is the suspicion of infidelity in a partner. At first, it looks like routine 

jealousy, but then it becomes clear that the suspicion goes far beyond any rational 

thought, and the partner can do nothing to dispel the fears. Another common feature 

of paranoid personality disorder is interpreting innocent events as being personally 

relevant or having personal meaning. For example, getting stuck in the longest line 

in the grocery store or being singled out for security screening in the airport could be 

viewed as a personal attack.

Schizoid Personality Disorder Schizoid personality disorder is a pervasive pattern of 

detachment from social relationships and a restricted range of emotional expression in 

interpersonal settings (APA, 2000). People with schizoid personality disorder may be 

introverted, solitary, emotionally unexpressive, and isolated. They derive little enjoyment 

from or show little interest in belonging to families or social groups. Often absorbed in 

their own thoughts and feelings, they can be afraid of relationships that require closeness 

and intimacy. People with this disorder also appear to be indifferent to others’ opin-

ions and frequently prefer tasks without human interaction (e.g., laboratory or computer 

tasks). They seem to experience few emotional extremes such as anger or joy. Instead, 

they hover indifferently in the middle range of emotion. This disorder is also associated 

with the absence of enjoyment of sensory, bodily, or interpersonal experiences (APA). 

Sometimes the detachment experienced by people with this disorder can lead to impair-

ment in both social and occupational functioning. Often oblivious to normal social cues, 

these individuals cannot engage in the normal social discourse that maintains relation-

ships and supports occupational success. The lack of social skills can be misinterpreted 

as aloofness. However, people with schizoid personality disorder usually do not have 

the hallucinations, delusions, or the complete disconnection from reality that occurs in 

untreated (or treatment-resistant) schizophrenia although they may experience brief 

psychotic episodes especially in times of stress.

Zack was a 24-year-old stable hand and was most comfortable when alone with the 

horses and mucking out stalls. He came in early in the morning, did his work, left late at 

night, and barely spoke to anyone. New people would try to engage him in conversation, 

but he just wasn’t interested. People would sometimes interpret his lack of interest as 

arrogance and wonder what made him feel so special, but more often they would won-

der how anyone could go so long without talking to anyone. A new young rider brought 

her horse to the stables and took a liking to Zack. Even though he seemed really distant, 

she thought he was attractive. She asked him out, but he just seemed to have absolutely 

no interest in her—or anyone else. Zack would visit his parents about once a month. His 

mother was a seamstress and his father delivered mail. When he went home, he some-

times helped his mother rip out seams of articles she was sewing, but the three basically 

sat in silence or worked while the TV was on.

Chloe O’Brian, played by Mary Lynn Rajskub 
in the television program 24, showed a perva-
sive pattern of detachment from social rela-
tionships and a restricted range of emotions 
in interpersonal settings. These aspects of 
personality characterize schizoid personality 
disorder.

schizoid personality disorder  a pervasive 
pattern of social detachment and a limited 
expression of emotion in interpersonal con-
texts
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In lay terms, Zack would be called a loner or a hermit. He was not concerned by 

his lack of relationships and showed almost no emotional response when the young 

rider showed interest in him. His work reflected his preference for being alone. The 

horses placed no social demands on him. Yet it did not appear that his job gave him 

pleasure. In fact, it seemed routine and rote. If he was praised, he would accept tips, 

but he seemed to take no pride in his work and did not express appreciation for oth-

ers’ kind words. The image of Zack and his parents sitting around watching TV and 

barely talking suggests that a schizoid style might run in the family and reflects the 

general lack of emotionality and engagement seen in these individuals.

Schizotypal Personality Disorder  Schizotypal personality disorder is a pervasive 

pattern of social and interpersonal deficits marked by acute discomfort, reduced capac-

ity for close relationships, cognitive or perceptual distortions, and behavioral eccen-

tricities (APA, 2000). Symptoms of schizotypal personality disorder are best described 

as a cluster of idiosyncrasies. People with this disorder may have offbeat, peculiar, or 

paranoid beliefs and thoughts. Moreover, they have difficulty forming relationships 

and have extreme social anxiety. During interpersonal interactions, people with this 

personality disorder may react inappropriately, show no emotion, or inappropriately 

talk to themselves. Another feature is “magical thinking,” an erroneous belief that 

one can foretell the future or affect events by thinking certain thoughts. People with 

schizotypal personality disorder may harbor ideas of reference. These are incorrect inter-

pretations that events around them have specific and unusual personal meaning. These 

interpretations are not as severe as delusions of reference (see Chapter 10) in which 

beliefs develop a delusional pattern. People with schizotypal personality disorder also 

report unusual perceptual experiences or have odd patterns of thinking and speech. 

Some people with this disorder display suspiciousness or paranoia, and their emotional 

expressions can be inappropriate and excessive or severely restricted.

The oddities found in people with schizotypal personality disorder are not 

restricted to thinking and behavior. Individuals may also have an odd, eccentric, or 

peculiar physical appearance reflected in their clothing and personal hygiene. These 

oddities, in addition to their excessive social anxiety and paranoia, may result in lim-

ited social relationships.

Everyone on campus knew him as “the pigeon man.” When students first saw him, they 

avoided him by crossing the street. Here was some guy talking to himself (without an ear-

bud!). He slept at the local shelter where the workers saw him as harmless. In fact, they 

told people that the pigeon man was more afraid of them than they should be of him. 

He rarely washed, had holes in his shoes, and held all of his possessions close to his body 

in a burlap bag when he slept at night. During the day, he dug scraps out of the trash, 

sat in the park on a bench surrounded by pigeons, fed them, and carried on extended 

conversations with the birds. Sometimes he laughed and other times he looked positively 

angry at the birds. When he finished, he retreated back into his own little world, walking 

up and down the streets until it was time to go back to the shelter for a meal. His case 

manager confirmed that he did not have hallucinations or delusions and had never met 

diagnostic criteria for schizophrenia. Yet this odd pattern of behavior had been with him 

since middle school; his caption in its yearbook called him “bird boy.”

The pigeon man’s history of eccentric behavior around birds existed from child-

hood. Thus, his symptoms were persistent. Keeping his possessions in his burlap bag 

close to his body clearly reflected suspiciousness or paranoia about his belongings. 

Although he was not dangerous, he caused uneasiness in others, probably because of 

schizotypal personality disorder  a consis-
tent pattern of social problems marked by sig-
nificant deficits in the ability to maintain close 
relationships and by idiosyncratic behavior 
and distortions in thoughts
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his personal appearance and his erratic behaviors. Clearly, those around him did not 

share the pigeon man’s experience with reality. He saw the world differently although 

he never had a psychotic episode. Nonetheless, his sustained odd and eccentric behav-

ior was sufficiently extreme to lead others to avoid him.

CLUSTER B: DRAMATIC, EMOTIONAL, OR ERRATIC DISORDERS

The common features of Cluster B are behaviors that are viewed as exaggerated, 

inflated, dramatic, emotional, or erratic (APA, 2000) (see the box “DSM-IV-TR: 

Cluster B Disorders”). The four disorders in this cluster are marked by extreme and 

often colorful patterns of behavior. Other common features are the fluctuating nature 

of symptoms—often vacillating between extremes. These patterns can be particularly 

disrupting interpersonally as the following cases illustrate.

Antisocial Personality Disorder Antisocial personality disorder (ASPD) is a per-

vasive pattern of disregard for and violation of the rights of others (APA, 2000). It 

is more common in males than in females. This personal-

ity disorder has been known throughout history, literature, 

and the legal system by many names including psychopathy, 

sociopathy, and dyssocial personality disorder. This diagnosis 

is reserved for individuals who are at least 18 years old and 

who had symptoms of conduct disorder before age 15 (see 

Chapter 12), illustrating how the pattern of antisocial behav-

ior begins in childhood and then crystallizes and intensifies 

over time. Common behaviors in youth include cruelty to 

animals and people, destruction of property, deceitfulness or 

theft, or serious violations of rules (APA).

ASPD is somewhat easier to diagnose than other 

personality disorders because of its flagrant behaviors. 

Fundamentally, people with ASPD fail to conform to social 

norms, which often leads to legal difficulties including 

arrests. They often lie, use aliases, con others for profit or 

enjoyment, destroy property, harass others, and engage in 

behaviors and actions that violate the basic rights, wishes, safety, and feelings of 

others (APA, 2000) (see the feature “Real People, Real Disorders: Jeffrey Dahmer: 

Antisocial Personality Disorder”). Associated features include being highly impul-

sive and engaging in problematic activities on the spur of the moment. This can 

result in physical fights, temper outbursts, physically abusive behavior, changes in 

residence, reckless driving, and other impulsive high-risk behaviors that threaten 

their own safety and well-being (e.g., sexual behavior, reckless driving or driving 

while intoxicated causing motor vehicle accidents, drug use). Another common fea-

ture is irresponsibility exhibited by unemployment, underemployment, or poor and 

erratic job performance and financial irresponsibility including bad debts and failure 

to support their families or children. In addition, individuals with ASPD fail to 

take responsibility for their own actions and commonly blame the victims for incit-

ing their behavior. Examples include saying that a rape victim deserved the assault 

because of her sexy clothes or blaming physical fights on the other guy (e.g., “he 

had it coming to him”). Perhaps most disconcerting are the tendencies to minimize 

the consequences of their actions and to feel no remorse. Indeed, they may be com-

pletely indifferent to the consequences of their actions.

antisocial personality disorder  a pervasive 
pattern of disregard for and violation of the 
rights of others

Antisocial personality disorder often has its 
roots in childhood with antisocial behaviors 
such as theft and vandalism.
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Cluster B Disorders

Antisocial Personality Disorder

A  There is a pervasive pattern of disregard for and violation 
of the rights of others occurring since age 15 years, as indi-
cated by three (or more) of the following:

  1.  failure to conform to social norms with respect to lawful 
behaviors as indicated by repeatedly performing acts 
that are grounds for arrest

  2.  deceitfulness, as indicated by repeated lying, use of 
aliases, or conning others for personal profit or pleasure

  3.  impulsivity or failure to plan ahead
  4.  irritability and aggressiveness, as indicated by repeated 

physical fights or assaults
  5.  reckless disregard for safety of self or others
  6.  consistent irresponsibility, as indicated by repeated fail-

ure to sustain consistent work behavior or honor finan-
cial obligations

  7.  lack of remorse, as indicated by being indifferent to or 
rationalizing having hurt, mistreated, or stolen from another

B.  The individual is at least age 18 years.
C.  There is evidence of Conduct Disorder with onset before 

age 15 years.
D.  The occurrence of antisocial behavior is not exclusively 

during the course of Schizophrenia or a Manic 
Episode.

Naricissistic Personality Disorder

A pervasive pattern of grandiosity (in fantasy or behavior), 
need for admiration, and lack of empathy, beginning by early 
adulthood and present in a variety of contexts, as indicated by 
five (or more) of the following:
  1.  has a grandiose sense of self-importance (e.g., exag-

gerates achievements and talents, expects to be recog-
nized as superior without commensurate achievements)

  2.  is preoccupied with fantasies of unlimited success, 
power, brilliance, beauty, or ideal love

  3.  believes that he or she is “special” and unique and can 
only be understood by, or should associate with, other 
special or high-status people (or institutions)

  4.  requires excessive admiration
  5.  has a sense of entitlement, i.e., unreasonable expecta-

tions of especially favorable treatment or automatic 
compliance with his or her expectations

  6.  is interpersonally exploitative, i.e., takes advantage of 
others to achieve his or her own ends

  7.  lacks empathy: is unwilling to recognize or identify with 
the feelings and needs of others

  8.  is often envious of others or believes that others are 
envious of him or her

  9.  shows arrogant, haughty behaviors or attitudes

Borderline Personality Disorder

A pervasive pattern of instability of interpersonal relationships, 
self-image, and affects, and marked impulsivity beginning by 
early adulthood and present in a variety of contexts, as indi-
cated by five (or more) of the following:
  1.  frantic efforts to avoid real or imagined abandonment. 

Note: Do not include suicidal or self-mutilating behavior 
covered in Criterion 5.

  2.  a pattern of unstable and intense interpersonal relation-
ships characterized by alternating between extremes of 
idealization and devaluation

  3.  identity disturbance: markedly and persistently unstable 
self image or sense of self

  4.  impulsivity in at least two areas that are potentially self-
damaging (e.g., spending, sex, substance abuse, reck-
less driving, binge eating). Note: Do not include suicidal 
or self-mutilating behavior covered in Criterion 5.

  5.  recurrent suicidal behavior, gestures, or threats, or self-
mutilating behavior

  6.  affective instability due to a marked reactivity of mood (e.g., 
intense episodic dysphoria, irritability, or anxiety usually last-
ing a few hours and only rarely more than a few days)

  7.  chronic feelings of emptiness
  8.  inappropriate, intense anger or difficulty controlling 

anger (e.g., frequent displays of temper, constant 
anger, recurrent physical fights)

  9.  transient, stress-related paranoid ideation or severe dis-
sociative symptoms

Histrionic Personality Disorder

A pervasive pattern of excessive emotionality and attention 
seeking, beginning by early adulthood and present in a variety 
of contexts, as indicated by five (or more) of the following:
  1.  is uncomfortable in situations in which he or she is not 

the center of attention
  2.  interaction with others is often characterized by inap-

propriate sexually seductive or provocative behavior
  3.  displays rapidly shifting and shallow expression of emotions
  4.  consistently uses physical appearance to draw attention 

to self
  5.  has a style of speech that is excessively impressionistic 

and lacking in detail
  6.  shows self-dramatization, theatricality, and exaggerated 

expression of emotion
  7.  is suggestible, i.e., easily influenced by others or circumstances
  8.  considers relationships to be more intimate than they 

actually are

Reprinted with permission from the American Psychiatric Association. Diagnostic 
and Statistical Manual of Mental Disorders (4th ed.), Text Revision (Copyright 2000). 
American Psychiatric Association.
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Brandon was raised in a family that included his father, mother, and a younger sister, but 

he did not have a close relationship with anyone. Without parental supervision or involve-

ment, Brandon was often in trouble at school for inappropriate conduct, even at an early 

age. Despite being very bright, his grades were poor because “he just doesn’t care.” At 

13, he was sent to a youth detention center for breaking into a neighbor’s house while 

high on marijuana, and soon after being released he began carjacking.

At age 19, he was sent to state prison for 18 months for a felony. In prison, Brandon 

gained a reputation as a “gangsta” for his ability to intimidate other prisoners by physical 

force, and he had small teardrops tattooed onto his cheek. After he was released, he was 

arrested as an accomplice to murder in a drive-by shooting in a neighboring state. He 

was sent back to jail and then transferred to a federal prison.

Jeffrey Lionel Dahmer (1960–1994), one of the most 
infamous serial killers in American history, murdered at 

least 17 men and boys between 1978 and 1991. Dahmer’s 
killings were notably abhorrent, involving violent sodomy, 
necrophilia (sex with dead bodies), dismemberment, and 
cannibalism.

What causes someone to commit such heinous acts 
of violence against humanity? Insanity? Psychiatric illness? 
Evil? Any combination of these? In the case of Jeffrey 
Dahmer, several forensic experts addressed this question 
during his famous court case. While never formally diag-
nosed by expert witnesses, Dahmer appeared to have clas-
sic features of antisocial personality disorder. He showed 
no remorse for his crimes against others and acted in an 
impulsive, callous, manipulative, aggressive manner that 
reflected a failure to accept social norms. Moreover, many 
red flags appeared to be present in his childhood.

As a child, Dahmer reportedly dissected already dead 
animals. At age 14, he began drinking alcohol, and at 18, 
soon after his parents’ divorce, Dahmer committed his first 
murder. He invited the victim to his house and killed him 
because he “didn’t want him to leave.” By the summer of 
1991, Dahmer was murdering approximately one person 
per week, and in a typical antisocial manipulation, used his 
charismatic nature to attract his victims, homosexual men 
and boys.

Commenting on this magnetism, Anne Schwartz, who 
covered the Dahmer story for the Milwaukee Journal,

stated, “The day Jeffrey Dahmer was sentenced, I 
heard him read his statement to the court calmly 
and eloquently, and I wondered how easily I 
could have been conned.” She continued, “He 
was an attractive man when he laughed. . . . I 
could see how so many were taken in by him.”

With evidence overwhelmingly against him, 
Dahmer chose to plead not guilty by reason of insanity, 
arguing that his necrophiliac urges were so strong that he 
could not control them. The court found Dahmer guilty on 
15 counts of murder and sentenced him to 15 life terms, 
totaling 937 years in prison. Dahmer served his time until 
late 1994 when he was beaten to death by a fellow inmate 
while on work detail in the prison gym.

Jeffrey Dahmer is an extreme example of how 
features of antisocial personality disorder can be 
associated with criminality. While all individuals who 
engage in antisocial behaviors are not criminals, 40% of 
convicted felons do meet the criteria for an antisocial 
personality disorder. The line between mental illness 
and criminal behavior is not clear in this instance, and 
the distinction between illness and evil will no doubt 
be debated far into the future in hospitals, jails, and 
courtrooms.

http://www.criminalprofiling.com/Psychiatric-Testimony-of-Jeffrey-
Dahmer_s115.html, Retrieved May 25, 2011
http://www.crimelibrary.com/serial_killers/notorious/dahmer/19.html,
Retrieved May 25, 2011
http://www.tornadohills.com/dahmer/life.htm, Retrieved May 25, 2011
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In prison, Brandon often bragged about his ability to seduce women, always using fake 

names, and after gaining their trust, taking a good deal of their money. Brandon had no 

regrets about his behaviors. If anything, he viewed each incident as another notch in his 

belt. He could not communicate with others without ultimately resorting to violence. In 

the beginning, Brandon gained clout with other prisoners with his devil-may-care atti-

tude, but other than a few individuals whom he seemed to have under his cunning influ-

ence, most of the other prisoners feared his ruthlessness.

The developmental nature of the disorder can be seen in the early misbehavior 

evident in childhood and adolescence. The severity of the misbehavior intensified as 

Brandon matured. He lacked empathy for his victims and had no remorse for his 

behavior. Although not all individuals with antisocial personality disorder end up in 

prison, in Brandon’s case, his early conduct problems were the first steps on a path to 

a lifetime of criminal behavior.

Narcissistic Personality Disorder   Narcissistic personality disorder is a perva-

sive pattern of grandiosity (in fantasy or behavior), need for admiration, and lack of 

empathy (APA, 2000). People with this disorder have an exaggerated sense of self-

importance and are often absorbed by fantasies of limitless success. Secondary to this 

preoccupation with their own superiority, they seek constant attention and may try 

to win admiration from others by flaunting or boasting about their perceived special 

abilities. This behavior often masks fragile self-esteem. Constant external praise or 

admiration allows them to continue to bolster their own grandiose sense of self.

People with narcissistic personality disorder often express a sense of entitlement—

or a belief that they deserve only the best of everything and should associate only with 

others who are of similarly high caliber. For example, someone with narcissistic per-

sonality disorder might be unlikely to visit just any doctor for a minor complaint. She 

is always looking for the best or the most well known, whether it is a doctor, a lawyer, 

or a hairstylist. The mundane will not do.

A corollary to this overestimated sense of accomplishment is the converse—

namely, a devaluation of what others do or what others have accomplished. Those 

with narcissistic personality disorder can come off as haughty and arrogant as they 

constantly flaunt their imagined superiority. Their attitudes toward others can be 

patronizing and disdainful. People with narcissistic personality disorder are often so 

self-absorbed that they have a complete lack of empathy for others. They may be so 

preoccupied with their own need for praise and admiration that they are unable to 

understand other people’s desires, needs, or feelings. People around them often come 

to feel ignored, devalued, or used.

Stephãn (originally Steven) had always been outwardly confident in his small town high 

school. He felt that he transcended his Midwestern environs because he had traveled to 

Europe as a child. His edgy, electronic music and his interest in water polo were not as 

popular at his public high school as in the upper-crust private schools he had read about in 

the  Stephãn felt that he was unique compared with other 

students. Generally looking down on what he thought were the “common” tastes of his 

school, he had few friends and generally kept his high self-opinion to himself. However, 

during his first year at a prestigious East Coast liberal arts college, Stephãn’s belief in his 

own uniqueness became intensified. He sought out friends based on whether he had seen 

them in the society columns of magazines or knew their parents were significant donors 

to the university; he was aloof and rude to professors and students in classes that he was 

narcissistic personality disorder  a pervasive 
pattern of grandiosity, need for admiration 
from others, and lack of empathy
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“forced” to take due to university standards, and complained of “wasting time in subjects 

that have nothing to do with being a CEO of a Fortune 500 company!” While quite charis-

matic, eloquent, and intelligent in his business courses, he often lied that his knowledge of 

economics came from his father, a prominent businessman who wrote for the 

 (in reality his father was a convenience store owner). Although quite successful in 

his academic pursuits, when faced with group projects, his peers perceived Stephãn as a 

nightmare to work with—always blaming them when he made small errors or pitting stu-

dents against each other and then standing back to watch the arguments. He rarely wrote 

his own papers, saying, “Why waste my time when I can easily persuade one of the naïve, 

previous-valedictorian freshmen to do it for me?” While Stephãn desperately sought and 

often believed he had the admiration, attention, envy, or even fear of those around him, 

his classmates often saw him as arrogant and obnoxious.

As illustrated by this case, Stephãn created a persona that was legendary in his 

own mind. He considered himself vastly superior to others and grossly overestimated 

his abilities and prospects for the future. There was a deep disconnect between his 

beliefs (i.e., that everyone around him admired and respected him) and reality (i.e., 

that everyone around him found him to be quite insufferable and arrogant).

Although superficially confident, people with narcissistic personality disorder 

can experience extremes in mood and self-esteem. When their needs for admiration 

are not met, they may, at least temporarily, feel injured or defeated, resulting in low 

mood and social withdrawal.

Borderline Personality Disorder Borderline personality disorder is a pervasive 

pattern of unstable interpersonal relationships, self-image, affect, and impulsivity 

(APA, 2000). Its symptoms can be severe and rapidly fluctuating. Intense bouts of 

anger, depression, and anxiety may last for hours or as long as a day. 

As illustrated in Jacqui’s case at the beginning of the chapter, other 

behaviors include impulsive hostility, self-injury, and drug or alcohol 

abuse. Cognitive distortion and an unstable and conflicted sense of 

self and self-worth can lead to frequent changes in long-term goals, 

career plans, jobs, friendships, gender identity, and values. Individuals 

may feel misunderstood, ill treated, bored, empty, and have an unsta-

ble self-identity. At extreme times, the identity disturbance can be so 

severe that individuals with borderline personality disorder may feel as 

if they do not exist at all.

At the core of borderline personality disorder is a deep fear of 

abandonment. Minor separations or endings are misinterpreted as 

signs that they are being abandoned, left alone, or rejected and can 

lead to desperate attempts to remain connected and in contact with 

others. Examples include a therapist going on vacation or a partner 

having to go out of town for work. To prevent such separations, a 

person with borderline personality disorder may engage in impulsive and desperate 

behaviors such as self-mutilation or suicide attempts to keep the person near.

These destructive behaviors and personality style can lead to highly unstable 

social relationships. Idealization (intense positive feeling) is quickly replaced by deval-

uation (intense anger and dislike). A person with borderline personality disorder may 

immediately form an attachment to another person and idealize him or her. Then a 

minor conflict can lead to a rapid swing to the other extreme, and strong negative 

emotions toward the person develop. Impulsivity is another hallmark symptom and 

borderline personality disorder  a pervasive 
pattern of instability in interpersonal relation-
ships, self-image, and affect with marked 
impulsive features such as frantic efforts to 
avoid real or imagined abandonment

Borderline personality disorder is associated 
with multiple impulsive behaviors including 
self-harm.
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may include binge eating, shoplifting, gambling, irresponsible spending, unsafe sexual 

behaviors, substance abuse, or reckless driving. Watch on mypsychlab.com

People with borderline personality disorder are also at a high risk for suicide and 

self-harm (Paris, 2002) because of their tendency to perceive abandonment and to 

experience feelings of emptiness and nothingness. Self-mutilation can include cutting, 

burning, punching, and a variety of other behaviors that cause bodily injury. These 

can occur during dissociative episodes (in which there is a temporary detachment from 

reality). Some individuals report that self-harm releases underlying mounting tension. 

Others say that it helps them know that they can still experience feelings, and still 

others claim that it helps counteract a belief that they are somehow evil or tarnished.

When people learn about borderline personality disorder, their first question 

is often “the borderline of what?” Historically, the term refers to the border between 

neurosis and psychosis, acknowledging that some, but not all, people with this disor-

der can experience transient psychotic episodes. Being around or in relationships with 

people with borderline personality disorder can be extremely challenging. Friends and 

partners feel like they are on an emotional rollercoaster or that their value rises and 

falls like the stock market. Jacqui’s mother would often say to her husband that she 

could never predict which Jacqui was going to come home from school or be on the 

phone, the loving and adoring one or the resentful, hateful one. Those around the 

person also experience the inconsistent sense of self that the sufferer does. The person 

is often considered exhausting and “high maintenance.” Fostering a sense of stability 

both in terms of their internal experience and their network of social relationships is 

critical to leveling out the complex emotions of individuals with borderline personality 

disorder.

Given the extreme fluctuation in behavior seen in borderline personality disorder 

and the highs and lows seen in bipolar disorder (see Chapter 6), how does one best 

distinguish between these disorders? Recall that people with bipolar disorder have fluc-

tuations in mood with periods of stability in between episodes. In borderline personality 

disorder, although mood does indeed fluctuate, so do other behaviors and emotions such 

as feelings about others, feelings about the self, and moving between social approach 

versus withdrawal. Again, we return to the three Ps: Borderline personality disorder is 

persistent, pervasive, and pathological rather than episodic like bipolar disorder.

Histrionic Personality Disorder Histrionic personality disorder is a pattern of 

excessive emotion and attention-seeking behavior. Histrionic means “dramatic” or 

“theatrical,” and people with this disorder incessantly “perform” and draw attention 

to themselves (APA, 2000). At first, they are attractive and magnetic as they draw 

attention by their liveliness, colorful behavior, and flirtatiousness. Yet when no longer 

the center of attention, they engage in behaviors that draw the limelight back to them. 

Physical appearance or provocative and seductive behavior are often used to draw peo-

ple into their circle, causing disruption in a variety of social and occupational settings.

The emotional expressions of people with histrionic personality disorder are 

pronounced but lack depth and shift rapidly. These changeable, shallow emotions cre-

ate an impression of not being genuine and of faking their feelings. Histrionic speech 

also has a dramatic and shallow flair. Someone with this disorder might speak in lavish 

and colorful terms, express strong opinions, and behave in a dramatic manner, and her 

actions seem overblown and insincere.

People with histrionic personality disorder consider relationships to be closer or 

more intimate than they actually are. Coupled with their dramatic flair for language, 

Borderline Personality Disorder

The Case of Liz
www.mypsychlab.com

histrionic personality disorder  a pervasive 
pattern of excessive emotionality and atten-
tion seeking

www.mypsychlab.com
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they may refer to a casual acquaintance as “one of my closest friends in the whole wide 

world” or describe degrees of closeness in relationships that are in reality quite distant 

(e.g., seeing a celebrity in a restaurant and subsequently stating that they frequently 

dine together at their favorite bistro).

When she entered the party with Susan, her partner, Destiny was vibrant, gregarious, and 

the center of attention. She was in her element. At first it was very charming: She easily told 

stories to complete strangers as if she had known them her whole life. But after 4 hours of 

Destiny’s theatrical socializing and flirtatious behavior, Susan grew tired and started to feel 

like an accessory. This was the fourth party this week, and Susan felt disrespected by Destiny’s 

flirting with others. One of Destiny’s biggest concerns was what other people thought of 

her, and, when she felt insecure, she lost her temper. It was often directed at Susan, who 

had become increasingly tired of bearing the brunt of this behavior. Because Destiny always 

needed to be in control and call the shots—fluctuating from enraged to contented based on 

the circumstances—Susan had thought of leaving her many times. Two weeks ago, Destiny 

grabbed a glass vase and threw it at the floor, screaming in a fit of rage when Susan sug-

gested that they not go out to dinner because she had a stressful day at work. After the fight, 

Destiny withdrew from contact and didn’t speak for days. When she became less angry, she 

was extremely sweet and solicitous toward Susan. Destiny’s inexorable theatrics and need to 

be the center of attention eventually led to the end of the relationship.

Living with someone with histrionic personality disorder can be extremely chal-

lenging. Although initially alluring, Destiny, with her constant need to be the center 

of attention and her flirtatiousness with others, was unable to engage in a healthy and 

trusting emotional relationship with Susan. As evidenced by this case, behavior that is 

overly dramatic and demanding can be destructive to relationships.

ETHICS AND RESPONSIBILITY

The label of borderline personality disorder has been associated with considerable stig-

matization in the mental health field. Terms such as “difficult,” “treatment resistant,” 

“manipulative,” “demanding,” and “attention seeking” are commonly associated with 

borderline personality disorder (Gallop and Wynn, 1987; Nehls, 1998). Such negative 

perceptions can lead to negative expectations, negative outcomes, and self-fulfilling proph-

ecies. Indeed, negative expectations and perceptions by clinicians are consistent with the 

core fears of people with borderline personality disorder who are sensitive to rejection and 

fearful of abandonment. These patients may react to clinicians’ negative perceptions in 

a way that is harmful to themselves by withdrawing from treatment (Aviram, Brodsky, 

Stanley et al., 2006). Despite advances in the treatment of borderline personality disorder 

(see the section “Treatment of Personality Disorders”), stigmatization persists. Clinicians 

who use the term “borderline” loosely and inappropriately to label difficult patients can 

convey negative perceptions and negative expectations to other clinicians as well (Aviram 

et al.). For all of these reasons, clinicians should give the diagnosis of borderline personality 

disorder only when the symptoms are consistent with the diagnostic criteria. They should 

seek supervision or specialized training if they are challenged by their own misperceptions 

or difficulties dealing with patients with this symptom profile.

CLUSTER C: ANXIOUS OR FEARFUL DISORDERS

The common features of Cluster C are characteristic behaviors marked by considerable 

anxiety or withdrawal (APA, 2000). The three disorders in this cluster share features 

that reflect some form of anxiety–social anxiety, obsessionality, or fear of independence. 
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As you will see with each disorder, distinctions must be made between the personality 

disorder and Axis I disorders that share some of the same clinical features. Again, recall-

ing the distinction between “ways of being” versus illness can guide diagnostic decisions.

Avoidant Personality Disorder Avoidant personality disorder (see the box “DSM-

IV-TR: Cluster C Disorders”) is a pervasive pattern of social inhibition, feelings of 

inadequacy, and hypersensitivity to negative evaluation (APA, 2000). People with this 

disorder avoid social or occupational interactions for fear of rejection, criticism, or dis-

approval. Common patterns include being excessively shy and uncomfortable in social 

situations and worrying that what they say will be considered foolish by others. Other 

fears include blushing or crying in front of others and becoming very hurt by any real 

or perceived disapproval.

People with avoidant personality disorder may entirely avoid making new friends 

unless they have complete assurance that they will not be rejected. A common concern 

is that others will be critical or disapproving unless proved otherwise. This personality 

disorder can lead individuals to avoid intimate relationships entirely because of worries 

about being accepted. Avoidant individuals are hypervigilant to signs of rejection or 

criticism and may over- or misinterpret other peoples’ comments about themselves.

Lou was a 35-year-old mechanic who rarely came out from under a car. Ever since he could 

remember, he had been basically terrified of talking to other people. Even though his 

grades were acceptable throughout high school, he was afraid that people would think he 

was “simple” because he never knew what to say. He avoided all school social events and 

group projects and would not attend graduation. He stayed in the garage all day working 

on cars. He quit work in one garage because he had to “cover” the front counter when 

the clerk went on breaks or lunch. He could not deal with the phones and the customers. 

Lou would be under the cars worried that the phone would ring or he’d hear the bell on 

the counter. He did excellent work and was offered several promotions that would require 

him to supervise others, but he refused because he did not know how to handle teams of 

people. To this day, Lou has never gone on a date. He eats alone in his house in front of 

the television every night and avoids all social contacts. When Lou’s mother found out he 

had refused promotions, she decided she had “had it” with his “ridiculous shyness” and 

brought him in for psychotherapy. Lou has been working for over a year with a therapist 

trying to develop skills to overcome his pervasive anxiety about the social world.

The core of avoidant personality is shyness and a sense of inadequacy that leads 

to significant impairment in life both socially and occupationally. People with this 

disorder may completely avoid talking about themselves or be very withdrawn or 

restrained due to their fear of potential criticism or disapproval. Others would describe 

them as quiet, shy, or “wallflowers.” People perceive themselves as socially inadequate, 

inferior, and inept at social interaction. Social self-esteem and self-efficacy tend to be 

quite low. (See the feature “Examining the Evidence: Generalized Social Phobia vs. 

Avoidant Personality Disorder.”)

Dependent Personality Disorder Dependent personality disorder is a pervasive 

and excessive need to be taken care of, which leads to submissive and clinging behav-

ior and fears of separation (APA, 2000). People with dependent personality disorder 

often have great difficulty making the simplest of everyday decisions, let alone large 

life choices. This can result in a pattern of relying on others to make decisions and 

becoming paralyzed if advice and assistance are not available (e.g., not being able to 

avoidant personality disorder  a perva-
sive pattern of social inhibition, feelings of 
inadequacy, and hypersensitivity to negative 
evaluation

dependent personality disorder  a pervasive 
and excessive need to be taken care of by 
others that leads to dependency and fears of 
being left alone
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DSM-IV-TR

Cluster C Personality Disorders

Avoidant Personality Disorder

A pervasive pattern of social inhibition, feelings of inade-
quacy, and hypersensitivity to negative evaluation, beginning 
by early adulthood and present in a variety of contexts, as 
indicated by four (or more) of the following:

  1.  avoids occupational activities that involve significant 
interpersonal contact, because of fears of criticism, dis-
approval, or rejection

  2.  is unwilling to get involved with people unless certain 
of being liked

  3.  shows restraint within intimate relationships because of 
the fear of being shamed or ridiculed

  4.  is preoccupied with being criticized or rejected in social 
situations

  5.  is inhibited in new interpersonal situations because of 
feelings of inadequacy

  6.  views self as socially inept, personally unappealing, or 
inferior to others

  7.  is unusually reluctant to take personal risks or to 
engage in any new activities because they may prove 
embarrassing

Dependent Personality Disorder

A pervasive and excessive need to be taken care of that leads 
to submissive and clinging behavior and fears of separation, 
beginning by early adulthood and present in a variety of con-
texts, as indicated by five (or more) of the following:

  1.  has difficulty making everyday decisions without an 
excessive amount of advice and reassurance from 
others

  2.  needs others to assume responsibility for most major 
areas of his or her life

  3.  has difficulty expressing disagreement with others 
because of fear of loss of support or approval. Note: 
Do not include realistic fears of retribution.

  4.  has difficulty initiating projects or doing things on his 
or her own (because of a lack of self-confidence in 
judgment or abilities rather than a lack of motivation or 
energy)

  5.  goes to excessive lengths to obtain nurturance and 
support from others, to the point of volunteering to do 
things that are unpleasant

  6.  feels uncomfortable or helpless when alone because of 
exaggerated fears of being unable to care for himself 
or herself

  7.  urgently seeks another relationship as a source of care 
and support when a close relationship ends

  8.  is unrealistically preoccupied with fears of being left to 
take care of himself or herself

Obsessive-Compulsive Personality Disorder

A pervasive pattern of preoccupation with orderliness, 
perfectionism, and mental and interpersonal control, at the 
expense of flexibility, openness, and efficiency, beginning 
by early adulthood and present in a variety of contexts, as 
indicated by four (or more) of the following:

  1.  is preoccupied with details, rules, lists, order, organiza-
tion, or schedules to the extent that the major point of 
the activity is lost

  2.  shows perfectionism that interferes with task comple-
tion (e.g., is unable to complete a project because his 
or her own overly strict standards are not met)

  3.  is excessively devoted to work and productivity to 
the exclusion of leisure activities and friendships (not 
accounted for by obvious economic necessity)

  4.  is overconscientious, scrupulous, and inflexible about 
matters of morality, ethics, or values (not accounted for 
by cultural or religious identification)

  5.  is unable to discard worn-out or worthless objects even 
when they have no sentimental value 

  6.  is reluctant to delegate tasks or to work with others 
unless they submit to exactly his or her way of doing 
things

  7.  adopts a miserly spending style toward both self and 
others; money is viewed as something to be hoarded 
for future catastrophes

  8. shows rigidity and stubbornness

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text
Revision (Copyright 2000). American Psychiatric Association.



personality disorders 413

leave the house without advice on which coat to wear). People with this disorder may 

become passive participants in the world and often allow others to take over responsi-

bility for planning all aspects of their life. The degree of dependency is disproportion-

ate to age-related norms and does not include situations in which depending on others 

is essential for survival (e.g., medically related dependence).

People with dependent personality disorder may also have trouble starting proj-

ects on their own. Having low confidence in their own ability and a chronic need to 

check with others for guidance and reassurance, they would rather follow than lead. 

Because of their exaggerated fears about their incompetence or inability to function 

or survive independently, a sense of helplessness can develop when they are left alone.

After the break-up of a significant relationship, people with dependent person-

ality disorder quickly rebound into another one. They find it difficult to tolerate peri-

ods of independence and desperately embark on another dependent relationship to 

minimize intense anxiety and fears associated with being alone. These individuals may 

become so preoccupied with fears of being left alone that they go to extreme measures 

to arrange situations where they will have assurance of care.

examining 

Since 1987, both the Axis I diagnosis of social phobia and the 
Axis II diagnosis of avoidant personality disorder have been 
defined by fears of criticism and avoidance of activities that 
involve many different social interactions, not merely fears of 
public speaking (see Chapter 4). Both avoidant personality 
disorder and generalized social phobia involve restraint in and 
avoidance of social situations. Because such overlap in the 
diagnostic criteria exists, are generalized social phobia and 
avoidant personality disorder really two separate conditions?

� The Facts Only one criterion of avoidant personality 
disorder —”is reluctant to take personal risks or engage in 
new activities”—appears to differentiate its diagnostic criteria 
from generalized social phobia. In 1992, based on several 
carefully controlled studies, researchers concluded that avoid-
ant personality disorder and the generalized subtype of social 
phobia were overlapping constructs (Widiger, 1992). Yet the 
two categories continue to exist, suggesting that some view 
these conditions as qualitatively distinct. Why?

� Let’s Examine the Evidence Early studies (Herbert et al., 
1992; Holt et al., 1992; Turner et al., 1992) examined a host 
of variables including the core characteristics of the disorders, 
the associated symptoms (such as depression), and etiology. 
Data from all these studies indicated that across all measures, 
individuals diagnosed with avoidant personality disorder had 

more severe problems, but the differences were quantitative, 
not qualitative. In other words, the difference appeared to 
be one of simple severity, not the qualitative distinction one 
would hope to find for these separate groups. More recent 
studies (Chambless et al., 2008; Huppert et al., 2008; Rettew, 
2000) continue to search for qualitative distinctions, examin-
ing the same variables as the earlier studies but also including 
variables related to treatment outcome. Although statistical 
analysis appeared to be able to categorize people as either suf-
fering from generalized social phobia or avoidant personality 
disorder, the distinction disappeared when the severity of social 
phobia symptoms was statistically controlled. In other words, 
classification was still based solely on symptom severity. In each 
case, those with avoidant personality disorder had more severe 
symptoms and more functional impairment. In many studies, 
so many people qualified for a diagnosis of both disorders that 
classification appeared meaningless (Rettew).

� Conclusion Even though several controlled studies have 
tried to find qualitative differences between the Axis I condi-
tion of generalized social phobia and the Axis II condition of 
avoidant personality disorder, few clear distinctions can be 
found. The primary difference remains the quantitative distinc-
tion of clinical severity, illustrating how early-onset anxiety 
disorders can become so pervasive that they can affect every 
aspect of daily functioning.
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Donna was the younger of two sisters and her mother’s favorite “because she was 

prettier.” As a child, Donna was indeed lovely, but she was very shy and clung to her 

mother’s apron strings. She wet the bed until the age of 13 and had sleepovers only 

at her closest friend’s house because she understood the problem and knew why she 

brought a plastic sheet. Donna’s mother was very opinionated and domineering. When 

she drank alcohol, she would get very loud. Donna was always the one to quietly and 

gently ask her to be a little quieter. In high school, when Donna’s 

friends began dating, her mother always disapproved of the boys 

they dated. No one would ever be good enough for her Donna. 

When it was time to decide about college, despite Donna’s good 

grades, her mother told her that college was a waste of time and 

suggested she get her realtor’s license—that way she could live 

at home, save money, and make a good living. Donna agreed and 

did as her mother suggested. Indeed, she was relieved because 

she was terrified of having to live alone or in a college dorm. She 

still went shopping for her mother and did errands for her par-

ents regularly. At 37, she was still living at home. Her sister was 

married with children and constantly hassled her about “getting a 

life.” Donna loved playing with her little niece because Lily loved 

her unconditionally. Some of Donna’s brief relationships with men 

had bordered on the abusive. She never felt like she had the right 

to stand up for herself and thought she didn’t really have opin-

ions about anything. At least the men were there to care for her if she needed them. 

Whenever she brought one home to meet her parents, her mother never failed to 

find fault and interfere in the relationship. Donna could not stand up to her mother or 

break away and become independent. She spent evenings in her room in tears wor-

rying about her future and what would happen if her mother died and was no longer 

able to look after her.

Despite the uncomfortable aspects of her life, Donna remained with her mother 

at home where she felt someone would look after her and help her make critical deci-

sions. She was preoccupied with worries about her future and fears about being unable 

to care for herself if her mother was no longer available. Donna’s degree of depen-

dence had nothing to do with any physical condition or actual need for dependency on 

others and was clearly age inappropriate.

Obsessive-Compulsive Personality Disorder Obsessive-compulsive personality 

disorder is a pervasive pattern of preoccupation with orderliness, perfectionism, and 

mental and interpersonal control at the expense of flexibility, openness, and efficiency 

(APA, 2000). People with this personality disorder are classic examples of being 

unable to see the forest for the trees. Being hyperfocused on rules, trivial details, lists, 

or procedures can lead to losing sight of an overarching activity. A common behavior 

is checking and rechecking work to ensure complete accuracy. A strong feeling of self-

doubt can lead to missing important work or school deadlines. The aspiration for per-

fection, which sometimes backfires, defines this disorder. For example, an individual 

may become so preoccupied with the details of perfecting part of a task that he or she 

never “pulls it all together” and does not complete the entire task. Students may recopy 

an assignment over and over in search of the “perfect” report, but consequently not 

finish on time and miss the assignment deadline.

obsessive-compulsive personality 
disorder  a pervasive preoccupation with 
orderliness, perfectionism, and mental and 
interpersonal control to the point of distress

While obsessive-compulsive disorder is marked 
by obsessions and compulsions (such as exces-
sive hand washing), obsessive-compulsive 
personality disorder is marked by traits such as 
orderliness, perfectionism, and rigidity.
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This quest for perfection can often lead to a preoccupation with and devotion to 

work that leaves little or no time for leisure activities, pleasurable activities, or friend-

ships and relationships. This is quite evident in the abnormal case study earlier in this 

chapter in which Jeff ’s entire life is focused on his work schedule. Anxiety increases 

if activities do not have a goal or a structure, and people with this disorder may even 

turn to structuring leisure time for themselves or their children. “Chilling” or “kicking 

back” is not in their vocabulary and indeed would be highly uncomfortable and even 

anxiety provoking. Others perceive them as rigid or stubborn.

Another common feature of obsessive-compulsive personality disorder is over-

conscientiousness and strict moral and ethical values that go beyond what is appropri-

ate or normative for the person’s cultural background or religious affiliation. This can 

result in holding oneself (and others) to extraordinarily high standards of moral and 

ethical conduct and merciless self-punishment if a rule is transgressed.

Other features associated with obsessive-compulsive personality disorder include 

being “pack rats,” unable to discard things that have no use or apparent sentimental 

value. Hoarded objects may seem completely useless (e.g., old cell phones, old junk 

mail). Delegation of work to others can also be a challenge, and the belief might be, 

like Jeff ’s, “If you want something done right, you have to do it yourself.” This leads to 

feelings of being overwhelmed and unable to accomplish all tasks on the list. Rigidity 

and control may also extend to the financial area in which people may feel compelled 

to pinch pennies or save for a rainy day, depriving themselves or their family of various 

things. The first purchases to be rejected are associated with pleasure or leisure and 

do not contribute in a direct or meaningful way to the accomplishment of tasks on 

the list. Like Jeff, the individual with obsessive-compulsive personality disorder is a 

prisoner of lists and “shoulds.”

OTHER PERSONALITY DISORDERS

Although the three clusters capture a broad range of personality disturbance, they 

are far from comprehensive. Sometimes people clearly have a personality disturbance 

(in that the traits are pervasive, persistent, and pathological and are more a “way of 

being” than an illness). Yet they do not fit tightly into one of the disorder boxes. 

These individuals are given a diagnosis of personality disorder—not otherwise speci-

fied, which indicates that their symptoms may be a mixture of several disorders. Of 

all of the personality disorders, this is the most frequently used Axis II diagnosis in 

clinical practice (Verheul et al., 2007; Verheul & Widiger, 2004). Some people meet 

the criteria for more than one personality disorder (e.g., dependent and histrionic or 

obsessive-compulsive and paranoid).

Although it may be easy and diagnostically convenient to think of mental disor-

ders as clear-cut categories, sometimes they are not. Research is a shifting construct, 

and the debate within the field about how personality disorders should be understood 

continues. Rather than a categorical model, some theorists propose a dimensional model 

of personality (see Chapter 3). One well-known dimensional model is the five-factor 

model (FFM). In this model, behavior is classified along five different dimensions—

neuroticism, extraversion, openness, agreeableness, and conscientiousness—and a person 

would be rated as being maladaptively high or low on each dimension (see Figure 11.1). 

Integrating these dimensional factors of personality into current DSM-IV diagnoses 

may make these diagnostic categories more descriptive. For example, a person with 

schizoid personality disorder would score maladaptively low on extraversion while some-

one with borderline personality disorder would score maladaptively high on neuroticism 

learning objective 11.3
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(anxiousness). Proponents of a dimensional model (Widiger & Lowe, 2008) believe 

that it would provide a more comprehensive picture of personality and would eliminate 

the need to give several personality disorder diagnoses to describe behavior adequately. 

Because this approach highlights personality strengths, it could also reduce the stigma of 

labeling someone with a personality disorder.

Beyond the debate between categorical versus dimensional systems, the person-

ality disorders described in DSM-IV may capture only a fraction of the personality-

related problems of interest to patients and clinicians (McCrae et al., 2001). In one 

study (Westen & Arkowitz-Westen, 1998), 60% of patients treated for personality-

related problems and distress did not meet criteria for a DSM-IV personality disorder. 

Yet, personality problems, such as perfectionism and shyness, were among the reasons 

patients sought treatment. Rarely does someone seeking treatment fit perfectly into 

one of the personality disorder categories. Typically, people have a varied collection of 

symptoms that not only cut across disorders within a cluster but also sometimes across 

clusters. The psychologist’s job is to evaluate and treat the complexity of the personal-

ity disturbance as it exists in the person and rather than having the person’s perspective 

limited by the published boundaries of any set of diagnostic criteria.

DEVELOPMENTAL FACTORS AND PERSONALITY DISORDERS

The DSM multiaxial system (see Chapter 3) helps clinicians make distinctions about 

the patient’s current state in contrast to lifetime patterns of behavior, but the dis-

tinctions are not always entirely clear. For example, how long must a personality 

disturbance persist to qualify for a personality disorder diagnosis? When significant 

personality pathology exists in individuals under age 18, is a personality disorder diag-

nosis appropriate if personality is theoretically still under formation? While a diagnosis 

may be appropriate if the features are present for at least a year, diagnosing personal-

ity disorder in someone under age 18 remains controversial given the effects of brain 

maturation on the course of personality maturity (Ceballos et al., 2006).

Socially
reserved

Sociable/
lively

Extraversion

Tense/
moody

Relaxed/
“even-keeled”

Neuroticism

Irresponsible/
careless

Responsible/
careful

Conscientiousness

Critical, analytical,
tough

Gets along
with others

Agreeableness

Follows rules/
avoids new experiences

Welcomes new ideas/
experiences

Openness to Experience

FIGURE 11 .1

This model posits five primary dimensions of 
personality: extraversion, neuroticism, consci-
entiousness, agreeableness, and openness to 
experience.
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From a developmental perspective, many manifestations of 

personality disorders represent typical (although transient) child-

hood and adolescent behaviors. Dependency, anxiety, hypersensi-

tivity, identity formation problems, conduct problems, histrionics, 

and testing the limits occur commonly during childhood and ado-

lescence. In general, longitudinal follow-up studies show that such 

behaviors decrease over time although high rates of personality 

disorder-type symptoms during childhood and adolescence are 

associated with increased risk for Axis I and Axis II disorders later 

in life. More flagrant symptoms (such as harming animals or risky 

sexual behavior) may be more serious red flags for later person-

ality disturbance. As our understanding of personality formation 

emerges, evidence has accumulated that personality disorders origi-

nate very early in life and may at least in part be programmed at the 

genetic level. Elements of later personality may even be foreshad-

owed in the simple behaviors exhibited by babies and toddlers (De Clercq & De Fruyt, 

2007). As we watch personality emerge in children, the difference between healthy 

development of individual personality features and the earliest symptoms of personal-

ity pathology remains unclear.

In community and clinical samples, adolescent personality disorders are associ-

ated with emotional distress and psychological impairment. In the Children in the 

Community study (Johnson et al., 2006)—a prospective longitudinal investigation of 

593 families at four time points from childhood to adulthood—low parental affection 

or nurturing was associated with elevated risk for antisocial, avoidant, borderline, par-

anoid, schizoid, and schizotypal personality disorders among adult offspring of these 

families. Aversive parental behavior (e.g., harsh punishment) was associated with an 

elevated risk for borderline, paranoid, and schizotypal personality disorders among 

adult offspring. Because this study controlled for offspring behavioral and emotional 

problems and parental psychiatric disorder, these findings suggest that parental rear-

ing styles may affect the development of personality disorders in children. Conduct 

disorder and antisocial personality disorder represents the clearest case of progression 

from adolescence through adulthood (Johnson et al.).

Adolescent personality disorders are also associated with the presence of Axis I 

disorders. A young woman who shows persistent dependent traits throughout adoles-

cence may find herself at increased risk for developing major depression during adult-

hood when she experiences loss. Applying dimensional approaches to understanding 

personality development in children may yield rich information. One longitudinal 

cohort study, the “Block Project,” has followed 100 children since the age of 3 well 

into adulthood. The Block Project found that characteristic childhood personality 

and behavioral patterns predicted the later development of problems such as dysthy-

mia. Boys who developed dysthymia by age 18 were observed to be aggressive, self-

aggrandizing, and undercontrolled at age 7. Girls with later depressive tendencies were 

self-critical and overcontrolling as children (Block et al., 1991). Therefore, personality 

differences that exist in early childhood were associated with the later development of 

disorders such as depression, but different behaviors were important for boys and girls. 

However, we need to be careful that we do not immediately assume that every unusual 

childhood and adolescent behavior represents a risk factor for the emergence of a later 

psychological disorder. We do not yet fully appreciate the clinical significance of per-

sonality traits during childhood and adolescence.

Longitudinal studies such as the Block Project 
can trace childhood personality features into 
adulthood to identify early indicators of later 
psychopathology. Here researchers stand sur-
rounded by years and years of collected data.
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COMORBIDITY AND FUNCTIONAL IMPAIRMENT

As each case in this chapter indicates, personality disorders produce substantial func-

tional impairment, most obviously in interpersonal relationships. The person with bor-

derline personality disorder alienates her friends and lovers with her rapidly fluctuating 

moods of adoration and hatred; the obsessive-compulsive father alienates his family with 

his rigid approach to the world; the son with schizoid personality disorder abandons his 

siblings and has few ties to the rest of the world. Perhaps not surprisingly, people with 

personality disorders create considerable distress for people around them and are often 

the topic of conversation because of the unusual and extreme aspects of who they are.

Personality disorders also often deeply affect occupational functioning. From 

the person with avoidant personality disorder who declines promotions to avoid 

interpersonal contact, to the person with antisocial personality disorder who moves 

irresponsibly from job to job, to the person with histrionic personality disorder who 

flirts inappropriately to gain attention from coworkers, personality disorders can lead 

to occupational problems and failures. Needless to say, managers do not necessarily 

have the psychological background to understand that these patterns of behavior are 

secondary to a personality disorder. These behaviors result in poor or inappropriate 

performance and potentially loss of employment.

In addition to their problems with social and occupational functioning, people with 

personality disorders, in general, are at higher risk than other people for many (Axis I) 

psychiatric disorders. Paranoid and schizoid personality disorders have been most strongly 

associated with dysthymia and mania (Grant et al., 2005). Avoidant and dependent per-

sonality disorders show strong associations with major depression, dysthymia, and mania 

(Grant et al.). Avoidant personality disorder is also strongly associated with social pho-

bia (Mattik & Newman, 1991). Borderline personality disorder is commonly comorbid 

with major depression (Sullivan et al., 1994), bulimia nervosa (Rosenvinge et al., 2000), 

and substance use disorders (Dulit et al., 1993; Skodol et al., 1999). Antisocial personal-

ity disorder often occurs within the context of substance abuse and other impulse control 

disorders (APA, 2000; Dulit et al.; Goldstein et al., 2007). These high rates of comorbidity 

suggest that the clinical presentation and functional impairment of personality disorders 

can be compounded by the presence of Axis I disorders. Furthermore, the combination 

results in significant personal distress and poses considerable treatment challenges. We will 

see that intervention must address not only the pervasive personality pathology but also the 

acute symptoms associated with comorbid Axis I disorders.

EPIDEMIOLOGY

Few epidemiologic data on the prevalence of personality disorders are available. One 

reason is that personality disorders cannot be reliably diagnosed in a single setting. 

Most epidemiologic studies rely on a single diagnostic interview (at best) and a series 

of self-report questionnaires. Capturing the complexity of personality disorder diag-

noses in cross-sectional epidemiological studies is a daunting and potentially unreli-

able task. We need to keep this in mind when considering the data that do exist.

In the general U.S. adult population, prevalence estimates for specific cluster 

A disorders range from 0.5% to around 4% (Grant et al., 2004). Results from the 

2001–2002 National Epidemiologic Survey on Alcohol and Related Comorbidities 

revealed that as many as 14% of adult Americans meet criteria for at least one per-

sonality disorder (Grant et al.). The specific prevalences reported in this study were 

obsessive-compulsive, 7.8%; paranoid, 4.4%; antisocial 3.6%; schizoid, 3.1%; avoidant, 

2.3%; histrionic, 1.8%; and dependent, 0.5%.
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SEX, RACE, AND ETHNICITY

Our understanding of sex differences in personality disorders comes from epidemio-

logical studies and studies of clinical populations. However, sex differences reported 

in clinical studies can be biased and may reflect the likelihood of the different sexes 

to seek treatment (or be brought in for treatment) rather than true sex differences. 

When we compare results across epidemiologic studies, two constant patterns emerge. 

First, antisocial personality disorder is consistently more common in males (Grant 

et al., 2004). Second, dependent and avoidant personality disorders tend to be more 

common in females (Grant et al.; Torgersen et al., 2001). Although in clinical set-

tings, histrionic personality disorder tends to be diagnosed more often in females and 

narcissistic personality disorder in males, this pattern is observed in some (Torgersen 

et al.) but not all (Grant et al.) epidemiologic studies. Beyond those differences, few 

consistent patterns emerge in terms of sex differences in personality disorders.

Few population-based data focus on racial and ethnic differences in personality 

disorders. In one longitudinal study of white, African American, and Hispanic partici-

pants, borderline personality disorder was significantly more common in Hispanic than 

in white and African American patients, and schizotypal personality disorder was more 

common in African American than white participants. Data from the Epidemiological 

Catchment Area (ECA) study (Robins et al., 1984) indicated similar estimates of his-

trionic personality disorder among African Americans and whites (Nestadt et al., 1990). 

Borderline personality disorder may be more common in nonwhite individuals belong-

ing to lower socioeconomic groups (Swartz et al., 1990), and similar estimates of anti-

social personality disorder were found among Mexican Americans, Puerto Ricans, and 

non-Hispanic whites (Canino et al., 1987; Karno et al., 1987).

The existing data on racial and ethnic factors in personality disorders must be 

viewed with considerable caution. We simply do not have adequate large-scale cultur-

ally sensitive studies that will provide data on racial and ethnic differences in either the 

prevalence or differences in clinical presentation of these disorders.

concept CHECK

� Cluster A, the “odd or eccentric” cluster, includes features reminiscent of those seen in 

psychosis and schizophrenia. This cluster includes paranoid, schizoid, and schizotypal 

personality disorders.

� Cluster B, the “dramatic, emotional, or erratic” cluster, tends to be marked by dramatic 

or exaggerated personality features. This cluster includes borderline, narcissistic, histri-

onic, and antisocial personality disorders.

� Cluster C, the “anxious or fearful” cluster, includes dependent, avoidant, and obsessive-

compulsive personality disorders.

� Personality disorders are often associated with substantial functional impairment, espe-

cially in the realm of interpersonal relationships.

� Of the personality disorders, antisocial personality disorder has the clearest develop-

mental roots with origins often clearly traced back to childhood and evidence of conduct 

disorder before age 15.

CRITICAL THINKING QUESTION Sometimes defining the boundaries between personality dis-

order and criminal behavior found in someone like Jeffrey Dahmer can be a daunting task. If 

you were asked to think about when someone should be considered innocent due to a per-

sonality disorder versus guilty of criminal behavior, what types of issues would you consider?
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The Etiology of Personality Disorders
What causes a persistent and maladaptive way of dealing with the world? Are there 

indicators early in life that predict the emergence of personality pathology? Can we use 

the same tools that we use with Axis I disorders to understand the causes of personal-

ity disorders? These are all critical and current questions that are being addressed with 

active research within the personality disorders field. As with Axis I disorders, neither 

genetic underpinnings, chemical imbalances, psychological features, nor problem-

atic social environments alone account for the development of personality pathology. 

Critical to understanding personality pathology is the convergence of both a biopsy-

chosocial perspective and a full understanding of the developmental context. In the 

remaining sections of this chapter, we outline what is known about biological, psycho-

logical, and social factors and how they interact to result in disturbances in personality 

function.

BIOLOGICAL PERSPECTIVES

Ask any mother with more than one child and she will tell you that her babies had 

distinct and often quite different personalities from birth—and sometimes even from 

before birth (see the feature “Research Hot Topic: Tracking Temperament from 

Childhood into Adulthood”).

In contrasting her children, Lashanda said, “Ronnie was a holy terror from the day he 

was born. He would scream and scream and nothing could soothe him. In fact, it went 

back even further than that. Seems whenever I wanted to sleep when I was pregnant, he 

wanted to play. I didn’t get a minute’s rest for 9 months. It’s amazing I had another one! 

Then came Jake. When I was pregnant, he slept when I slept. After he was born, I kept 

expecting him to be like Ronnie—throwing tantrums in the middle of the night—unable 

to be consoled. He might yell a little, I would come into his room, rub his back, he would 

pass a little gas, sigh, smile, roll over and fall back to sleep. Those boys had different 

wiring!”

Temperament is influenced by genetics and may account for some of the vari-

ability in personality traits. Temperament refers to personality components that 

are biological or genetic in origin, observable from birth (perhaps before), and 

relatively stable across time and across various situations (Buss, 1999). For exam-

ple, some children are born fussy and irritable while others are mellow and calm. 

Even mothers of twins point out fundamental differences in the temperament of 

babies who developed at the same time in the womb. When these innate biological 

components interact with the outside world (i.e., experience), personality emerges 

(Cloninger et al., 1993). Thus, personality traits are a combination of tempera-

ment and experience. Personality disorders represent a dysfunctional outcome of 

this process when certain traits become exaggerated and are applied in maladap-

tive ways.

The links between various personality dimensions and underlying biological or 

genetic markers remain theoretical. In 1993, Cloninger proposed that associations 

between dimensions of temperament and specific neurotransmitter systems exist 

(Cloninger et al., 1993). As our understanding of temperament and neurobiology has 

progressed, it is clear that any simplistic theories that link one trait to one neurotrans-

mitter will be replaced by more sophisticated models that account for complex biologi-

cal underpinnings.

Temperament, a part of personality that is 
believed to be biologically based, appears 
early in life.

temperament  personality components that 
are biological or genetic in origin, observable 
from birth (or perhaps before) and relatively 
stable across time and situations

learning objective 11.4
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Temperament appears early in life and is
relatively stable throughout childhood 

and adolescence.
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Family and Genetic Studies   Family and twin studies clearly indicate that both 

personality disorders (Kendler et al., 2008; Kendler et al., 2007) and personality traits 

( Jang et al., 1996; Rettew et al., 2008) are familial and are influenced primarily by 

genetic factors. As with all complex traits, a single gene is not responsible for a single 

temperamental trait; the trait probably results from variations in several genes coupled 

with environmental influences.

Ongoing studies have explored genetic and environmental factors in person-

ality disorders. Large twin studies indicate that paranoid, schizoid, and schizotypal 

T emperament refers to the stable moods and behavior pro-
files that appear during infancy and early childhood. Two of 

the most extensively studied aspects of childhood temperament 
are the behavioral tendencies to approach or withdraw from 
unfamiliar stimuli. Some children cower behind their mother 
when confronted by a stranger (behaviorally inhibited children) 
while others eagerly engage and approach the stranger (unin-
hibited children). Jerome Kagan and his colleagues have fol-
lowed a cohort of children who were categorized as inhibited 
or uninhibited within the first two years of life. In addition to the 
observed differences in approach/withdrawal, these researchers 
also found major differences in the children’s underlying biolog-
ical reactions when they were confronted with unfamiliar indi-
viduals. Inhibited children showed faster heart rates and more 
heart rate variability, pupillary dilation during cognitive tasks, 
vocal cord tension when speaking under moderate stress, and 
higher salivary cortisol levels than those who were uninhibited. 
Intriguingly, these differences remained throughout later child-
hood and adolescence. But what happens when the children 
become adults? Do they “grow out of” their biology and their 
tendency to approach or avoid?

Schwartz, Wright, and colleagues tracked down 22 adults 
(mean age 21.8 years) from this study who had been catego-
rized in the second year of life as inhibited (n = 13) or unin-
hibited (n = 9). Using functional magnetic resonance imaging 
(fMRI), they measured the response of the amygdala (a central 
mechanism in our brain that controls arousal) to novel versus 
familiar faces. The researchers found that the biological foot-
print of being inhibited or uninhibited was still there. The adults 
who had been characterized as inhibited as children had more 
amygdalar activation to unfamiliar faces than the adults who 
had been classified as uninhibited. These findings show that 

some of the basic brain properties relating to temperament are 
preserved from infancy into early adulthood.

Source: Kagan, J. (1994). Galen’s prophecy. New York: Basic Books; 
Schwartz, C., Wright, C., Shin, L., Kagan, J., & Rauch, S. (2003). Inhibited 
and uninhibited infants “grown up”: Adult amygdalar response to novelty. 
Science, 300, 1952–1953.

research HOT topic
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personality disorders are all moderately heritable (Kendler et al., 2007, 2008). In a 

large multivariate twin study, heritability estimates across personality disorders ranged 

from the lower end (20.5% schizotypal and 23.4% paranoid) to the most heritable 

(borderline 37.1%, avoidant 37.3%, and antisocial 40.9%).

The Role of Traumatic Events   Although one might consider traumatic events as 

transient environmental factors (and indeed they are), we now know that especially 

during critical developmental windows, they can have profound and long-term effects 

on brain biology (Goodman et al., 2004). People with some personality disorders report 

increased rates of childhood emotional abuse, physical abuse, and neglect (Battle et al., 

2004; Bierer et al., 2003). In addition, childhood history of physical and/or sexual 

abuse has been associated with personality disorders (Herman et al., 1989; Ogata 

et al., 1990; Zanarini et al., 1989). These associations provide an important clue to 

the biological mechanisms underlying the development of personality disorders. Early 

maltreatment is associated with problems in basic attachment. Attachment is one of 

the processes that provides the foundation for our ability later in life to relate to oth-

ers interpersonally. Poor attachment is believed to interfere with brain structures that 

underlie development of the ability to think about the mental states of others, called 

mentalization (Fonagy et al., 1991). Early trauma and the subsequent disruption in 

attachment may lead to neurodevelopmental deficits in interpersonal functioning and 

create a pathway to the development of severe personality disturbance.

A person’s neurobiological responses to threat stimuli may be changed after trau-

matic events including childhood traumatic experiences. Alterations in arousal, fear 

conditioning, and emotional regulation have been observed in people who have a his-

tory of traumatic events (Arnsten, 1998; Bremner, 2007; Bremner et al., 1999; Mayes, 

2000; Shin et al., 2005). These shifts in brain functioning are adaptive in the context 

of real danger, which requires a rapid automatic response to ensure survival. However, 

early trauma may permanently impair the biology of arousal regulation and fear con-

ditioning, causing an inappropriate reaction even when danger is not imminent. Thus, 

trauma might lead to “overperceiving” and “overresponding” to threats. Early child-

hood trauma may have a permanent effect on brain development, which can set the 

stage for the emergence of maladaptive personality traits. Because many personality 

disorders represent maladaptive, and, in many cases, exaggerated responses to seem-

ingly innocuous interpersonal events, these fundamental neurobiological disturbances 

may well underlie the erratic and dysregulated responses to the world commonly seen 

in people with personality disorders.

Brain Structure and Functioning Studies  Modern assessment tools such as fMRI 

and PET scans enable us to examine the neurobiology of some personality disorders. 

Behaviorally, people with schizotypal personality disorder show the same psychotic-

like cognitive and perceptual symptoms and cognitive disorganization as people with 

schizophrenia. Biologically, these two groups show both similarities and differences. 

Structurally, both schizotypal and schizophrenic individuals show abnormalities in 

temporal lobe volume (Siever et al., 2002), but the decrease in brain volume seen in the 

frontal lobe of people with schizophrenia is not found in people with schizotypal per-

sonality disorder. Functionally, there are also subtle biological differences. Whereas 

both groups show decreased brain activity in the frontal cortex, only people with 

schizotypal personality disorder appear to be able to activate other regions of their 

brain as a way to compensate for this deficit (Siever et al.).

Poor attachment may play a role in the etiol-
ogy of personality disorders, whereas good 
attachment may be a protective buffer.
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With Cluster B disorders, studies examining people with borderline and 

antisocial personality disorders have focused on brain regions that control rage, 

fear, and impulsive automatic reactions (the prominent symptoms of the disor-

ders). It appears that the hippocampus and amygdala may be as much as 16% 

smaller in people with borderline personality disorder than in people with no per-

sonality disorder. Traumatic experiences, which are common in people with bor-

derline personality disorder, may create these neuroanatomical changes (Driessen 

et al., 2000). Neurobiological theories of antisocial personality disorder focus on 

individual differences in arousal or detection. One theory suggests that people 

at risk for antisocial personality disorder are in a chronic state of underarousal 

and that their behavior represents misguided attempts to seek stimulation (Quay, 

1965). Another theory focuses on the apparent fearlessness of people with antiso-

cial personality disorder and hypothesizes that they have a higher fear detection 

threshold than other people (Lykken, 1982). This difference in detection of fear 

allows them to enter calmly into situations that others would find overwhelmingly 

fear inducing.

PSYCHOLOGICAL AND SOCIOCULTURAL PERSPECTIVES

An entire branch of psychology (personality psychology) deals with the psychological 

processes underlying healthy and maladaptive personality traits. For decades, various 

psychological theories dominated our understanding of their etiology. The two most 

prominent theories, which we review here, are the psychodynamic and the cognitive-

behavioral perspectives.

Psychodynamic Interpretations   Most psychodynamic theories focus on early 

parental interactions that shape behavioral traits that become personality disorders. 

Theories about the origins of borderline personality disorder, for example, associ-

ated a lack of parental acceptance to damaged self-esteem and fears of rejection 

(Gunderson, 1984). Indeed, this theory is generally consistent with the high rates of 

abuse and neglect reported by people with borderline personality disorders (Herman 

et al., 1989; Ogata et al., 1990). According to these theories, people tend to inter-

nalize negative parental attitudes, leaving them vulnerable to fears of abandonment 

and to self-hatred. In addition, they tend to treat themselves as they were treated by 

their parents. These attitudes prevent the development of mature, consistent, and 

positive perceptions of themselves and others. They also lead to a severe inability to 

regulate mood when faced with disappointment, and difficulty in taking another’s 

point of view.

The psychiatrist Otto Kernberg (1975) proposed a continuum of psychopa-

thology from persistent, severe psychosis, to severe personality disorders through 

neurotic to healthy functioning. Kernberg’s work focused primarily on the develop-

ment of borderline personality disorder but also encompassed other personality dis-

orders. For example, people with narcissistic personality disorder construct a largely 

inflated view of themselves in order to maintain their self-esteem. On the outside, 

these individuals appear grandiose, but inside they are often very sensitive to even 

very minor attacks on the self. They create this enlarged perception of themselves in 

order to match the grandiose perception of their ideal in their own mind’s eye. When 

events happen that make them feel as if they are not meeting this ideal, they experi-

ence shame, sadness, and a sense of failure. Thus, grandiosity protects against these 

negative emotions.

learning objective 11.5
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Cognitive-Behavioral Theory   Cognitive-behavioral theory proposes that learning 

is at the basis of personality, which is also substantially molded by an individual’s 

unique environment. From a cognitive perspective, personality evolves from an inter-

action between a person’s environment and the way he or she processes information. 

For example, imagine two adolescents—one is fairly outgoing and likes to seek out 

new experiences and the other is shy, anxious, and fearful of new experiences. Both are 

flying as unaccompanied minors when their plane hits turbulence and drops 10,000 

feet. The first teen treats the experience like a roller-

coaster ride and basically says, “Wow, wild ride.” The 

second shakes and cries, thinks he is going to die, and 

vows never to step into an airplane again. Two tem-

peramentally different boys processed the same envi-

ronmental event very differently. Experiences like this 

one—where our temperament and the environment 

intersect—contribute to the development of our per-

sonality. Cognitive-behavioral theory and therapy 

have enriched our understanding of personality disor-

ders, contributing concepts such as goals, skills, self-

regulation, and schemas, or core beliefs (such as I am 

an unlovable person) (Bandura, 1986; Mischel, 1973; 

Mischel & Shoda, 1995). Considerable focus on how 

people learn to regulate moods (Linehan et al., 1993) 

and their development of core beliefs about themselves 

and their worlds (Beck et al., 2003) has transformed 

the theory into cognitive-behavioral treatments for 

personality disorders (see “Treatment of Personality 

Disorders”).

Sociocultural Theories    Sociocultural theories of 

personality go beyond the study of the individual to 

include a broader contextual view of personality devel-

opment including culture as a critical element in shap-

ing personality (Miller, 1997). Fundamental cultural 

differences can deeply influence the concept of per-

sonality. For example, consider the differences in the 

concept of “self ” in Japanese and Western cultures. In 

Japanese culture, self includes both the personal self 

and that of the surrounding cultural community; in 

dominant Western culture, the self is considered inde-

pendent and not contingent upon others (Markus & 

Kitayama, 1991). Clearly, this core conceptual differ-

ence could influence perceptions of what constitutes 

abnormal behavior.

Another factor that influences cross-cultural 

studies of personality is language. Classic Western personality measures may not cap-

ture cultural nuances of expression and language, such as the Japanese language term 

amae, meaning the need for dependency (Doi, 1973) or the Hindu language term 

anasakti, meaning nonattachment, a freedom from dependency that is associated with 

Across cultures, different ideas of basic 
human concepts such as “self” may lead to 
very different conceptualizations and treat-
ments of personality disorders. In Japan, the 
self is a broader concept than the individual 
self in the United States.
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Treatment of Personality Disorders
Treating long-standing patterns of behavior is inherently different from treating acute 

disorders. No magic pill exists to change a person’s personality style. Both patient and 

therapist must make subtle distinctions between healthy and maladaptive behavior 

patterns. The patient must understand the perspective of other people whom their dis-

order affects adversely. In addition, because these behavior patterns are long standing, 

one cannot expect rapid improvement—particularly if they reach back to early child-

hood and involve changes in brain functioning. Other significant challenges include 

just getting patients with personality disorders into treatment. Often the people around 

them are more interested in getting them treatment than the patients are themselves. 

Finally, the treatment can be especially complicated when people have more than one 

personality disorder and have an acute Axis I illness such as major depression, bipolar 

disorder, bulimia nervosa, or substance abuse. Such complications can pose treatment 

challenges for the most dedicated clinician. Patience, consistency, and persistence are 

valuable therapist characteristics that can facilitate treatment of personality disorders.

Only recently have we witnessed a surge of randomized controlled trials investigating 

the treatment of personality disorders. Although the overall amount of research remains 

concept CHECK

� Temperament refers to biological features of personality that are present at birth. The 

interaction between temperament and environmental experience leads to the develop-

ment of personality.

� Personality traits and personality disorders run in families and have been shown to be 

moderately heritable.

� Traumatic events, especially during critical periods of development, can have profound 

and long-term effects on brain biology that influence personality development.

� Psychodynamic theories explored the impact of early interactions with parents on later 

personality organization.

� Cognitive-behavioral theory holds that personality emerges from learning and an 

individual’s unique environment. The way that the individual processes and inter-

prets information about the self and the world is central to the development of per-

sonality.

CRITICAL THINKING QUESTION Imagine a scenario in which two children with very dif-

ferent personalities (one highly neurotic and one highly extraverted) experience a 

traumatic event (a drive-by shooting in which a stranger is killed). How might their 

responses differ?

greater peace and mental health (Pande & Naidu, 1992). The similarities in person-

ality disorders that we observe across cultures may simply reflect the imposition of 

Western language on non-Western cultures. Therefore, although the dimensional 

aspects of personality appear consistent across cultures, there are also cultural differ-

ences that will enrich our understanding of personality disorders (Poortinga & Van 

Hemert, 2001).

learning objective 11.6
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small, recent studies have explored the efficacy of dynamic therapy and cognitive-behavioral 

therapy, or their variants. The quality of the research varies because some studies focus on 

specific personality disorders, others on the personality disorder clusters, and still others on 

personality disorders in general. This makes the results of the studies difficult to interpret.

Most studies on specific personality disorders have focused on borderline or 

antisocial personality disorder. Although avoidant personality disorder and Cluster 

C disorders have received some research attention, there is a dearth of data on the 

treatment of Cluster A disorders. With this background in mind, we describe various 

treatments for personality disorders, their empirical basis, and the limitations of the 

available research. Given the broad and heterogeneous nature of this area, we present 

treatment approaches and data related to personality disorders generally and border-

line personality disorder specifically.

Despite a limited number of treatment studies, recent data support the impor-

tance of psychotherapy in the treatment of personality disorders. While pharmacother-

apy may help manage associated symptoms such as anxiety or depression, psychosocial 

treatments and excellent communication among all those delivering care are required 

for optimal management of personality disorders.

Early treatments for personality disorders were rooted in dynamic psychotherapy 

and adapted psychoanalytic techniques in long-term therapeutic approaches. Current 

treatment approaches differ somewhat according to disorder and often include com-

ponents to address concurrent comorbid Axis I disorders.

Treatment for Cluster A disorders can be challenging. When their core problem 

is distrust, it can be particularly difficult for people with paranoid personality disorder to 

trust the motives of a therapist. People with schizoid personality disorders have little desire 

for social interaction, so it is difficult to convince them that social interactions are often 

necessary and positively reinforcing (Freeman, 2002). People with schizotypal personality 

disorder often benefit from cognitive-behavior therapy that helps them develop appropri-

ate thoughts and eliminate or modify odd or eccentric cognitions (Beck et al., 2003).

A form of cognitive-behavior therapy focuses on the challenges inherent in treat-

ing people with the rapidly fluctuating symptoms of borderline personality disorder. 

This approach, dialectical behavior therapy (DBT), has considerable empirical support 

(Binks et  al., 2006; Linehan et al., 2006). DBT is based on a model that focuses on the inter-

section of biological and environmental causes. DBT hypothesizes that the fundamental 

biological problem is in the emotion regulation system and may arise from genetics, intra-

uterine factors, traumatic early events, or some combination of these factors. The environ-

mental component is any set of circumstances that punish, traumatize, or neglect this emo-

tional vulnerability. Borderline personality disorder emerges from ongoing transactions 

between the individual and the environment with the individual becoming increasingly 

unable to regulate emotions and the environment becoming progressively more invalidat-

ing (Linehan et al.). The emotional dysregulation in individuals with borderline personal-

ity disorder results from emotional vulnerability combined with deficits in the skills needed 

to regulate emotions. Intriguingly, at the age of 68, Dr. Linehan disclosed that as a youth 

she was hospitalized for suicidality, self-harm, and emotion dysregulation. At that time she 

perplexed the mental health system and was inaccurately diagnosed with schizophrenia. 

In an interview with the New York Times she acknowledged that the treatment she devel-

oped,  DBT,  emerged from her own personal experience and provides the help she needed 

for so many years and never received.

DBT emphasizes discussion and negotiation between therapist and patient with 

a balance between the rational and the emotional and between acceptance and change. 
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The patient and therapist establish a hierarchy of treatment goals, giv-

ing the highest priority to eliminating self-harm behaviors. DBT has 

many principles, but all patients receive skills training in five areas: 

mindfulness (to improve control of attention and the mind), inter-

personal skills and conflict management, emotional regulation, dis-

tress tolerance, and self-management. These approaches help the 

patient to calm down what can feel like a chaotic internal state, to 

pay attention to emotionally driven behavior, and to develop skills 

to manage feelings and impulses more effectively. Medications can also 

be used to assist with regulating the biological systems.

When compared with treatment as usual (what we call “talk 

therapy”), DBT and partial hospitalization (a day treatment program) 

produce superior treatment results (Brazier et al., 2006). Moreover, 

DBT may be more cost-effective than traditional therapy for border-

line personality disorder. Other treatment strategies that are some-

times efficacious for borderline personality disorder include inpatient therapy (Dolan 

et al., 1997) and step-down programs. These are characterized by short-term inpatient 

treatment followed by longer-term outpatient and community treatment (Chiesa et 

al., 2006; Chiesa et al., 2004).

Medications including antidepressants, mood stabilizers (drugs that even out the 

highs and lows seen in mood disorders), and antipsychotics are often prescribed for 

borderline personality disorder. These drugs target sudden mood swings, impulsiv-

ity, and aggression. Although currently few data exist, initial research indicates that 

the drugs might be helpful (Bellino et al., 2008). The atypical antipsychotics (see 

Chapter 10) may be helpful for patients with borderline personality disorder who have 

psychoticlike, impulsive, or suicidal symptoms (Grootens & Verkes, 2005). It is criti-

cal to understand that remission from borderline personality disorder does occur. In 

a 6-year prospective outcome study (Zanarini et al., 2003), 34.5% of patients met 

criteria for remission at 2 years, 49.4% at 4 years, 68.6% at 6 years, and 73.5% over 

entire follow-up. Moreover, only 5.9% of patients whose symptoms remitted showed 

a recurrence of symptoms at a later time.

Dialectical behavior therapy blends Zen 
practice with cognitive-behavior therapy and 
teaches concepts such as “mindfulness,” or 
being aware of one’s experiences and emo-
tional state. Here Dr. Marsha Linehan (the 
developer of DBT) and her students, Trevor 
Schraufnagel and Andrada Neacsiu, illustrate 
mindfulness practice of therapists at start of 
DBT team meetings.

concept CHECK

� Personality disorders are difficult to treat. People who suffer from personality disorders 

often do not see the effect of their behavior on others. Treatment is often slow because 

the maladaptive behaviors have existed for decades. Finally, people with personality 

disorders often have Axis I disorders as well, complicating treatment.

� Although medications may help manage associated symptoms such as anxiety or 

depression, psychotherapeutic interventions are the treatment of choice for personality 

disorders.

� Dialectical behavioral therapy that focuses on the central role of emotion regulation has 

been shown to be efficacious in the treatment of borderline personality disorder.

� Therapeutic communities that include individual or group psychotherapy are also effica-

cious in the treatment of personality disorders.

CRITICAL THINKING QUESTION If a patient is suffering from alcohol dependence and a 

personality disorder, which problem might you consider treating first, and why?
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THE TREATMENT

THE PROBLEM

THE PATIENT

Robin—Life Transitions and Borderline Personality Disorder

 science life

Robin was a senior in high school when she began to worry her 
parents and friends. Her family had moved to a new state in the 
summer before her senior year. In her previous school, she had 
been relatively popular, very involved with acting and student 
government, and, according to her mother, a well-behaved but 
sensitive and moody girl. She desperately did not want to move. 
She had a circle of friends and was worried that the new high 
school would be filled with cliques and she would have trouble 
making friends.

Soon after they moved, there was a dramatic transformation 
in Robin. She dyed her hair black, started wearing black eye 
makeup and black clothing, and rarely spoke at home. She 
would come home from school, throw her books down, and 
hide out in her room. She avoided meals with the family and 
always seemed to be brooding. Whenever anyone showed 
concern for her well-being, she returned their concern with 
anger and pushed them away. On the night of her referral, she 
came running into her mother’s bedroom screaming that she 
was afraid she was going to die. Blood poured from her right 
arm. Her mother bandaged her up to stop the bleeding and 
took her directly to the emergency room. There she discov-
ered that this wasn’t the first time Robin had cut herself. Under 
her long black sleeves and skirt, her arms and thighs were cov-
ered with cuts. That night she had just gone too deep and was 
scared.

Robin was admitted to the inpatient unit for evaluation. The 
psychiatrist diagnosed her with major depression and borderline 
personality traits and recommended medication and psycho-
therapy. She also cautioned Robin about drinking and using 
drugs while taking the medication and warned her of the poten-
tial negative interactions. She referred Robin to a therapist who 
specialized in dialectical behavioral therapy (DBT).

Robin desperately did not want to go into therapy and on 
the first day adopted a stance that the therapist called “I dare 
you to care about me” and clearly intended to test all the limits. 

The therapist was no stranger to this personality style and recog-
nized how chaotic and nonconstant the world must seem from 
Robin’s eyes. She knew the key was consistency and firm com-
passion.

They established a therapeutic contract that centered 
around honesty. The DBT approach used a broad array of cog-
nitive and behavioral strategies to help Robin learn to accept 
herself just as she was within the context of trying to teach her 
how to change, starting with her self-harming cutting behavior. 
The therapist took a firm problem-solving stance, but as is typi-
cal with DBT, she recognized that it would be too much to try 
to get all the skills training accomplished in one individual ses-
sion per week. She therefore contracted for additional weekly 
group therapy. The group focused on the development of 
skills in emotion regulation, distress tolerance, interpersonal 
effectiveness, self-management, and core mindfulness (a way of 
learning how best to observe, describe, and participate in the 
world around you). As she learned these skills in group, Robin’s 
individual therapy could focus on ways to best integrate these 
skills into daily life. Though reluctant at first to attend a group 
with “a bunch of ‘emo’s,’ “ Robin signed a contract with her 
therapist promising to attend. Robin’s therapist agreed to con-
tinue working with her in individual therapy only if Robin would 
also attend weekly groups for the following year, as well as 
follow some of the basic rules of therapy. After a rollercoaster 
of emotions about what she was undertaking, Robin signed 
the contract. The therapist told her that the therapy was very 
structured and specific in terms of what was considered most 
important to talk about. If Robin was feeling suicidal or per-
forming any life-threatening or self-damaging behaviors, such 
as cutting, her therapist wouldn’t allow her to address anything 
else. The next important issue was focusing on anything that 
got in the way of therapy. For example, about 6 months into 
therapy, Robin brought in a gift for her therapist. It was a but-
ton that read, “Your caring about me is starting to piss me off.” 
Sometimes it was really hard for Robin to accept the compas-
sionate side of her therapist’s stance. Deep down, she feared 
she wasn’t worth being cared about. With the message inher-
ent in the gesture, the focus of the therapy shifted directly to 
targeting Robin’s feelings about the therapist and her ability to 
accept being cared for.
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THE TREATMENT OUTCOME

course of a year and a half of therapy, Robin began to accept 
herself for who she was while working on changing some of her 
unhealthy ways of dealing with problems by putting her DBT 
skills to use.

Robin graduated from high school and was accepted at the 
local college. No longer on her parents’ insurance, she trans-
ferred her care to the Campus Health Services where she kept 
up with both individual and group therapy. The therapist occa-
sionally wondered how she fared in the transition to college and 
after leaving the group. Several years later, an e-mail arrived in 
the therapist’s inbox announcing her college graduation and her 
plans to become a high school counselor.

As therapy progressed, there were numerous ups and 
downs. Two trips to the emergency room for cutting returned 
the focus to the self-destructive behaviors. Gradually, Robin 
was able to apply the emotion regulation skills she had 
learned in group at the times when cutting seemed like the 
only option. She was able to begin to focus on thoughts or 
behaviors that got in the way of developing a reasonable 
quality of life, behavioral skills, and finally, self-validation and 
self-respect.

All of the “rules” frustrated Robin at first, but after she 
became accustomed to this type of therapy, she understood that 
the rules existed because if she were injured or dead, or doing 
things to interfere with her therapy, there was little point in work-
ing on the rest. Moreover, she really wanted to work on other 
issues, which provided the motivation for her to work on “first 
things first.” After many advances and steps backward over the 

1 Differentiating between a personality trait and a per-
sonality disorder is critical. A personality disorder is 
an enduring pattern of inner experience and behavior 
that deviates from the norm; is pervasive, persistent, 
and pathological; has an onset in adolescence or early 
adulthood; is stable across time; and leads to distress or 
impairment.

2 The personality disorders are grouped into three clusters 
based on core features: Cluster A, “odd or eccentric,” 
includes paranoid, schizoid, and schizotypal personality dis-
orders; Cluster B, “dramatic, emotional, or erratic,” includes 
antisocial, narcissistic, borderline, and histrionic personal-
ity disorders; and Cluster C, “anxious or fearful,” includes 
avoidant, dependent, and obsessive-compulsive personality 
disorders. Although this is the dominant model, many prefer 
a more dimensional approach to capturing the essence of 
personality.

3 Personality disorders are complex phenomena with roots in 
childhood and adolescence. They are marked by individual 
experiences that deviate from normative experiences and 
behaviors that are perceived by others as deviant. Given the 

nature of personality disorders, they often lead to difficulties 
with interpersonal functioning.

4 Personality traits and disorders are heritable. Some person-
ality disorders may be related to early trauma, which may 
lead to structural changes in the brain associated with traits 
such as hypervigilance and impulsivity.

5 Psychological theories of personality disorders include the 
psychodynamic, focusing on the impact of early relation-
ships with the parents on later personality organization 
and cognitive-behavioral, focusing on the emergence of 
personality from learning and the environment and the way 
in which the individual processes and interprets information 
about the self and the world.

6 Treatment for personality disorders can be particularly 
challenging because it must address long-standing pat-
terns of behavior, subtle distinctions between healthy 
and maladaptive behavior patterns, and the perspective 
of other people whom the disorder affects adversely. In 
general, psychotherapeutic approaches are recommended; 
medication can be included to manage comorbid Axis I 
disorders or symptoms.

R E V I E W I N G

learning objectives
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TEST yourself
1. A personality trait is defined as a behavior pattern that is

a. inflexible regardless of context within a situation
b. consistent across situations
c. emotionally expressive over time within a situation
d. maladaptive across situations

2. A personality trait may become a personality disorder when
a. its symptoms can be quantified
b. it becomes a dramatic, acute illness
c. it becomes inflexible and maladaptive
d. it does not reflect a person’s typical behavior

3. According to the DSM-IV-TR, personality disorders are 
usually apparent in
a. periods of high stress
b. adolescence or early adulthood
c. infancy or early childhood
d. major developmental transitions

4. Cluster A personality disorders are characterized by which of 
the following?
a. odd, quirky, or eccentric behaviors
b. social anxiety, obsessionality, and fear of independence
c.  emotional and erratic behaviors, and the absence of 

remorse
d. all of the above

5. Which of the following symptoms differentiates paranoid 
personality disorder from paranoid schizophrenia?
a. believing that others intend harm or deception
b. delusional thinking
c. reading negative meanings into benign comments
d. doubting the loyalty or trustworthiness of others

6. Schizoid personality disorder is characterized by which of the 
following?
a. social detachment and a general lack of emotionality
b. clinging to family members
c. overvaluing the opinions of others
d. unpredictable emotional lability

7. A characteristic that differentiates schizotypal personality 
disorder from paranoid or schizoid personality disorder is
a. social detachment
b. suspiciousness of others
c. questioning the loyalty of friends
d.  eccentric appearance and behavior as well as magical 

thinking

8. Mr. Cistern opened up a financial services company in a 
small close-knit retirement community. He promised large 
returns and little risk using his special investment system. 
He convinced many retirees to invest their entire savings. 
After several months, he suddenly disappeared with all of 
the firm’s assets. After an investigation, it was revealed that 
Mr. Cistern had done this many times in the past. Mr. Cistern 
might have
a. narcissistic personality disorder
b. borderline personality disorder

c. antisocial personality disorder
d. histrionic personality disorder

9. Persons diagnosed with narcissistic personality disorder 
need constant praise because
a. it helps them cope with their fragile self-esteem
b.  they need to have social interaction reinforced or they 

withdraw
c. without praise, they lose motivation
d. praise keeps them from being self-absorbed

10. What feeling is characteristic of persons with borderline 
personality disorder?
a. an overinflated sense of self-worth
b. devaluation of others
c. lack of empathy for others
d. fear of abandonment

11. Dawn is a theater major in college. Her counselor recently 
diagnosed her with histrionic personality disorder. What 
characteristics of this diagnosis make this major a relatively 
good choice for her?
a.  her boundless energy to devote to her roles and her need 

for little sleep
b.  her ability to form close relationships with other cast 

members
c. her demonstrative and attention-seeking style
d.  her attention to detail and skill at easily memorizing 

scripts

12. Cluster C personality disorders are characterized by which of 
the following?
a. excessive guilt and remorse
b. lack of emotional expressiveness
c. distorted thinking and cognition
d. anxiety and social withdrawal

13. Avoidant personality disorder can be easily confused with 
which Axis I disorder?
a. depression
b. generalized anxiety disorder
c. generalized social phobia
d. Alzheimer’s disease

14. Although Gisele’s boyfriend is physically abusive of her, she 
worries that he will leave her. This fear leads her to be very 
submissive to him. She may be suffering from
a. borderline personality disorder
b. histrionic personality disorder
c. narcissistic personality disorder
d. dependent personality disorder

15. A person with obsessive-compulsive personality disorder 
may exhibit
a. mental and interpersonal overcontrol
b. unrealistic perfectionism
c. inability to discard things of no use
d. all of the above

For more review plus practice tests, flashcards, 
and Speaking Out: DSM in Context videos, 
log onto www.MyPsychLab.com

www.MyPsychLab.com


16. Which childhood behaviors are strongly associated with the 
development of antisocial personality disorder?
a. identity formation problems and dependency
b. separation anxiety and hypersensitivity
c. histrionics and testing the limits
d. risky sexual behavior and harming animals

17. Which infant/toddler behavior is strongly associated with 
inhibited temperament?
a. withdrawal from unfamiliar stimuli
b. intense interest in novel sounds and sights
c. attention to faces resembling the mother’s
d. attention to sounds resembling human speech

18. Personality disorders may develop as the result of
a. genetic predisposition
b. physical and/or sexual abuse
c. disruption in the attachment phase of development
d. all of the above

19. To successfully treat patients with personality disorders, 
therapists need
a. high intelligence and problem-solving ability
b. excellent diagnostic skills
c. patience, consistency, persistence, and dedication
d. the ability to recognize unconscious conflicts in others

20. The treatment that emphasizes discussion and negotiation 
between the therapist and patient, balancing the rational 
and the emotional, and balancing acceptance and change, is 
called
a. dynamic psychotherapy
b. cognitive-behavior therapy
c. psychoanalytic therapy
d. dialectical behavior therapy

Answers: 1 b, 2 c, 3 b, 4 a, 5 b, 6 a, 7 d, 8 c, 9 a, 10 d, 11 c, 12 d, 13 b,
14 d, 15 d, 16 d, 17 a, 18 d, 19 c, 20 d.
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Jeremy is 12 years old and in seventh grade. 

He is doing well academically but has signif-

icant difficulty with social relationships. He 

is unaware of social conventions and does 

not make eye contact with other people. He 

speaks loudly, often asks inappropriate ques-

tions, and makes inappropriate and often 

irrelevant statements or noises. When con-

versing, Jeremy engages in lengthy mono-

logues on topics that interest him (dinosaurs, 

plumbing, and cars) and fails to pick up on 

others’ lack of interest. He has no friends, 

and peers often ridicule and reject him. 

He sometimes behaves in ways that are self-

injurious, pulling his hair, picking his skin, 

and hitting himself on the head.

Jeremy first displayed unusual behaviors 

at 18 months of age. He licked the pave-

ment, chewed on rocks, and put strange 

things in his mouth. He did not like to be 

hugged and pushed his parents away if they 

attempted any physical contact. At age 2, 

he did not yet speak. He simply grunted or 

led his mother by the hand to communicate. 

He began speech therapy shortly thereafter, 

and by age 3 was talking in complete sen-

tences. As a young child, Jeremy lined up toy 

cars. He never played with the entire car but 

would spin the wheels over and over. He did 

not play with other children but stood alone 

watching them. Now, at 12, Jeremy becomes 

upset by any change in routine, insisting on 

dressing in a certain order (e.g., socks, then 

pants, then shirt). He is also hypersensitive 

to sound; he can hear a siren miles away and 

covers his ears in crowded noisy places such 

as shopping malls.

C H A P T E R  12
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Throughout this book, we have used a developmental perspective to understand 

abnormal behavior, and this perspective informs our understanding of psycholog-

ical disorders in two ways. First, it is important to understand that childhood and ado-

lescence are stages of life characterized by critical physical, cognitive, and emotional 

development. With respect to physical development, infants first acquire the ability 

to raise their head, then roll over, sit up, crawl, and finally walk. Physical maturation 

also includes brain development. The human brain triples in weight during a child’s 

first two years, reaching 90% of its adult weight by the time the child is 5. Along 

with brain size, cognitive abilities increase throughout infancy and childhood. Children 

learn to think and solve problems, and their memory improves. During adolescence, 

they develop the cognitive abilities to understand and use abstract concepts, such as 

justice and beauty. Adolescents can engage in hypothetical thinking, imagining, for 

example, the worst thing that could happen to them. Adolescents also begin to use 

metacognition: They can think about thinking, for example, exploring the best way to 

solve a problem.

Along with physical and cognitive maturity, children also develop emotionally.

Early in elementary school, children understand basic emotions (happy, sad, mad, 

scared), but they often attribute facial expression to an external event (e.g., “she is 

smiling because she is holding a puppy”) rather than to an internal emotional state 

(e.g., “she is smiling because she is happy”). With increasing maturity, adolescents rec-

ognize more subtle emotions, such as disgust, worry, and surprise, and associate facial 

expressions with internal emotional states.

How does understanding this path of human development help us understand 

psychological disorders in childhood? Quite simply, until children have achieved basic 

physical, cognitive, and emotional developmental milestones, psychological disorders 

may express themselves differently in childhood than they do in adulthood. (Recall 

our discussions of anxiety, depression, and schizophrenia among others.) For example, 

young children cannot worry about future events until they have the ability to think

about future events. Because of these developmental differences, mental health pro-

fessionals acknowledge that although many psychological disorders may have roots in 

childhood, they are not often fully manifested until late adolescence or even adulthood.

Using this same developmental perspective, we find that other psychological dis-

orders are more common in children than adults. They are present at birth or emerge 

during childhood and present significant challenges for those who suffer from them. 

Some of these disorders, such as intellectual disability or autism, may continue to exist 

throughout adulthood. In other instances, physical, cognitive, and/or emotional matu-

ration may function to change the symptoms, lessen their impact, or even make them 

disappear. This often happens with disorders of feeding and elimination, for example. 

Many different disorders exist within the broad category of disorders of childhood and 

adolescence. Some, such as learning disorders, affect specific aspects of functioning 

such as academic achievement. We begin this chapter by discussing intellectual dis-

ability, a common disorder that affects many different aspects of functioning.

Intellectual Disability
People have different abilities—whether it is the ability to do math problems, to play 

an instrument, or to read a map. Each person has particular strengths and limitations, 

which can be affected by a variety of environmental factors. For example, the amount 

of sleep a child gets can affect his or her success in school, and a child whose family can 

afford to pay for tutoring or private lessons may improve a particular skill. Even the 

learning objective 12.1
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DSM-IV-TR

extent to which that skill is valued by one’s culture can influence how a child performs 

(Neisser et al., 1996). Most people understand intellectual disability to mean below-

average intellectual functioning (see the box “DSM-IV-TR: Mental Retardation 

[Intellectual Disability]”). How we measure what is average or below average, how-

ever, is quite controversial. When psychologists measure intelligence, they use a stan-

dardized, individualized test. Each person’s score is calculated and converted to a stan-

dardized scale for which the mean score is 100 and the standard deviation is 15. In 

the past, a person’s test score was called an intelligence quotient (IQ). Although the 

calculations that were used to determine IQ score are not used today, the term IQ 

score has remained, and we use it in this chapter. When psychologists talk about aver-

age intelligence, they are referring to the range of intelligence test scores that falls 1 

standard deviation above or below the mean score of 100. Therefore, people with IQ 

scores between 85 and 115 are considered to have average intelligence (as measured by 

that particular test). Although the meaning of IQ scores—and when an IQ score indi-

cates the presence of an intellectual disability—remain controversial, the DSM-IV-TR 

uses an IQ score of less than 70 in its diagnostic criteria for intellectual disability. (See 

Chapter 3 for more on intelligence testing.)

Therefore, the first criterion for a diagnosis of intellectual disability is signif-

icantly subaverage intelligence. However, the diagnosis requires more than below-

average intelligence—the person’s functional abilities must be below the level expected 

for his or her age and culture (Szymanski & King, 1999). Functional abilities are the 

skills that allow us to adapt and cope with life’s basic demands—bathing, dressing, 

eating appropriate foods, and so on. Therefore, a person with intellectual disability has 

both below-average measured intelligence (IQ less than 70) and deficits in adaptive 

functioning. The onset of intellectual disability is always before the age of 18.

The term significant subaverage intellectual functioning describes a range of cogni-

tive abilities that can be divided into one of four subtypes. Mild intellectual disability

represents intellectual functioning measured as an IQ score between 50 to 55 (lower 

limit) and 69 (upper limit). Moderate intellectual disability represents intellectual func-

tioning measured as an IQ score between 35 to 40 (lower limit) and 50 to 55 (upper 

limit). Severe intellectual disability includes intellectual functioning measured by an IQ 

score between 20 to 25 (lower limit) and 35 to 40 (upper limit), and profound intellec-

tual disability describes intellectual functioning represented by an IQ below 20 to 25.

Mental Retardation

intellectual disability  the significantly sub-
average intellectual functioning and deficits 
or impairment in at least two areas of life 
functioning

A.  Significantly subaverage intellectual functioning: an IQ of 
approximately 70 or below on an individually administered 
IQ test (for infants, a clinical judgment of significantly sub-
average intellectual functioning).

B.  Concurrent deficits or impairments in present adaptive 
functioning (i.e., the person’s effectiveness in meeting the 
standards expected for his or her age by his or her cultural 
group) in at least two of the following areas: communica-
tion, selfcare, home living, social/interpersonal skills, use of 
community resources, self-direction, functional academic 
skills, work, leisure, health, and safety.

C.  The onset is before age 18 years.

Code based on degree of severity reflecting level of 
intellectual impairment:

317 Mild Mental Retardation: IQ level 50–55 to approximately 70
318.0 Moderate Mental Retardation: IQ level 35–40 to 50–55
318.1 Severe Mental Retardation: IQ level 20–25 to 35–40
318.2 Profound Mental Retardation: IQ level below 20 or 25

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text
Revision (Copyright 2000). American Psychiatric Association.
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The second criterion necessary for a diagnosis of intellectual disability is concur-

rent deficits or impairment in functioning. On average, the lower the IQ score, the more 

impaired is the child’s ability to adapt and function independently although the rela-

tionship is not always simple and there are always individual differences.

Cathy’s latest intelligence testing indicated that her measured IQ was 60. She was a 

pleasant young woman of 24 years with appropriate skills for everyday social interaction. 

Although she was able to shower independently, someone had to first check the water 

temperature because otherwise she would burn herself. Although she understood that 

hamburgers (her favorite food) had to be cooked before eating, her only attempt to cook 

independently had set the kitchen on fire. As a young woman, she was interested in men 

but did not understand basic concepts of sexual reproduction.

Clearly, Cathy had great difficulty functioning independently in the areas of 

self-care, home living, and health and safety, and she had been this way as a child.

In addition to the core diagnostic features of lower intellectual functioning and 

diminished ability to function independently, children with intellectual disability are 

five times more likely than other children to have any of the psychological disorders dis-

cussed in this book (Bregman, 1991; Rutter et al., 1976) with the possible exception of 

schizophrenia or substance abuse disorders (Kerker et al., 2004). Physical disorders are 

also common among people with more severe or profound intellectual disability; 15 to 

30% have seizure disorders, 20 to 30% have motor handicaps such as cerebral palsy, and 

10 to 20% have visual and auditory impairments (McLaren & Bryson, 1987).

FUNCTIONAL IMPAIRMENT

As we have noted, adaptive impairment is necessary for a diagnosis of intellectual 

disability, but the extent and type of impairment are variable. Adults with mild to 

moderate intellectual disability function in the community with minimal to moder-

ate support. They might be in a group home in which a small number of adults live 

together under a counselor’s supervision. Some adults are also able to hold traditional 

jobs in the community, such as working in a grocery store. Sometimes an interven-

tion known as supported employment provides training and a job coach to help people 

succeed in meaningful jobs (Hill et al., 1987; McCaughrin et al., 1993; Revell et al., 

1994; see Chapter 10). Adults with more significant cognitive impairments may work 

in a sheltered workshop, which is usually a free-standing workplace where workers 

perform tasks for other businesses, such as sending out large mailings, packing 

items for shipment, or assembling certain products. People who work in sheltered 

workshops are paid wages and learn job skills such as coming to work on time, 

completing a task assignment, and taking direction from a supervisor.

In schools, mainstreaming could be considered supportive education for chil-

dren with intellectual disability. Mainstreaming means that whenever possible, 

children with disabilities are included in regular classroom settings allowing par-

ticipation in typical childhood experiences. Whereas children with intellectual 

disability may need separate classroom instruction for mathematics, they may take 

the same physical education classes as the general student body. Inclusion in regu-

lar classroom settings promotes the acceptance of people with intellectual disabil-

ity and enhances their self-esteem.

About 1 to 3% of the general population has an intellectual disability (American 

Psychiatric Association [APA], 2000) although the specific number of people affected 

may vary slightly depending on the particular IQ test used. The majority of people 

Mainstreaming children with Down syndrome 
into regular classroom settings helps develop 
acceptance and understanding of individual 
differences.
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with a diagnosis of intellectual disability—about 85%—have IQ scores in the mild 

category (Szymanski & King, 1999). Controversy continues regarding the relationship 

between low IQ scores and racial or ethnic minority status in the United States. Many 

IQ tests do not account for cultural differences in verbal expressions of ideas, language, 

and behaviors. Furthermore, even within the United States, different racial and ethnic 

groups identify different behaviors as contributing to the definition of intelligence, 

and many of these behaviors (creativity, “street smarts,” social skills) are not included 

in most standardized intelligence tests. Although differences in IQ scores among vari-

ous racial and ethnic groups remain, the meaning of the difference is not clear. What 

is important to know is that no credible scientific support exists for a genetic explana-

tion for group differences (Neisser et al., 1996).

More boys than girls have a diagnosis of intellectual disability, but these sex dif-

ferences are primarily among those with the mild type and may result from differences 

in children’s verbal abilities. At younger ages, girls have superior verbal language skills 

(Harasty et al., 1997; Joseph, 2000), and this may affect their test performance. No sex 

differences are found among those with the more severe forms of intellectual disability 

(Richardson et al., 1986).

ETIOLOGY

Throughout this book, we have often introduced discussions of etiology with caution-

ary statements that the cause of a disorder is unknown. However, there are numerous 

known causes for intellectual disability. Many are biological, and others are environ-

mental. For about 35% of people with intellectual disability, the cause is one of the 

disorders identified in Table 12.1. Many genetic disorders may produce intellectual 

disability (Walker & Johnson, 2006). When a genetic cause exists, the disorder is 

apparent at birth or shortly thereafter. In other cases, intellectual disability may result 

from environmental factors, a number of which are preventable. We next examine the 

best known causes of intellectual disability beginning with the biological factors.

Genetic Factors  Named for the British geneticist John Langdon Haydon Down 

(Czarnetzski et al., 2003), Down syndrome (Trisomy 21) describes the unusual condi-

tion in which a set has three chromosomes (i.e., trisomy) rather than the usual set of 

two. This error occurs during the cell division of a sperm or ovum—the chromosome 

pair does not divide as it should. Instead, the chromosomes “stick together.” Later, 

when the sperm fertilizes the ovum, rather than each (sperm and ovum) contributing 

one chromosome to the 21st pair, three are present. People with Down syndrome have 

three #21 chromosomes in every cell in their body, giving them a total of 47 rather 

than the usual 46 chromosomes. Other trisomy conditions (trisomy 13, trisomy 18) 

exist and may also result in intellectual disability, but Down syndrome is by far the 

most common condition.

Children with Down syndrome have distinctive facial features including oblique 

eye fissures (slanted eyes), epicanthic eye folds (folds of skin in the corner of the eye), 

a flat nasal bridge, protruding tongues, short stocky stature, a very short neck, and 

small ears. Virtually every person with Down syndrome has intellectual disability, 

most commonly in the mild to moderate range, meaning that they are able to attend 

school, learn basic living skills, and function in a structured environment. Children 

with Down syndrome may also have numerous medical problems including heart 

defects, intestinal abnormalities, visual and hearing impairments, and respiratory ail-

ments (Roubertoux & Kerdelhué, 2006). About 1 of every 1,000 children is born with 

Down syndrome  a genetic form of intellec-
tual disability caused by the presence of three 
chromosomes rather than the usual two on 
the 21st pair

Down syndrome is a chromosomal abnormal-
ity that results in three chromosomes on the 
21st pair—the third group from the left in the 
bottom row. The 23rd pair (bottom right) is 
an XY, so this is a boy.
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Down syndrome although the specific rate varies with maternal age; much higher rates 

occur among older mothers (see Table 12.2). Biological factors, such as fewer available 

ova or decreases in female hormones, are considered to be the reason why older moth-

ers are more likely to have children with Down syndrome, but the specific mechanisms 

by which these factors might operate are not known (Waburton et al., 2005). Many 

environmental factors also have been proposed as causes including maternal smoking, 

maternal alcohol use, radiation, and fertility drugs, but none of these factors has been 

confirmed (Sherman et al., 2007).

In children with Down syndrome, almost all brain structures are smaller than 

normal (Roubertoux & Kerdelhué, 2006; Teipel et al., 2004). Another characteristic 

is the presence of plaques and neurofibrillary tangles, usually found among adults with 

Alzheimer’s disease (see Chapter 13). In children with Down syndrome, this dete-

rioration begins at about age 8 and progresses, accelerating rapidly between the ages 

of 35 and 45 (Lott & Head, 2005). The result is that almost all people with Down 

syndrome have some evidence of Alzheimer’s disease by age 40.

Phenylketonuria (PKU) is a genetic disorder in which the body cannot break 

down the amino acid phenylalanine because an essential enzyme is absent. Without 

the enzyme, phenylalanine accumulates in the body, causing mental and physical 

TABLE 12 .1

Journal of the American 
Academy of Child and Adolescent Psychiatry, 38

Example

phenylketonuria  a genetic disorder in which 
the body cannot break down the amino acid 
phenylalanine; if untreated, leads to the devel-
opment of intellectual disability
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abnormalities (dos Santos et al., 2006). PKU occurs in about .01% of the popula-

tion with large variations by race and ethnicity. Whites and Native Americans have 

the highest rate, with much lower rates among African Americans, Hispanics, and 

Asians (Hellekson, 2001). In the United States, every infant is screened at birth for 

PKU, resulting in few untreated cases of the disorder. Treatment requires daily dietary 

supplements and a severely restricted low-protein diet. Milk and dairy products, meat, 

eggs, wheat, beans, corn, peanuts, lentils, and other grains are prohibited (dos Santos 

et al.), and compliance with these restrictions can be quite poor. This diet must be 

continued until at least age 8 to prevent intellectual disability; discontinuation of the 

diet at the time of adolescence is controversial (Hellekson, 2001). Most physicians and 

researchers advise continuing the diet for life (Perez-Duenas et al., 2006).

Fragile X syndrome (FXS) is the most commonly inherited cause of intellectual 

disability (Sundaram et al., 2005; Valdovinos, 2007) and occurs when a DNA series 

makes too many copies of itself and “turns off” a gene on the X chromosome. When the 

gene is turned off, cells do not make a necessary protein, and without the protein, FXS 

occurs. In addition to intellectual disability, children with FXS have behavioral disorders 

such as hyperactivity, temper tantrums, irritability, poor eye contact, self-stimulation, 

and self-injurious behaviors (Crawford et al., 2002; Valdovinos). Perhaps because girls 

have 2 X chromosomes (that is, they have a “spare” X chromosome), they are only half as 

likely as boys to have FXS (1 out of 4,000 males and 1 out of 8,000 females).

Other genetic disorders that can result in intellectual disability include tuberous 
sclerosis complex (TSC) and Lesch-Nyhan syndrome. Resulting from mutations on at least 

two different genes (Sundaram et al., 2005), TSC affects 1 in every 30,000 people in the 

United States. In children with TSC, benign tumors affect all body organs including the 

TABLE 12 .2

Relationship of Maternal Age to Incidence  
of Down Syndrome

http://www.ndss.org/index.php?option=com_content&view=article&id=61&Itemid=78, retrieved 
05/25/11.

 Incidence of  Incidence of 
Maternal Age Down syndrome Maternal Age Down syndrome

 20 1 in 2,000 35 1 in 350

 21 1 in 1,700 36 1 in 300

 22 1 in 1,500 37 1 in 250

 23 1 in 1,400 38 1 in 200

 24 1 in 1,300 39 1 in 150

 25 1 in 1,200 40 1 in 100

 26 1 in 1,100 41 1 in 80

 27 1 in 1,050 42 1 in 70

 28 1 in 1,000 43 1 in 50

 29 1 in 950 44 1 in 40

 30 1 in 900 45 1 in 30

 31 1 in 800 46 1 in 25

 32 1 in 720 47 1 in 20

 33 1 in 600 48 1 in 15

 34 1 in 450 49 1 in 10

Reprinted with permission from the National Down Syndrome Society.

fragile X syndrome  the most commonly 
inherited cause of intellectual disability; occurs 
when a DNA series makes too many copies of 
itself and “turns off” a gene on the X chromo-
some. When the gene is turned off, cells do 
not make a necessary protein, and without it, 
FXS occurs

http://www.ndss.org/index.php?option=com_content&view=article&id=61&Itemid=78


C H A P T E R  1 2440

brain and result in developmental delays, seizures, and learning disabilities. About 50% 

of people with TSC have intellectual disability (Leung & Robson, 2007). Lesch-Nyhan 

syndrome is a rare genetic disorder that is transmitted on the X chromosome. Because 

it is a recessive trait, it occurs only in boys. Girls, who have two X chromosomes, are 

protected from the disorder. Like PKU, this disorder involves a missing enzyme. When 

the genetic defect is present, excess uric acid accumulates throughout the body. Lesch-

Nyhan syndrome causes many different behavioral problems including cognitive dys-

function, intellectual disability, and aggressive and impulsive behaviors. Intellectual dis-

ability is usually moderate but can range from profound to mild (Olson & Houlihan, 

2000). Nearly all children with this disorder develop persistent and severe self-injurious 

behavior, sometimes with permanent physical damage.

Environmental Factors When genes are not the cause of intellectual disability, 

factors such as the prenatal or postnatal environment may be responsible. Prenatal 

influences associated with the presence of intellectual disability include uterine envi-

ronmental toxins (maternal alcohol use, infections), premature birth, hypoxia (lack 

of oxygen to the brain, often during birth), and fetal malnutrition. Postnatal factors 

include malnutrition, bacterial and viral infections, lead exposure, and social factors 

such as poverty, low environmental stimulation, and poor maternal education (Walker 

& Johnson, 2006). However, it is important to understand that unlike genetic disor-

ders such as Down syndrome, the presence of these environmental factors does not 

automatically lead to intellectual disability. For example, many children live in impov-

erished environments yet have average or above average IQs.

The leading known preventable environmental cause of intellectual disability is 

drinking alcohol during pregnancy, which can result in fetal alcohol syndrome (FAS; West 

& Blake, 2005; see Chapter 9). According to the Centers for Disease Control, rates of 

fetal alcohol syndrome vary widely, ranging from 0.2 to 1.5 per 1,000 live births in differ-

ent areas of the United States. Drinking alcohol during pregnancy can affect the physical 

development of the fetus including brain development. In addition to intellectual disabil-

ity, fetal alcohol syndrome is associated with birth defects, abnormal facial features, growth 

problems, central nervous system abnormalities, memory problems, impaired academic 

achievement, vision or hearing impairment, and behavioral problems (see Figure 12.1).

Another preventable environmental cause of intellectual disability is exposure to 

lead, which can enter the bodies of young children in different ways. One way is that 

many older homes contain lead-based paint, which can peel off and be eaten by young 

children, who have a tendency to put many things in their mouth. Also, when the 

paint becomes old and worn, the chips may be ground into tiny particles that mix with 

dust, which are then inhaled. Ingestion or inhalation leads to a buildup of lead in the 

body (Brown et al., 2006). Even low levels of exposure to lead in childhood are associ-

ated with low intelligence. High levels of exposure are associated with substantially 

lower IQ scores (Needleman & Gatsonis, 1990). Even years later, adults who were 

exposed to lead in childhood still had academic difficulties and behavior problems 

(Needleman et al.). For more information on lead exposure in houses, see Chapter 15.

In many cases of mild intellectual disability, the specific cause is unknown. 

Cultural-familial retardation is defined as “retardation due to psychosocial disadvan-

tage” (Weisz, 1990). Whereas severe intellectual disability exists across all socio-

economic levels, mild intellectual disability is more common among children in the 

lower socioeconomic classes (Stromme & Magnus, 2000), which include residents 

of poverty-stricken inner-city areas and poor rural areas as well as migrant workers. 

fetal alcohol syndrome  the leading known 
preventable environmental cause of intellec-
tual disability; results from the mother’s drink-
ing alcohol during pregnancy

cultural-familial retardation  the mild intel-
lectual disability that is more common among 
children in the lower socioeconomic classes 
and is considered retardation due to psycho-
social disadvantage
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Among the lowest socioeconomic classes, the prevalence of mild intellectual disability 

ranges from 10 to 30% of the American school-age population (Popper et al., 2004). 

However, sociocultural retardation is not limited to the United States: The same fac-

tors have been identified in European countries as well (Gillerot et al., 1989).

The reason for the association between lower socioeconomic status and mild 

intellectual disability is unclear, but both biological and environmental factors may 

contribute. In the early years of life, the brain is still developing. Environmental fac-

tors such as poor nutrition, lack of access to early educational enrichment (e.g., pre-

school, educational toys), or restricted access to medical care may negatively affect 

brain development, leading to lower IQ scores.

TREATMENT

Until recently, many people with intellectual disability were housed in institutions. 

Few community resources were available for them, and parents were encouraged to 

institutionalize their child when they thought that the necessary extensive care would 

be available. There was even hope that proper environmental care might reduce defi-

cits although leaving the institution was not a long-term goal of placement (Brosco 

et al., 2006). In fact, most people who were institutionalized remained there for the 

rest of their lives. Today about 90% of people with intellectual disability live with fam-

ilies or in community placements, such as group homes. Intellectual disability is not 

reversible, but many children can learn basic academic and adaptive functioning skills. 

Psychological treatments focus on teaching skills that facilitate community adjust-

ment, such as self-care, independent living, and job maintenance. Behavioral proce-

dures such as shaping (rewarding successive approximations of desired behavior) and 

chaining (teaching small, discrete behaviors and then putting them together), allow 

children with intellectual disability to learn simple tasks such as putting on a pair of 

pants or more complicated behaviors such as going to the bank and cashing a check.

Medical treatments to reduce diseases that cause intellectual disability have 

decreased its general prevalence. The number of children with intellectual disability as a 

FIGURE 12 .1
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many parts of the fetal brain can be dam-
aged.
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result of measles and whooping cough has decreased since the introduction of successful 

vaccinations for these diseases (Brosco et al., 2006) (see Figure 12.2). Medication does 

not treat the core symptoms of intellectual disability but is sometimes used for coexist-

ing psychological disorders such as attentional or aggressive behaviors. Overall, people 

with intellectual disability respond to medication in the same way as others, but rates of 

response are poorer and side effects more common (Handen & Gilchrist, 2006).
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Prevalence of Specific Causes  
of  Intellectual Disability Over 
Time

During the past 50 years, advances in medi-
cal science have decreased the prevalence 
of intellectual disability. Data from Brosco et al., 
Archives of Pediatrics & Adolescent Medicine, 160, 
302–309.

concept CHECK

� Intellectual disability is defined as significantly subaverage intelligence and deficits or 

impairments in adaptive functioning. Intellect and adaptive functioning exist along a 

continuum and can range from mild to severe or profound.

� Intellectual disability, both biological and environmental, has many different causes.

� Some causes of intellectual disability are preventable but once it occurs, available treat-

ments do not reverse the condition. Behavioral and pharmacological treatment may 

improve functioning and associated conditions.

CRITICAL THINKING QUESTION A significant proportion of mild intellectual disability has 

a cultural-familial etiology. Can you identify two factors leading to this type of intellectual 

disability, and if you had unlimited resources, how would you eliminate these causes?

Learning Disorders
A universal task of education is to teach children basic skills such as reading, writing, 

and mathematics. Yet a number of public school children in the United States have 

at least average intelligence but have difficulty mastering these basic academic tasks 

(APA, 2000). Collectively known as learning  disorders (see the box “DSM-IV-TR: 

Learning Disorders”), these conditions are defined by academic achievement below 

expectations for age, years in school, and IQ score. Affecting both sexes, these disor-

ders can result in demoralization, low self-esteem, and school dropout rates that are 

higher than those in the general population.

learning disorder  a condition involving aca-
demic achievement below expectations for 
age, years in school, and IQ score
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The most common type of learning disorder is reading disorder, sometimes known 

as dyslexia. Reading disorder is defined as a condition in which reading achievement 

scores are substantially lower than expected for the child’s age, IQ, and/or educational 

level. Children with reading disorder may display oral reading errors such as distor-

tions, substitutions, or omissions of words. Silent reading disabilities include reading 

very slowly and making comprehension errors. These children often also have difficulty 

with spelling. Early theories of reading disorder emphasized vision and visual perceptual 

difficulties such as reversal of letters. However, advances in neurobiology and neuropsy-

chology indicate that reading disorders most likely result from a diminished ability to 

recognize and produce sounds (phonemes) that when put together form words (Shaywitz 

et al., 2007). Instruction in reading is based on phonics, the process of “sounding out” 

a word by converting its visual representation into the appropriate sounds. Difficulty 

recognizing and articulating sounds leads to a cascade of negative events. “Sounding out” 

words is slow and required effort; thus, reading is less fluent. Sounding out also requires 

more concentration to identify and pronounce difficult words, leaving fewer attentional 

resources for reading comprehension and leading to mental fatigue and behavioral avoid-

ance (Kronenberger & Dunn, 2003). As researchers continue to study reading disorders, 

it is becoming clearer that this is not a single disorder—there may be at least 17 different 

types of reading disorders (Zoccolotti & Friedmann, 2010).

Another learning disorder is mathematics disorder, sometimes called dyscalculia.

Mathematics disorder is the diminished ability to understand mathematical terms, oper-

ations, or concepts, recognize numerical symbols or arithmetic signs, or copy num-

bers or figures correctly. Difficulty performing mental calculations may lead affected 

DSM-IV-TR

Learning Disorders

Reading Disorder

A.  Reading achievement, as measured by individually admin-
istered standardized tests of reading accuracy or compre-
hension, is substantially below that expected given the 
person’s chronological age, measured intelligence, and 
age-appropriate education.

B.  The disturbance in Criterion A significantly interferes with 
academic achievement or activities of daily living that 
require reading skills.

C.  If a sensory deficit is present, the reading difficulties are in 
excess of those usually associated with it.

Mathematics Disorder 

A.  Mathematical ability, as measured by individually admin-
istered standardized tests, is substantially below that 
expected given the person’s chronological age, measured 
intelligence, and age-appropriate education.

B.  The disturbance in Criterion A significantly interferes with 
academic achievement or activities of daily living that 
require mathematical ability.

C.  If a sensory deficit is present, the difficulties in mathemati-
cal ability are in excess of those usually associated with it.

Disorder of Written Expression 

A.  Writing skills, as measured by individually administered 
standardized tests (or functional assessments of writing 
skills), are substantially below those expected given the 
person’s chronological age, measured intelligence, and 
age-appropriate education.

B.  The disturbance in Criterion A significantly interferes 
with academic achievement or activities of daily liv-
ing that require the composition of written texts (e.g., 
writing grammatically correct sentences and organized 
paragraphs).

C.  If a sensory deficit is present, the difficulties in writing skills 
are in excess of those usually associated with it.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text
Revision (Copyright 2000). American Psychiatric Association.
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children to rely on external devices, such as counting on their fingers. They also often 

have difficulty with the logic of word problems.

The third learning disorder, disorder of written expression, also called dysgraphia,

is more than sloppy handwriting. It includes having difficulty composing grammati-

cally correct sentences; making frequent grammatical, punctuation, or spelling errors; 

and experiencing diminished ability to organize coherent written paragraphs. Effective 

writing requires different cognitive, visual, and motor skills including knowledge of 

vocabulary and grammar, eye-hand coordination and hand movement, and memory 

(Pratt & Patel, 2007). Deficits in any of these areas can lead to impairment. Children 

with writing disorder have no trouble presenting material orally but struggle with 

putting those same ideas into written form. Their written sentences are short, difficult 

to understand, and riddled with spelling and grammatical errors.

Between 5 to 10% of school children, perhaps up to 4 million, may suffer from a 

learning disorder. The most common is reading disorder (Pratt & Patel, 2007; Shaywitz et 

al., 2007), which may affect between 2 to 8% of all children. Reading disorder is more com-

mon in boys, but the reason is not clear. One hypothesis is that it may not be more com-

mon but more commonly identified because associated behavioral disorders, such as attention-

deficit/hyperactivity disorder, lead to a referral to a mental health professional. Difficulty 

with phonics and reading may lead to the identification of reading disorder as early as the 

preschool years. By contrast, disorder of written expression is often not apparent until third 

or fourth grade when there are increased demands to present ideas in writing.

FUNCTIONAL IMPAIRMENT

Approximately 40% of children with learning disabilities eventually drop out of school, 

limiting their opportunities for employment (APA, 2000). They also often feel demor-

alized by their disabilities and report low self-esteem. Children with learning disorders 

may also have other childhood emotional and behavioral problems such as attention-

deficit/hyperactivity disorder, conduct disorder, depression, and anxiety disorders.

Children with mild symptoms may be difficult to identify and may be described 

by parents or teachers as messy, unfocused, or disorganized (Pratt & Patel, 2007). As 

adults, children with mild symptoms compensate by developing a working vocabulary 

in their occupational area that allows them to function effectively. However, they still 

have difficulty with unfamiliar words. Their reading may be accurate but not fluent or 

automatic (Shaywitz et al., 2007).

ETIOLOGY

The etiology of learning disorders is unclear. As we begin to identify many different types 

of reading and writing disorders, we must recognize that these disorders probably do not 

arise from a single neurological impairment but from different neurocognitive impairments 

(Zoccolotti & Friedman, 2010) or the inability of several brain areas to work together.

Much more is known about the etiology of reading disorder than about other 

learning disabilities. Structural and functional magnetic imaging studies and positron 

emission tomography (PET) studies have identified various areas of the brain that 

appear to be important for reading (Shaywitz et al., 2007) (see Figure 12.3). Again, why 

a child would have abnormal brain functioning is not entirely clear, but genetics appears 

to play a significant role. Concordance rates for reading disorder are 71% for monozy-

gotic twins and 49% for dyzygotic twins (Castles et al., 1999). Although there is some 

variability, between 23 to 65% of children who have a parent with a reading disorder also 

have the disorder (Scarborough, 1990). We have much to learn about the biological basis 
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of reading disorders, but what is clear now is that the disorder does not result from the 

inheritance of one single gene. It is likely that a number of different genes are involved.

TREATMENT

Treatment for learning disorders usually occurs in the educational setting. Intervention 

for reading disorder begins early and focuses on developing the skills necessary for 

phonological processing and fluent reading with later emphasis on reading for 

comprehension (Kronenberger & Dunn, 2003). See Figure 12.4 for the trajectory of 

reading scores for good and poor readers. As the data show, poor readers can make 

significant progress in their reading skills, but they never achieve the skill level pos-

sessed by good readers at the same age. As children mature and gains are consolidated, 

intervention shifts to disability accommodation (Pratt & Patel, 2007), such as more 

time for reading and test taking and the use of computers, tape recorders, or recorded 

books to allow effective functioning in academics and occupational environments.

FIGURE 12 .3

Reading is a complex process that involves 
several areas of the brain. Shaywitz, S. (2003). 
Overcoming Dyslexia: A New and Complete 
Science-Based Program for Reading Problems 
at Any Level. New York: Alfred A. Knopf, p. 34. 
Copyright © 2003 Sally Shaywitz. Reprinted by per-
mission of the publisher.
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FIGURE 12 .4

Over time, differences in reading skills 
between good readers (children without 
reading difficulties) and poor readers (those 
with reading disorder, or dyslexia) remain 
constant. This shows that children with read-
ing disorder are not just “slow” at acquiring 
skills but have a specific reading deficit. 
Shaywitz, S. (2003). Overcoming Dyslexia: A New 
and Complete Science-Based Program for Reading 
Problems at Any Level. New York: Alfred A. Knopf, 
p. 34. Copyright © 2003 Sally Shaywitz. Reprinted by 
permission of the publisher.
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Treatment for mathematics disorder includes arithmetic drills and memorization. 

Because writing disorder is considered to result from difficulties in the written expres-

sion of ideas, children first engage in simple writing tasks such as keeping a diary. As 

their basic writing skills improve, they are given more challenging writing tasks.

ETHICS AND RESPONSIBILITY

The lack of efficacious traditional treatments for reading disorder has led some parents 

to turn to complementary or alternative medicine (Bull, 2009). Among one sample 

of 148 children with reading disorder, 55.4% of their parents reported using non-

traditional approaches including diets and nutritional supplements (42.6%), homeo-

pathic medicines (19.6%), and chiropractic manipulations (19.6%). Other approaches 

used by these parents included aromatherapy, acupuncture, massage, and reflexology. 

Although scientists must always be open to new ideas and approaches to a problem to 

date, none of these interventions has been scientifically verified as an efficacious treat-

ment for reading disorder. Mental health professionals who work with parents and 

children with these disorders are obligated to explain to parents that these procedures, 

while probably not harmful, have not yet been shown to be helpful.

concept CHECK

� Learning disorders are defined as academic achievement that is lower than expected 

given the child’s age, years of schooling, and measured IQ. The three types of learning 

disorders are reading disorder, mathematics disorder, and disorders of written expression.

� Reading disorder is most common and most likely represents a difficulty in phonological 

processing resulting from abnormalities in different areas of the brain.

� Genetics appear to play a major role in the etiology of reading disorder. The etiology of 

mathematics disorder and disorder of written expression is unknown.

CRITICAL THINKING QUESTION Treatment for learning disorders occurs in educational set-

tings and consists of attempts to teach academic skills. At later ages, treatment takes the 

form of accommodations to deal with remaining deficits. Based on your knowledge of 

brain development, why would this radical change in treatment approach occur?

Pervasive Developmental Disorders
As in the case of Jeremy at the beginning of this chapter, some childhood behavioral 

abnormalities are evident very early in life. Most children spontaneously say “mama” 

or “dada” before age 1. But Jeremy did not speak until age 3 when he had speech 

therapy. Jeremy also had unusual social behaviors. He refused to make eye contact, 

spoke too loudly, asked inappropriate questions, and made inappropriate statements 

or noises. In addition to holding his toy car and spinning the wheels over and over, 

he showed other stereotyped behaviors. (These are repetitive behaviors that serve no 

observable social functions, such as hand flapping, spinning, and ritualistic pacing.) 

Such behaviors are characteristic of pervasive developmental disorders (PDD) that 

consist of serious impairments in a child’s reciprocal social interaction and commu-

nication together with the presence of stereotypical behavior, interests, and activities 

(APA, 2000). PDD consists of five different disorders. The most common ones, autis-

tic disorder (see the box “DSM-IV-TR: Autistic Disorder”), Asperger’s disorder, and 

PDD-Not otherwise specified (PDD-NOS), will be discussed here. They are collectively 

pervasive developmental disorder  the seri-
ous impairment in a child’s reciprocal social 
interaction and communication, and the pres-
ence of stereotypical behavior, interests, and 
activities

learning objective 12.2
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DSM-IV-TR

labeled autism spectrum disorders. (Two other disorders, Rett’s disorder and child-

hood integrative disorder, are very rare and will not be discussed here.)

In 1943, the psychiatrist Leo Kanner described children with autistic disturbances 

of affective contact, highlighting behaviors that are central to this disorder and are 

apparent before 30 months of age (Rutter, 1978). One key feature of autistic disorder

are deficits in social relatedness (Klin, 2006) including the inability to make eye contact 

and to recognize facial expressions and a lack of interest in social interaction. The 

second criterion, impairment in communication, includes delays in acquiring spoken 

language. Approximately 20 to 30% of children with autistic disorder do not speak 

at all (Klin). Other deficits include the inability to start or continue a conversation, 

and stereotyped or unusual language, such as echolalia, the repetition of the last word, 

sound, or phrase that was heard.

The third criterion, restricted, repetitive, and stereotyped behavior patterns, includes 

intense preoccupation with a particular interest.

Adi has a fascination with pipes and turbines. When he encounters one, he stops and 

stares, refusing to leave. His parents often find him in the basement staring at the furnace. 

autism spectrum disorder  a group of disor-
ders consisting of autistic disorder, Asperger’s 
disorder, and pervasive developmental disor-
der not otherwise specified

autistic disorder  a disorder characterized 
by qualitative impairment in social interac-
tions and communication, and a pattern of 
restricted and stereotyped behaviors, inter-
ests, and activities

Autistic Disorder

A.  A total of six (or more) items from (1), (2), and (3), with at 
least two from (1), and one each from (2) and (3):

 1.  qualitative impairment in social interaction, as mani-
fested by at least two of the following:

   a.  marked impairment in the use of multiple nonverbal 
behaviors such as eye-to-eye gaze, facial expression, 
body postures, and gestures to regulate social interaction

   b.  failure to develop peer relationships appropriate to 
developmental level

   c.  a lack of spontaneous seeking to share enjoyment, inter-
ests, or achievements with other people (e.g., by a lack of 
showing, bringing, or pointing out objects of interest)

   d.  lack of social or emotional reciprocity

 2.  qualitative impairments in communication as manifested 
by at least one of the following:

   a.  delay in, or total lack of, the development of spoken 
language (not accompanied by an attempt to com-
pensate through alternative modes of communication 
such as gesture or mime)

   b.  in individuals with adequate speech, marked impair-
ment in the ability to initiate or sustain a conversation 
with others

   c.  stereotyped and repetitive use of language or idio-
syncratic language

   d.  lack of varied, spontaneous make-believe play or social 
imitative play appropriate to developmental level

 3.  restricted repetitive and stereotyped patterns of behav-
ior, interests, and activities, as manifested by at least 
one of the following:

   a.  encompassing preoccupation with one or more ste-
reotyped and restricted patterns of interest that is 
abnormal either in intensity or focus

   b.  apparently inflexible adherence to specific, nonfunc-
tional routines or rituals

   c.  stereotyped and repetitive motor mannerisms (e.g., 
hand or finger flapping or twisting, or complex whole 
body movements)

   d.  persistent preoccupation with parts of objects

B.  Delays or abnormal functioning in at least one of the fol-
lowing areas, with onset prior to age 3 years: (1) social 
interaction, (2) language as used in social communication, 
or (3) symbolic or imaginative play.

C.  The disturbance is not better accounted for by Rett’s 
Disorder or Childhood Disintegrative Disorder. 

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text
Revision (Copyright 2000). American Psychiatric Association.
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He knows everything about the mechanics of large machinery and talks incessantly about 

the advantages and disadvantages of various systems, types of piping, and so on.

Repetitive and stereotyped patterns also include intense adherence to routines (e.g., 

eating or bedtime rituals) and self-injurious behaviors (e.g., eye gouging, head banging, 

hand biting). Why children engage in these behaviors is unclear, but some clinicians 

hypothesize that these behaviors allow the child to stop an aversive environmental 

stimulus such as a hug (Matson et al., 1996). For children with limited communica-

tion abilities, self-injurious behaviors may be a way to express emotions such as anger 

or pain (Volkmar & Wiesner, 2009). Watch on mypsychlab.com

Infants who develop autistic disorder are often described as being “too good” 

and never crying. They lack social interest, do not play interactive or imitative games 

(such as peek-a-boo), are extremely sensitive to touch and sound, and have abnormal 

sleep patterns with nighttime awakenings that last for several hours. They also have 

rigid eating behaviors, refusing to eat certain foods because of the smell, texture, or 

taste.

Children with Asperger’s disorder (see the box “DSM-IV-TR: Asperger’s 

Disorder”), first described by pediatrician Hans Asperger in 1944, have the same 

social impairments and stereotyped behaviors as children with autistic disorder. They 

do not have difficulties with verbal language but often have poor eye contact and a 

monotone voice and do not understand social cues, for example, missing the signal 

to end a conversation when a companion looks at her or his watch. They also have 

intense specialized interests and often appear clumsy.

Autism

The Case of Xavier

“He’ll watch a DVD, same scene 
over and over and over again.”

www.mypsychlab.com

DSM-IV-TR

Asperger’s Disorder

A.  Qualitative impairment in social interaction, as manifested 
by at least two of the following:

   1.  marked impairment in the use of multiple nonverbal 
behaviors such as eye-to-eye gaze, facial expression, body 
postures, and gestures to regulate social interaction

   2.  failure to develop peer relationships appropriate to 
developmental level

   3.  a lack of spontaneous seeking to share enjoyment, 
interests, or achievements with other people (e.g., by 
a lack of showing, bringing, or pointing out objects of 
interest to other people)

   4.  lack of social or emotional reciprocity

B.  Restricted repetitive and stereotyped patterns of behavior, 
interests, and activities, as manifested by at least one of 
the following:

   1.  encompassing preoccupation with one or more stereo-
typed and restricted patterns of interest that is abnor-
mal either in intensity or focus

   2.  apparently inflexible adherence to specific, nonfunc-
tional routines or rituals

   3.  stereotyped and repetitive motor mannerisms (e.g., 
hand or finger flapping or twisting, or complex whole-
body movements)

   4.  persistent preoccupation with parts of objects

C.  The disturbance causes clinically significant impairment in 
social, occupational, or other important areas of functioning.

D.  There is no clinically significant general delay in language 
(e.g., single words used by age 2 years, communicative 
phrases used by age 3 years).

E.  There is no clinically significant delay in cognitive develop-
ment or in the development of age-appropriate self-help 
skills, adaptive behavior (other than in social interaction), 
and curiosity about the environment in childhood.

F.  Criteria are not met for another specific Pervasive 
Developmental Disorder or Schizophrenia.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text 
Revision (Copyright 2000). American Psychiatric Association.

Asperger’s disorder  the qualitative impair-
ment in social interaction, restricted and ste-
reotyped behaviors, interests, and activities, 
but no deficits in communication and at least 
average intellectual functioning

www.mypsychlab.com


disorders of childhood and adolescence 449

Not all mental health professionals consider Asperger’s disorder as a separate 

psychological disorder (Klin, 2006). Sometimes called “high-functioning autism,” it 

may be a variation of autistic disorder in which children have normal intelligence and 

acceptable communication skills. The rising number of children with Asperger’s dis-

order concerns mental health clinicians, who wonder if too many children are being 

given this diagnosis (Klin). Although both disorders will be discussed in this section, 

it is important to remember that Asperger’s, as a distinct psychological disorder, is still 

controversial. Watch on mypsychlab.com

The third diagnostic category within the autism spectrum category, pervasive 

developmental disorder not otherwise specified (PDD-NOS), is assigned when chil-

dren have some but not all of the behaviors that characterize autistic disorder (Barbaresi 

et al., 2006). Although PDD-NOS is the most common diagnosis in the autism spec-

trum disorders category, its diagnostic criteria have not been validated (Scheeringa, 

2001), so we will not discuss PDD-NOS separately from the other disorders.

Approximately 60 to 75% of children with autistic disorder or PDD-NOS have 

IQs below 70 (Barbaresi, 2006; Bethea & Sikich, 2007). Behavioral problems such as 

hyperactivity, impulsivity, social anxiety, general anxiety, irritability, and aggression 

are common (Bethea & Sikich), as are depression and phobias (Matson & Nebel-

Schwalm, 2007).

FUNCTIONAL IMPAIRMENT

Autistic disorder is a lifelong impairment that affects the entire family; only about one 

third of all people with this disorder are ever able to live independently (Klin, 2006). 

However, deficits in the core areas do improve with age, and there are always excep-

tions to this generally bleak outlook (see the feature “Real People, Real Disorders: 

Temple Grandin, Ph.D.”).

Children with Asperger’s disorder are socially isolated, desiring social interac-

tion but seeking it inappropriately: interrupting others, engaging in one-sided conver-

sations about a favorite topic, and speaking too loudly and too rapidly. Unlike children 

with autistic disorder, who usually require special classroom placement, children with 

Asperger’s disorder are able to function academically in traditional classroom settings. 

However, because of their social difficulties, their classmates often bully, tease, or 

ignore them, resulting in social isolation at school.

The prevalence of autism spectrum disorders has increased dramatically in recent 

years (see the feature “Examining the Evidence: Vaccines Do Not Produce Autism”). 

Before 1994, the median prevalence of autism was 0.05% (Fombonne, 2005). The 

most recent estimate is that 1 in every 152 children (0.6% of the general population) 

may have an autism spectrum disorder (Centers for Disease Control and Prevention 

[CDC], 2007). When identified by diagnostic group, 0.1% has autistic disorder, 

0.03% has Asperger’s disorder, meaning that PDD-NOS with its limited diagnostic 

validity is the largest single group. However, the increased prevalence (proportion of 

people in the general population who have a disorder) of autism spectrum disorder 

cannot be attributed to an increase in incidence (number of new cases of a disorder dur-

ing a given time interval). It is likely that the addition of two new diagnostic categories 

(Asperger’s disorder and PDD-NOS), changes in diagnostic criteria, diagnostic prac-

tices, special education policies, and the availability of diagnostic services are contrib-

uting factors (Fombonne; Klin, 2006).

The prevalence of autistic disorder among 4-year-olds is 8.0 per 1,000 children 

with a ratio of 4.7 boys to every 1 girl (Nicholas et al., 2008). Overall, autistic disorder is 

Asperger’s Disorder

The Case of David

“It’s grueling to think about what 
to say, what not to say.”

www.mypsychlab.com

pervasive developmental disorder not 
otherwise specified  the diagnosis assigned 
to children who have some but not all of the 
behaviors that characterize autistic disorder

www.mypsychlab.com
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more common among boys than among girls, with 3.5 to 4 boys for every 1 girl diag-

nosed (Bethea & Sikich, 2007). Asperger’s disorder also appears to be more common 

among boys than girls although we have few actual empirical data. Currently, no data 

exist to indicate that the prevalence of autistic disorder or Asperger’s disorder differs 

by race, ethnicity, or social class (Fombonne, 2005; Klin, 2006).

The onset of autistic disorder is always before age 3, and the core features 

are often clearly present by age 2 (Lord et al., 2006). Parents sometimes recognize 

that something is wrong at a much earlier age, perhaps as early as 12 to 18 months. 

However, their symptoms may change dramatically between infancy and early child-

hood, particularly among children initially diagnosed with PDD-NOS (Charman 

et al., 2005; Lord et al.). Although it is possible that autism can be reliably detected at 

18 to 24 months (Lord et al.), symptoms are more stable beginning at age 3, allowing 

for a more accurate diagnosis.

The long-term outcome of autistic disorder is variable. In one controlled lon-

gitudinal study (Eaves & Ho, 2008), 46% of children who were diagnosed with 

autistic disorder had a poor outcome as young adults, 32% had a fair outcome, and 

21% had a good to very good outcome. IQ remained stable from childhood to adult-

hood. Emotional problems were present among 62% of the sample, most commonly 

obsessive-compulsive disorder or another anxiety disorder. Only 27% had ever been 

employed for an average of 5 hours per week and most often in a sheltered workshop. 

More than half of the adults were living at home (56%) or in a group home or fos-

ter care (35%). Despite these figures, some adults with autistic disorder, such as Dr. 

Temple Grandin, do achieve success.

Temple Grandin, Ph.D., is a professor of animal 
science at Colorado State University. She obtained 

her B.A. at Franklin Pierce College, her M.S. in Animal 
Science at Arizona State University, and her Ph.D. in 
Animal Science from the University of Illinois. She has 
written more than 300 articles and several books. One 
book, Animals in Translation, was a New York Times
best-seller. Her writings on animal grazing behaviors have 
helped reduce stress on animals during handling, and in 
North America, about half of the cattle in livestock yards 
are handled in a system that she designed.

Dr. Grandin has Asperger’s disorder. She didn’t 
speak until she was 3 and a half years old, communicat-
ing by screaming, peeping, and humming. In 1950, she 
was labeled “autistic,” and professionals recommended 
that she be institutionalized. The book she eventually 

wrote, Emergence: Labeled Autistic, stunned the 
world. Until then, most people had assumed 
that this disorder prevented achievement or 
productivity in life. She speaks about her dis-
order because, she says, “I have read enough 
to know that there are still many parents, and, 
yes, professionals, too, who believe that ‘once 
autistic, always autistic.’ This dictum has meant sad and 
sorry lives for many children diagnosed, as I was in early 
life, as autistic. To these people, it is incomprehensible 
that the characteristics of autism can be modified and 
controlled. However, I feel strongly that I am living proof 
that they can.”

Grandin, T. (1986). Emergence: Labeled Autistic.
http://www.harcourtbooks.com/AnimalsInTranslation/extendedbio.asp.
http://www.grandin.com/index.html. Retrieved May 25, 2011.

real people, real disorders

http://www.harcourtbooks.com/AnimalsInTranslation/extendedbio.asp
http://www.grandin.com/index.html
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examining 

� Fact 1 Forty years ago, 4 of every 10,000 children were 
diagnosed with autism. The rate now is 1 of 152 (http://www
.cdc.gov/mmwr/preview/mmwrhtml/ss5810a1.htm, retrieved 
May 25, 2011).

� Fact 2 Childhood inoculations (measles-mumps-rubella, or 
MMR, vaccine) occur between 12 and 18 months of age.

� Fact 3 Some children with autism appear to develop normally 
until around age 2 when developmental regression appears.

� Possible Conclusion? Because the incidence of autism 
appears to have increased when the MMR vaccine became 
common, the vaccine caused the rise in rates (Wakefield, 
1999). Let’s examine the evidence.

� Let’s Examine the Evidence Wakefield (1999) described 
a correlational relationship between vaccination and autism, 
but it was wrongly interpreted as causation. Other studies 
appeared to confirm this parallel upward trend. However, the 
studies did not manipulate the variable of interest (MMR vac-
cine), which would be necessary to conclude causation. When 
researchers examined variations in the diagnosis of autistic 
disorder before and after the termination of a vaccine pro-
gram (Honda et al., 2005), rates rose when the vaccine was 
administered. However, rates continued to rise after the vac-
cine was discontinued. If the MMR vaccine were responsible, 

the rate should have decreased once the program was discon-
tinued (but it did not).

� What are possible alternative explanations for the 
increased rate of autistic disorder?
1. Change in diagnostic practices. Until recently, a 

child with intellectual disability was not given a second 
diagnosis of autism even if autistic behaviors were present. 
Now both diagnoses can be given, leading to a rise in the 
total number of autism diagnoses.

2.  Changes in diagnostic criteria. Forty years ago, autism 
was a single diagnosis. Now the category of autism spec-
trum disorder includes two other disorders: Asperger’s 
disorder and PDD-NOS. All are considered under the 
broader diagnostic category of autism spectrum disorders 
(Rutter, 2005), leading to a rise in the total number of chil-
dren with one of the disorders.

� Conclusion Environmental or biological contributors to 
autism cannot be discounted, but current data do not sup-
port a causal role for MMR vaccinations (Rutter, 2005; Taylor, 
2006). After examining all the evidence, the editors of the 
respected medical journal BMJ published an editorial conclud-
ing that the article reporting a link between the MMT vaccine 
and autism was fraudulent (Godlee et al., 2011). Vaccines do 
not produce autism.

ETIOLOGY

Autistic disorder is a neurodevelopmental disorder associated with the presence of 

different genetic syndromes and chromosomal abnormalities (Barbaresi et al., 2006). 

Although its specific genetic mechanism is not yet known, the estimated heritability 

is higher than 90% (Gupta & State, 2007). Evidence from neuroscience and genetic 

research indicates that more than 60 genetic and metabolic conditions are associ-

ated with autism. This means that it is more likely that autism represents a range 

of disturbances, not a single disorder (Eichler & Zimmerman, 2008). Contemporary 

genetic research suggests that large spontaneous deletions or duplications of areas in 

the genome are among the molecular causes of autistic disorder (Weiss et al., 2008).

Interestingly, whereas advancing maternal age is associated with Down syn-

drome and intellectual disability, advancing paternal age may be associated with an 

increased prevalence of autistic disorder (Reichenberg et al., 2006). However, as with 

Down syndrome and maternal age, it is not clear how a father’s advanced age might 

lead to development of the disorder.

learning objective 12.3

http://www.cdc.gov/mmwr/preview/mmwrhtml/ss5810a1.htm
http://www.cdc.gov/mmwr/preview/mmwrhtml/ss5810a1.htm
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One indication of the neurodevelopmental basis of autistic disorder is unusually 

accelerated head and brain growth during the first few years of life. At birth, children 

later diagnosed with autistic disorder have a head circumference at the 25th percentile 

for all infants. Between 6 and 14 months of age, head circumference and brain size 

reaches the 84th percentile, far exceeding the growth rate for typically developing chil-

dren (Bethea & Sikich, 2007; Courchesne & Pierce, 2005).

In addition to the abnormal growth rate, diagnostic imaging 

(MRI, fMRI, and PET scans) provides data that suggest subtle struc-

tural and organizational abnormalities in the brains of at least some 

children with autistic disorder. Particularly affected is the anterior cin-

gulate cortex, an area that integrates verbal information with emotional 

tone and observation of personally important faces. When shown pic-

tures of familiar and significant faces, children without autistic disorder 

show activation in the anterior cingulate cortex while children with autistic disorder 

do not (Pierce et al., 2004). This would suggest that children with autistic disorder do 

not have the same neurochemical reaction when they see familiar faces as do typically 

developing children.

Another area of the brain that appears to be underactivated in children with 

autistic disorder is the fusiform gyrus (Pierce et al., 2001). This area is important in 

the recognition of facial expression. Severe underactivation of this area appears to be 

related to severe social impairment (Schultz et al., 2001). This would suggest that 

there could be a biological basis for this social impairment. If the part of the children’s 

brain that recognizes faces is not functioning properly, children miss social cues that 

others “automatically” use to engage in pleasurable social interactions. It is not yet 

clear whether therapy can change this biological deficit.

There are many avenues of exciting new research about the neurological bases of 

autistic disorder, but there are many medical misunderstandings about its causes. One 

theory is that autistic disorder is caused by the measles-mumps-rubella (MMR) vac-

cine (see the feature “Examining the Evidence: Vaccines Do Not Produce Autism”). 

Another theory without empirical support is that autistic disorder is caused by thi-

merosal (a mercury-containing preservative used in vaccines). Why would such theo-

ries develop if no evidence supports them? One reason is that in a desperate search for 

explanations, parents often misinterpret or overinterpret research data in their quest 

to find a cause for autistic disorder. Despite the current lack of evidence, some parents 

refuse to allow their children to be vaccinated for childhood medical disorders, thereby 

exposing their children to diseases that may result in physical handicaps such as blind-

ness, intellectual disability, or even death.

ETHICS AND RESPONSIBILITY

Throughout history, there have also been psychological misunderstandings about 

the etiology of autistic disorder. In the 1950s and 1960s, psychosocial theories pro-

posed that “refrigerator mothers” (parents who were emotionally unresponsive to 

their infants) were responsible for its development (Klin, 2006). This concept was 

discredited in the 1970s when it became clear that the roots of the disorder were 

neurobiological. Parents do play a critical role in the early detection and treatment 

for children with this disorder (see the “Treatment” section), but they do not cause 

autism. Currently, scientists have many theories regarding the etiology of autism and 

the reasons for the increase in its prevalence over the last 20 years. Researchers point to 

In response to viewing faces of familiar 
people and strangers, brain activity occurs 
in both people with autism and people with 
no disorder. However, when the two groups 
are compared, there is stronger activation in 
people with no disorder and more areas of 
the brain are activated.
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changing diagnostic criteria, diagnostic substitution, and the decreasing age at which 

the diagnosis can be assigned (Leonard et al., 2010). Unfortunately, many people in 

the general population do not accept the current scientific theories but instead adhere 

to theories of causality that have been discredited, such as vaccines and gluten-free 

diets (Mulloy et al., 2010, 2011). Other environmental factors considered by nonmen-

tal health professionals as valid potential theories to explain increases in autistic disor-

der include (a) medical technologies such as ultrasound scans and Caesarean sections, 

(b) drug use/exposure to toxins, (c) changing lifestyles such as working mothers, stress, 

and indoor air quality, and (d) technology effects such as carbon monoxide exposure, 

nuclear power stations, and cell phone towers (Russell et al., 2009). Researchers must 

be sure to be respectful of others ideas—not discounting every theory outright but 

seeking to educate the public about the validity of these hypotheses based on solid 

science. Failure by scientists to address these theories or pseudotheories in a respectful 

scientific manner may result in children not getting needed medical services or being 

subjected to interventions that hold nothing but false promises.

TREATMENT

Early and intensive behavioral treatment improves the long-term outcome for children 

with autistic disorder (Barbaresi et al., 2006). Behavioral interventions typically target 

five groups of problem behaviors: aberrant behaviors, social skills, language, daily liv-

ing skills, and academic skills (Matson & Smith, 2008; Williams White, 2007). For 

all categories except aberrant behaviors, treatment consists of positive reinforcement 

and shaping, which teaches new and needed behaviors (such as saying a word, putting 

on clothes, completing homework). Clinicians teach parents to train their children 

in these skills. Applied behavior analysis (ABA) is a behavioral intervention that uses 

shaping and positive reinforcement to improve social, communicative, and behavioral 

skills by intensively training (shaping) and rewarding (reinforcing) specific behav-

iors. Introduced by O. Ivar Lovaas (1987), applied behavior analysis (conducted for  

40 hours per week for more than 2 years) improved the behaviors in 9 of 19 children 

with autistic disorder (47%) to the extent that they were indistinguishable from chil-

dren without the disorder. Although subsequent studies did not replicate this high 

success rate, empirical data show that ABA is effective, particularly when provided 

individually, for at least 20 hours per week and started before age 4 (Barbaresi et al., 

2006).

In the case of aberrant behaviors, self-injury is an unfortunate part of the clinical 

syndrome and must be treated quickly or serious and permanent injury or even death 

may result. Mildly aversive procedures (e.g., a short spray of warm water to the face) 

quickly and painlessly disrupt such behaviors. When such treatments are combined 

with positive approaches to behavior change, self-injurious behaviors can be reduced 

or eliminated (Matson et al., 1996). Aversive procedures are used (a) in very specific 

instances, (b) when the child’s health or welfare is at risk, and (c) under the supervision 

of a qualified professional. Furthermore, aversive procedures such as a spray of warm 

water or placing lemon juice on the tongue are quite effective. Mild electric shocks 

were used in the past but are now used rarely, if at all, and only when less aversive 

procedures are not effective and there is danger of severe physical damage (such as 

brain injury as a result of repeated head banging). Decisions about aversive procedures 

should never be made by a single person but only after consultation with other profes-

sionals and perhaps an ethics committee.
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No medications are efficacious for the social or communication deficits found in 

children with autistic disorder (Barbaresi et al., 2006). Atypical antipsychotic drugs (see 

Chapter 10) may manage behaviors such as tantrums, aggression, and self-injurious 

behavior (McCracken et al., 2002) and improve restricted, repetitive, and stereotyped 

patterns of behaviors, interests, and activities (McDougle et al., 2005). Stimulants 

reduce hyperactivity but are not as effective as they are in children with attention-

deficit/hyperactivity disorder (Research Units on Pediatric Psychopharmacology, 

2005). Selective serotonin reuptake inhibitors (SSRIs) are safe, but it is not clear if 

they are really effective. They may decrease repetitive behaviors (Hollander et al., 

2005) but increase behavioral agitation in a population already prone to this behavior 

(Kolevzon et al., 2006).

concept CHECK

� Autism spectrum disorders, which include autistic disorder, Asperger’s disorder, and 

pervasive developmental disorder not otherwise specified, are lifelong conditions.

� All three disorders are characterized by deficits in social interaction as well as restricted 

and stereotypical behaviors, interests, and activities. Children with autistic disorder also 

have impairments in communication.

� Our increasingly sophisticated understanding of genetics now offers more detailed 

explanations to families of children with autism spectrum disorders. Despite increased 

understanding, we cannot yet offer treatments that entirely reverse the effects of these 

conditions. Early and intense interventions can produce symptom improvement and 

enhance the long-term outcome.

CRITICAL THINKING QUESTION Pervasive developmental disorders are neurobiological 

in nature and appear to have a genetic basis. When looking at faces, certain areas of 

the brains of children with autism spectrum disorders, such as the fusiform gyrus, do 

not appear to have the same level of reactivity as the brains of children with no disor-

der. How does this neurobiological finding relate to the clinical condition of Asperger’s 

disorder?

Attention-Deficit and Disruptive 
Behavior Disorders
Being active is part of childhood whether it is playing games at recess, being involved in 

organized sports, or just wrestling with a sibling. An important developmental process 

involves the ability to control physical activity and direct it toward the achievement of 

identified goals. Most children achieve this developmental milestone. However, for a 

subset of children, physical activity is not goal directed or at least not toward socially 

sanctioned goals. Some children and adolescents exhibit out-of-control behaviors such 

as temper tantrums and disobedience, behaviors that are characteristic of oppositional

defiant disorder. In other instances, the behaviors are more socially deviant and illegal, 

such as fire setting, assault, or burglary. In these instances, the child may be suffering 

from conduct disorder. In a third group of children, the behaviors are not goal directed 

but just excessively overactive, resulting in negative outcomes such as household dis-

ruption, academic underachievement, and poor social relationships. These children 

suffer from attention-deficit/hyperactivity disorder, a common disruptive behavior dis-

order to which we now turn our attention.
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side by side   case studies

NORMAL BEHAVIOR CASE STUDY
Boyish Exuberance

Ronnie is 6 years old. He has older brothers and loves “rough and 

tumble” play. He has broken a few family possessions but not 

more than his brothers. He does not like to sit quietly for a long 

period of time; reading has never been his favorite activity. 

However, 90% of the time he finishes activities that he starts. He 

was eager to start first grade. He gets good grades and has been 

sent to the principal only once, for talking out of turn. Sitting still 

in first grade is hard—he says school is boring. Psychological 

testing revealed a superior IQ score, and when he started the 

gifted and talented program, his out-of-seat behavior disap-

peared and he no longer found school boring. 

ABNORMAL BEHAVIOR CASE STUDY
Attention-Deficit Hyperactivity Disorder

Jason is 7 years old. He has trouble at school academically and 

complains that he hates school. He has no friends and is con-

stantly picked on by the other children. He wants to socialize, but 

he always ends up fighting. He is genuinely puzzled about why 

other children do not like him. Jason is impulsive—he interrupts 

others, butts in line, and disrupts organized games. He cannot sit 

still, does not pay attention in class, and will not follow the rules 

at home. His mother reports that he has been a “wild child” since 

age 3. During the clinic interview, Jason does not sit in the chair. 

At times, he lies down on the floor and a few moments later, he is 

standing on the windowsill. 

Dimensions of Behavior: From Normal to Abnormal

ATTENTION-DEFICIT/HYPERACTIVITY DISORDER

Ronnie (see side by side cases below) had a situational problem that was resolved by 

proper school placement and a challenging curriculum. Jason has attention-deficit/

hyperactivity disorder (ADHD), (see the box “DSM-IV-TR: Attention-Deficit/

Hyperactivity Disorder”), a prevalent, early-onset childhood disorder that affects many 

aspects of functioning. The symptoms of ADHD fall into three categories. First are 

symptoms of inattentiveness, such as daydreaming, distractibility, and an inability to 

focus on or complete a task. The second component is hyperactivity, excessive energy, 

restlessness, excessive talking, and an inability to sit still (Biederman, 2005). The third 

component, impulsivity, includes blurting out answers, interrupting others’ conversa-

tions, and inability to take turns. Some children have the inattentive subtype (showing 

only inattention symptoms), and others have the hyperactivity subtype (showing only 

hyperactive/impulsive symptoms). Still other children have the combined subtype, 

with symptoms from all three components.

Children with ADHD are impulsive: They cannot inhibit their responses and 

do not wait to generate a plan before they act. Because they are inattentive, they can-

not pay attention in order to store information. Finally, their inability to concentrate 

keeps them from focusing on one particular idea or activity in order to develop a plan 

of action or way to behave. ADHD is associated with a deficit in executive functioning, 

those cognitive abilities needed to formulate a goal, plan a series of actions to achieve 

the goal, and maintain the plan in memory in order to carry it out (Lesaca, 2001; 

Sergeant et al., 2002; Willcutt et al., 2005). Jason is an example of a child who has 

ADHD combined type. Other children, like Allie, have ADHD but are not hyperac-

tive, displaying only attentional problems.

Allie is 12 years old. She has been having problems paying attention since she was in the 

second grade and currently she is having problems at home and at school. She always had 

difficulty following directions and avoiding careless mistakes, and that affects her school-

work. Allie’s assignments are incomplete, her grades are poor, and her teacher thinks that 

she just does not care. At home her mom gets frustrated with the length of time that Allie 

attention-deficit/hyperactivity disorder  a 
common childhood disorder characterized by 
inattentiveness, hyperactivity, and impulsivity
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needs to finish her homework. She has difficulty following instructions and organizing tasks 

and loses things, but she never gets in trouble at home or school for not being able to stay 

in her seat. During the interview, Allie tapped her foot and played with a pencil.

ADHD is most commonly diagnosed in early elementary school. Establishing 

the diagnosis early (i.e., during the preschool years) is challenging because many 

symptoms (short attention span, difficulty sitting still, high activity level) are devel-

opmentally appropriate during toddlerhood (Blackman, 1999). When ADHD is 

diagnosed at the preschool age, the combined type is most common (Lahey et al., 

1998; Wilens et al., 2002). When diagnosed at this early age, children continue to 

have ADHD symptoms during the elementary school years (Lahey et al., 2004)  

Watch on mypsychlab.com.

Attention-Deficit/Hyperactivity 
Disorder (ADHD)

The Case of Jimmy

“Sometimes I just drift off.”
www.mypsychlab.com

DSM-IV-TR

Attention-Deficit/Hyperactivity Disorder 

A.  Either (1) or (2):
  1.  six (or more) of the following symptoms of inattention 

have persisted for at least 6 months to a degree that is 
maladaptive and inconsistent with developmental level:

Inattention

  a.  often fails to give close attention to details or makes 
careless mistakes in schoolwork, work, or other activities

  b.  often has difficulty sustaining attention in tasks or 
play activities

  c.  often does not seem to listen when spoken to directly

  d.  often does not follow through on instructions and 
fails to finish schoolwork, chores, or duties in the 
workplace (not due to oppositional behavior or fail-
ure to understand instructions)

  e.  often has difficulty organizing tasks and activities

  f.   often avoids, dislikes, or is reluctant to engage in 
tasks that require sustained mental effort (such as 
schoolwork or homework)

  g.  often loses things necessary for tasks or activities (e.g., 
toys, school assignments, pencils, books, or tools)

  h.  is often easily distracted by extraneous stimuli

  i.   is often forgetful in daily activities

  2.  six (or more) of the following symptoms of hyperactivity/ 
impulsivity have persisted for at least 6 months to a 
degree that is maladaptive and inconsistent with devel-
opmental level:

Hyperactivity

  a.  often fidgets with hands or feet or squirms in seat

  b.  often leaves seat in classroom or in other situations in 
which remaining seated is expected

  c.  often runs about or climbs excessively in situations 
in which it is inappropriate (in adolescents or adults, 
may be limited to subjective feelings of restlessness)

  d.  often has difficulty playing or engaging in leisure 
activities quietly

  e.  is often “on the go” or often acts as if “driven by a 
motor”

  f.   often talks excessively

Impulsivity

  g.  often blurts out answers before questions have been 
completed

  h.  often has difficulty awaiting turn

  i.   often interrupts or intrudes on others (e.g., butts into 
conversations or games)

B.  Some hyperactive-impulsive or inattentive symptoms that 
caused impairment were present before age 7 years.

C.  Some impairment from the symptoms is present in two or 
more settings (e.g., at school [or work] and at home).

D.  There must be clear evidence of clinically significant impair-
ment in social, academic, or occupational functioning.

E.  The symptoms do not occur exclusively during the course 
of a Pervasive Developmental Disorder, Schizophrenia, or 
other Psychotic Disorder and are not better accounted for 
by another mental disorder (e.g., Mood Disorder, Anxiety 
Disorder, Dissociative Disorder, or a Personality Disorder).

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text
Revision (Copyright 2000). American Psychiatric Association.

www.mypsychlab.com
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Until about 20 years ago, ADHD was thought to disappear at or shortly after 

puberty (Smith et al., 2000). It is now clear that adolescents and adults also suffer from 

ADHD (Biederman, 2005). Some adults were diagnosed in childhood, but a sub-

stantial number are diagnosed for the first time in adulthood. Determining ADHD 

in adults is a challenge and is controversial. Some of the diagnostic criteria (inability 

to sit still in class, difficulty playing quietly) are obviously not valid for adults. Also, 

deciding whether an adult had such symptoms before age 7 is difficult because it is 

often based solely on retrospective self-report (McGough & Barkley, 2004). The diag-

nostic criteria for ADHD have never been validated for adults.

Children and adults with ADHD often have other disorders including conduct 

problems (Wilens et al., 2002), mood disorders, anxiety disorders, and learning disabili-

ties (Biederman, 2005). Similarly, among adults with ADHD, anxiety disorders are most 

common followed by mood disorders, substance abuse, and antisocial personality disorder.

Functional Impairment Children with ADHD have more accidents and inju-

ries (perhaps as a result of poor motor coordination), poor peer relationships, and 

academic underachievement, sleep problems, and family stress (Biederman, 2005; 

Daley, 2006) (see Figure 12.5). Among adolescents, school delinquency, failure to 

graduate from high school, smoking, and substance abuse are common (Biederman 

& Faraone, 2005; Smith et al., 2000). Perhaps because of inattentiveness and impul-

sivity, adolescents with ADHD have a higher risk of injury and are more likely to 

have automobile accidents and to be involved in criminal behavior than other ado-

lescents (Smith et al.).

The course of ADHD is variable. At mid-adolescence, 20% of boys who had 

ADHD as children had poor academic, social, and emotional functioning (Biederman 

et al., 1998). However, 20% were functioning well, and 60% had an intermediate out-

come (doing poorly in some areas and well in others).

Across cultures, 3 to 5% of children have ADHD (Biederman, 2005; Canino 

et al., 2004; Costello et al., 2003; Graetz et al., 2001; Rohde et al., 2005; Wolraich et al., 

1998). Boys are 4 to 5 times more likely than girls to have ADHD (Costello et al.). 

Boys with ADHD may have more severe symptoms or may suffer more impairment 

than others, making it more likely that their parents will seek treatment. Compared 

with boys, girls with ADHD have different impairments. They are more likely to 

have the predominantly inattentive subtype, less likely to have a learning disability, 
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ADHD is considered to have its onset in child-
hood but in some cases, the disorder is not 
diagnosed until adulthood.

Perhaps because of their inattentiveness, 
children with ADHD are more likely to have 
childhood accidents such as falling off of their  
bicycles.
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less likely to have problems in school or in their spare time, and less likely to have 

comorbid depression or disruptive disorders (oppositional defiant disorder, conduct 

disorder) than other girls (Biederman et al., 2002; Spencer et al., 2007). Teachers rate 

boys with ADHD as more inattentive and hyperactive/impulsive than girls with this 

disorder (Greene et al., 2001; Hartung et al., 2002).

Symptoms of ADHD appear to improve at different rates. Symptoms of inat-

tention decline only minimally as children mature while hyperactivity/impulsivity 

symptoms show a much higher rate of decline, particularly from elementary school 

through mid-adolescence (Spencer et al., 2007). About 50% of children diagnosed 

with ADHD will continue to have the disorder during adolescence (Smith et al., 

2000). The outlook is even better for adults. Most adults who had ADHD as children 

will no longer have the disorder by age 30 to 40, but about 50% will still have some 

functional impairment (Biederman & Faraone, 2005).

Etiology ADHD may be best described as a neurobehavioral disorder with genetic, 

biological, and environmental influences. Like many other disorders, ADHD “runs in 

families,” with between 20 to 25% of family members of someone with ADHD also 

having symptoms. Twin studies also support its heritability. A mean heritability of 

77% (Biederman, 2005) suggests a substantial genetic influence. To date, genetic stud-

ies have identified at least seven different genes that may be associated with ADHD, 

and it appears that different genes may be associated with the inattentive and hyper-

activity dimensions (Nikolas & Burt, 2010). We do not know yet how these genetic 

abnormalities contribute to ADHD, but they may influence the levels or functioning 

of neurotransmitter systems that are important for symptoms of inattention, impul-

sivity, and hyperactivity (Biederman, 2005). For example, genetics or other prenatal 

factors may affect fetal or neonatal brain development. Structural brain imaging stud-

ies (i.e., MRI) reveal abnormalities in the frontal cortex, cerebellum, and subcortex 

when children with ADHD are compared with children who do not have the disorder 

(Castellanos et al., 2002). These structural abnormalities are stable, nonprogressive, 

and unchangeable even with medication.

Other potential contributory factors include lead contamination, maternal 

smoking and/or alcohol use during pregnancy, pregnancy and delivery complications 

(Biederman, 2005; Biederman & Faraone, 2005), and psychological risk factors such 

as marital discord, low socioeconomic status, large family size, foster care placement, 

paternal criminality, and maternal psychological problems (Rutter et al., 1976). It is 

clear that the etiology of ADHD is complex and is probably influenced by many dif-

ferent factors, each of which makes a single, small contribution (Faraone et al., 2005).

Treatment The decision to treat ADHD must consider the child’s age (3-year-old 

children should not be expected to sit still for the same length of time as 10-year-olds) 

and level of functional impairment at home, school, and other activities. Treatment 

should aim at restoring behavior to age-appropriate standards (Chronis et al., 2006).

Both pharmacological and behavioral interventions have been used effectively 

to treat ADHD. Stimulant medications, such as Ritalin, have a 40-year record of 

efficacy for ADHD’s core symptoms (Biederman & Faraone, 2005). The drugs work 

by enhancing the neurotransmission of dopamine and norepinephrine (Spencer et al., 

2004), allowing these chemicals to remain in the synapses for a longer period of 

time, increasing their availability for neurotransmission. Stimulants are short-acting 
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medications and may need to be taken several times a day, sometimes making compli-

ance difficult. These drugs decrease ADHD’s core symptoms, but whether they affect 

other areas of functioning, such as academic achievement, is less clear (Hechtman & 

Greenfield, 2003; Wells et al., 2000).

The use of stimulants to treat ADHD is controversial. First, up to 30% of 

children may not respond to stimulant medication (Chronis et al., 2006). Second, 

side effects include emotional problems, sleep disturbance, appetite decrease, and 

irritability. The symptoms are more frequent among preschool children (Dalley, 

2009). Stimulant medication may affect physical stature. Children who take stimu-

lants grow more slowly than other children and recent prescribing practices mean 

that children are now taking these medications at higher doses, during the summer 

as well as the school year, and for many more years than in the past. The increase 

in medication use raises concerns about how these drugs affect height (Lerner & 

Wigal, 2008). A slower than normal rate of growth is greatest in the first year of use; 

it continues in the second year, and appears to end in the third year. When consider-

ing stimulants as part of treatment for ADHD, parents and mental health profes-

sionals must balance the advantages of reducing symptoms against the potential for 

shorter stature.

For preschool children, parenting programs are recommended as the first treat-

ment for children with ADHD. Medication should be used only when parent training 

is not efficacious (Daley et al., 2009). Additional psychosocial treatments for school-age 

children with ADHD include behavioral parent training, classroom behavioral man-

agement (daily report cards), social skills training, and an intensive outpatient/summer 

treatment program (Chronis et al., 2006; Pelham & Fabiano, 2008). Behavioral par-

ent training teaches parents how to reward positive behaviors and decrease negative 

behaviors. In addition to improving core ADHD symptoms and sometimes classroom 

behavior (Chronis et al.; Pelham et al., 1998), behavioral parent training improves 

parenting behavior and may also decrease stress on parents (Chronis et al., 2004). The 

Daily Report Card is a classroom behavioral management program that targets school-

relevant goals such as completing homework and staying in one’s seat (Chronis et al., 

2006; Smith et al., 2000). Teachers record classroom behavior on a report card and 

parents use a reward system to reinforce positive school behaviors. A third behavioral 

treatment, social skills training, teaches children with ADHD to interact appropri-

ately with others (taking turns, allowing others to decide which game to play). Social 

skills training appears to be particularly efficacious when combined with behavioral 

parent training (e.g., Pfiffner & McBurnett, 1997).

Because of the range and severity of their behavioral problems, children with 

ADHD may require intensive and comprehensive treatment programs. The Summer 

Treatment Program (Pelham et al., 2000) is an 8-week, all-day program that includes 

a point system, daily report cards, social skills training, academic skills training, 

problem-solving training, and sports training in a day camp atmosphere. It includes 

weekly Parent Management Training and has been found to be an efficacious inter-

vention for children with ADHD, decreasing symptoms and increasing associated 

behavioral functioning (e.g., Pelham et al., 2000, 2004).

The Collaborative Multimodal Treatment (MTA) Study of Children with 

ADHD is the largest controlled clinical trial comparing behavioral treatment (using the 

components just described), medication (primarily stimulant medication), a combination 

of behavioral treatment and medication, and standard community care for preadolescent 



C H A P T E R  1 2460

children with ADHD. At the end of the treatment program, all four treatments 

improved children’s symptoms, but children in the medication only and children in the 

combined group showed significantly more improvement than children in behavioral 

treatment alone or community care (MTA Cooperative Group, 1999). Do the results of 

this study mean that behavioral intervention is not useful for ADHD or at the least, that 

it does not add value over medication? When an alternative method of data analysis was 

used, children who received medication and behavior therapy had a superior outcome 

over medication alone, which contradicts the original outcome (Conners et al., 2001). 

Thus, even though this was the largest child treatment study ever funded by the National 

Institute of Mental Health, its results are unclear and subject to various interpretations.

CONDUCT DISORDER AND OPPOSITIONAL
DEFIANT DISORDER

In addition to ADHD, two other disruptive behavior disorders are conduct disorder and 

oppositional defiant disorder. Although considered separate disorders, both are character-

ized by deviant, and sometimes unlawful, behaviors. They are among the most difficult 

disorders to treat, are the most common reason that a child is brought to a mental health 

clinic (Loeber et al., 2000), and often lead to incarceration in the juvenile justice system.

Conduct disorder (CD) (see the box “DSM-IV-TR: Conduct Disorder”), by far 

the more serious disorder, is a continuous and repeated pattern of violating the basic 

conduct disorder  the continuous and 
repeated pattern of violating the basic rights 
of others or breaking societal rules including 
aggression toward people or animals, destruc-
tion of property, deceitfulness or theft, and 
serious rule violations

DSM-IV-TR

Conduct Disorder

A.  A repetitive and persistent pattern of behavior in which 
the basic rights of others or major age-appropriate societal 
norms or rules are violated, as manifested by the presence 
of three (or more) of the following criteria in the past 
12 months, with at least one criterion present in the past 
6 months:

Aggression to people and animals

 1.  often bullies, threatens, or intimidates others

 2.  often initiates physical fights

 3.  has used a weapon that can cause serious physical harm 
to others (e.g., a bat, brick, broken bottle, knife, gun)

 4.  has been physically cruel to people

 5.  has been physically cruel to animals

 6.  has stolen while confronting a victim (e.g., mugging, 
purse snatching, extortion, armed robbery)

 7.  has forced someone into sexual activity

Destruction of property

 8.  has deliberately engaged in fire setting with the inten-
tion of causing serious damage

 9.  has deliberately destroyed others’ property (other than 
by fire setting)

Deceitfulness or theft

 10.  has broken into someone else’s house, building, or car

 11.  often lies to obtain goods or favors or to avoid obliga-
tions (i.e., “cons” others)

 12.  has stolen items of nontrivial value without confront-
ing a victim (e.g., shoplifting, but without breaking and 
entering; forgery)

Serious violations of rules

 13.  often stays out at night despite parental prohibitions, 
beginning before age 13 years

 14.  has run away from home overnight at least twice while 
living in parental or parental surrogate home (or once 
without returning for a lengthy period)

 15.  is often truant from school, beginning before age 
13 years

B.  The disturbance in behavior causes clinically significant 
impairment in social, academic, or occupational functioning.

C.  If the individual is age 18 years or older, criteria are not 
met for Antisocial Personality Disorder.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text
Revision (Copyright 2000). American Psychiatric Association.
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Children with conduct disorder often engage 
in behaviors such as vandalism, theft, and 
destruction of property.

DSM-IV-TR

Oppositional Defiant Disorder 

A. A pattern of negativistic, hostile, and defiant behavior last-
ing at least 6 months, during which four (or more) of the fol-
lowing are present:

 1.  often loses temper

 2.  often argues with adults

 3.  often actively defies or refuses to comply with adults’ 
requests or rules

 4.  often deliberately annoys people

 5.  often blames others for his or her mistakes or misbehavior

 6.  is often touchy or easily annoyed by others

 7.  is often angry and resentful

 9.  is often spiteful or vindictive

B.  The disturbance in behavior causes clinically significant 
impairment in social, academic, or occupational functioning.

C.  The behaviors do not occur exclusively during the course 
of a Psychotic or Mood Disorder.

D.  Criteria are not met for Conduct Disorder, and, if the 
individual is age 18 years or older, criteria are not met for 
Antisocial Personality Disorder.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text
Revision (Copyright 2000). American Psychiatric Association.

rights of others or breaking societal rules. Behaviors fall into four different categories: 

aggression toward people or animals, destruction of property, deceitfulness or theft, 

and serious rule violations.

The first category, aggression toward people and animals, includes what is com-

monly known as bullying behavior—making threats or intimidation directed toward 

others, such as initiating physical fights, stealing, or forcing someone to engage in 

sexual activity. Such children are also physically cruel toward people and animals. The 

second category is destruction of property, such as vandalism or deliberate fire setting. 

We emphasize that this is a behavioral pattern—not simply an isolated incident of 

property destruction, as often happens when siblings fight. The third component is 

deceitfulness or theft and includes activities such as breaking into houses or cars, lying, 

and nonconfrontational theft—shoplifting or forgery. The fourth component includes 

serious violations of rules, such as breaking parental curfews, running away from home 

overnight, and school truancy.

Cecily is 8 years old. Her mother describes her as a “behavior problem.” Specifically, 

Cecily often loses her temper and throws tantrums, particularly when she does not get 

her own way. She is not physically aggressive but argues with her parents whenever 

they ask her to do something and is constantly disobedient. She refused to clean up 

her room unless her parents gave her $10. She deliberately teases her baby brother 

and then laughs when he cries. Her mother describes her as spiteful. Her older sister 

received an award for an art project. The day after her sister brought the trophy home, 

it was discovered broken in half and the art project destroyed. When her mother con-

fronted Cecily about it, Cecily blamed it on her one-year-old brother.

Cecily’s behaviors are characteristic of oppositional defiant disorder (ODD), 

another disruptive behavior disorder (see the box “DSM-VI-TR: Conduct Disorder”). 

Whereas the behaviors that are part of conduct disorder (deliberate fire setting, armed 

robbery, deliberate cruelty to people or animals) are inappropriate at any age, some 

oppositional defiant disorder  the nega-
tive, hostile, or defiant behaviors that are less 
severe than those found in conduct disorder
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behaviors that are part of ODD must be considered within a developmental context. 

For example, temper tantrums are common among 2-year-olds. However, Cecily was 

not 2 years old, and her temper tantrums were not simply an expression of typical tod-

dler frustration. Also, one temper tantrum is not sufficient for a diagnosis of ODD. 

Rather, there must be a repeated and consistent pattern of negative, hostile, and defi-

ant behaviors.

The average age of onset for ODD is about age 8 (APA, 2000), and it almost 

always begins before early adolescence. Unlike ADHD and conduct disorder, char-

acterized by disruptive behaviors in several settings, it is common for children with 

ODD to behave negatively only at home. At their core, both of these disorders have 

a pattern of negative behaviors directed against people and society. We examine them 

together throughout the remainder of this section.

These disorders, and particularly CD, are associated with academic failure, 

substance abuse, risky sexual behavior, and criminal activities. For each child diag-

nosed with ODD or CD, the societal cost of these extreme behaviors ranges from 

$1.7 million to $2.3 million (Peticlerc & Tremblay, 2009). Many children with 

ODD and conduct disorder have additional disorders, and the combination nega-

tively affects outcome. Coexisting ADHD is common in boys (Hinshaw, 1994). 

Commonly co-occurring disorders among girls include anxiety and mood disorders, 

and girls with both conduct disorder and depression are at increased risk for suicidal 

behaviors (Keenan et al., 1999). Substance abuse is a common problem among chil-

dren with conduct disorder (Keenan et al.; Loeber et al., 2000). For girls, conduct 

disorder is also associated with early pregnancy (Keenan et al., 1999). As adults, 

some children with either ODD or conduct disorder will have antisocial personality 

disorder.

In community samples, the prevalence of conduct disorder ranges from about 

2% to 16% for boys and 1% to 10% for girls (Loeber et al., 2009). For ODD, preva-

lence estimates range from about 3% to 16% in community samples (Loeber et al.). 

Both disorders are more prevalent among children from lower socioeconomic classes 

and from the worst inner-city neighborhoods (see Loeber et al., 2000). Boys are more 

likely to have a diagnosis of ODD than girls (13.4% vs. 9.1%, respectively, by age 

16; Costello et al., 2003). Initially, conduct disorder in girls was relatively understud-

ied because so few girls engage in physical fights. However, it is now clear that girls 

engage in relational aggression, which includes peer alienation, ostracism, manipulating 

social networks, circulating slanderous rumors, and character defamation (Ehrensaft, 

2005; Keenan et al., 1999). When physical aggression does occur, boys target strang-

ers and girls target family or intimate partners (Ehrensaft). Conduct disorder is stable 

across time, meaning that children who are diagnosed with this condition usually do 

not outgrow it. Some children with ODD will develop CD, but others who initially 

receive a diagnosis of ODD will develop depression or anxiety disorder (Loeber et al., 

2009; Rowe et al., 2010).

From a developmental perspective, some mental health clinicians have ques-

tioned whether preschool children can be diagnosed with ODD or conduct disorder. 

For preschoolers, some symptoms of CD are developmentally impossible (forcible 

sexual activity, truancy), developmentally improbable (fire setting, stealing with con-

frontation), or developmentally imprecise (often loses temper; Wakschlag et al., 2010). 

If we think about the core features of CD, there appear to be four elements: temper 

loss, aggression, noncompliance, and low concern for others. Using a developmental 
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perspective, temper loss in a toddler may be displayed by crying and 

throwing oneself on the ground; in an adolescent, it may involve the 

physical assault of another person. Preschoolers do not have access to 

knives or guns, but they might use sticks or stones for weapons (Keenan 

& Wakschlag, 2002). Similarly, older children may steal cars, whereas 

preschool children may steal candy. Behaviors that are part of ODD and 

CD may change again when adolescents reach adulthood, at which time 

the diagnosis is antisocial personality disorder (see Chapter 11). Using 

this developmental perspective, it is clear that disruptive behavior disor-

ders exist at all ages even if expressed differently at various developmen-

tal stages.

Etiology Little is known about the cause of ODD because virtually 

all of the research on genetics, neuroanatomy, and neurochemistry has 

been directed at CD. Some evidence for a familial relationship between 

conduct disorder and adult antisocial personality disorder exists, but to date, genetic 

studies have not provided specific clues (Burke et al., 2002). Potential environmen-

tal causes include prenatal factors such as maternal smoking or substance abuse, 

pregnancy and birth complications, and postnatal environmental toxins such as lead. 

Psychological disorders in parents, poor parenting behaviors, child abuse, and socio-

economic status may also play a causal role. Any of these factors may be associated 

with CD or ODD, but it is highly unlikely that any one factor will be identified as 

important for all children with disruptive disorders (Burke et al.).

Treatment Most mental health clinicians agree that psychosocial interventions 

should be the first line of treatment. Medication, particularly when used alone, has 

been unsuccessful for treating the core symptoms of ODD and conduct disorder 

(Bassarath, 2003) (see the feature “Research Hot Topic: Psychiatric Medication Use 

in Children”). There are very few controlled treatment trials for children with ODD 

or CD and even fewer with samples in which the children do not also have other 

disorders. However, given those limitations, atypical antipsychotic drugs such as ris-

peridone reduce symptoms of aggression in children with ODD and conduct disorder 

(Bassarath; Pandina et al., 2006).

An effective behavioral treatment for ODD and CD is parent manage-

ment training (Patterson & Gullion, 1968) (see the discussion of behavioral parent 

training in the section on ADHD treatment). For ODD and CD, parent manage-

ment training is more efficacious than treatment as usual or no treatment (Brestan 

& Eyberg, 1998; Farmer et al., 2002; van den Wiel et al., 2002; Webster-Stratton 

et al., 1988). Particularly efficacious for preadolescent children, it may reduce crimi-

nal arrests, decrease time spent in institutions, and decrease self-reported delinquency 

compared with usual care or no treatment (Woolfenden et al., 2002).

A community-based intervention for ODD and CD is multisystemic therapy 

(MST), an intensive case management approach to treatment (Henggeler et al., 1998). 

MST includes interventions conducted in the clinic, at home, at school—wherever the 

need exists. The choice of treatment is flexible—individual therapy, family therapy, 

social work interventions to assist in family functioning, and therapists always “on 

call” to provide needed services. MST, provided primarily to adolescent populations, is 

an efficacious intervention that not only decreases symptoms of conduct disorder but 

Less likely than boys to engage in physical 
aggression, girls with conduct problems often 
engage in relational aggression—such as 
teasing and ostracizing other girls.
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Psychiatric medications compose one of the largest groups 
of drugs manufactured by pharmaceutical companies. Most 

medications undergo rigorous development, and data are col-
lected by controlled trials, such as those described throughout 
this book. Some research examines whether people can tolerate 
the medication and determines its most effective dose. If suc-
cessful, active medication is compared with placebo to deter-
mine efficacy. In many instances, medication trials use adult 
samples. If approved by the Food and Drug Administration 
(FDA), a drug may be given to children even if it was not tested 
on children.

Over the past two decades, an increasing number of chil-
dren have been prescribed medication for behavioral or emo-
tional disorders. Between 1987 and 1996, total psychotropic 
medication use for youth increased two- to threefold, and by 
1996, these medications were prescribed for children as often 
as for adults (Zito et al., 2003). This dramatic increase occurred 
even though there were still relatively few clinical data from 

studies of children. Perhaps even more troubling is that medica-
tion prescriptions for preschoolers also increased dramatically 
between 1991 and 1995 (Zito et al., 2000). Rarely, if at all, are 
preschool children included in clinical trials. Some children are 
taking two or more medications; empirical data about the drugs 
is based almost exclusively on case reports and small, non-
blinded trials (Safer et al., 2003). Thus, these powerful medica-
tions are being prescribed to children with few if any empirical 
data to back their use.

In 1997, the FDA offered a 6-month extension on a drug 
company’s patent if pharmaceutical manufacturers provided 
data on pediatric populations. More recently, the Pediatric 
Research Equity Act of 2003 gave the FDA the authority to 
mandate pharmaceutical research on children (Zito et al., 2004). 
It is hoped that this law will encourage pharmaceutical manufac-
turers and independent investigators to conduct research with 
children, which will provide clinicians with important and very 
necessary data on the drugs’ safety and efficacy in youth.

research HOT topic

concept CHECK

� ADHD has variable symptoms and a complicated and complex etiology. The disorder 

creates significant functional impairment in many aspects of life.

� ADHD, once considered a disorder that affected only children, is now understood in 

some cases to continue into adolescence and adulthood. Both pharmacological and 

behavioral interventions are efficacious for the treatment of this disorder.

� Conduct disorder and ODD might be considered to be disorders of “misbehavior” and 

include activities such as disobedience, lying for no apparent reason, truancy, and other 

delinquent activities. Some children with ODD may develop conduct disorder as adoles-

cents. Conduct disorder exists in girls but is sometimes overlooked if clinicians do not 

look for evidence of relational, rather than physical, aggression.

� The causes of ODD and conduct disorder are unknown and complex. Treatments must 

likewise be multifaceted.

CRITICAL THINKING QUESTION A friend in your abnormal psychology class thinks that he 

has ADHD, but he was never evaluated or diagnosed as a child. How would he go about 

collecting empirical evidence to demonstrate he had the disorder as a child, which is nec-

essary for a diagnosis?

also decreases incarceration in both hospitals and juvenile justice settings (Henggleler 

et al., 1999).
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pica the recurrent, compulsive consumption 
of nonnutritive items

Childhood Disorders of Eating 
and Elimination
Basic physical functions such as eating and elimination would seem to come naturally 

to children. In much the same way that we breathe without thinking about it, eating 

is innate, not specifically learned. Although children must be taught to use the toi-

let, most children learn to control their bowels and bladder with very little effort and 

minimal instruction.

Some children do not easily acquire these behaviors, or they may lose control over 

behaviors previously achieved. Children who once controlled their bladder may begin to 

“wet the bed.” In other instances, children exhibit behaviors that resemble eating but the 

substance consumed is not food. In this section, we discuss disorders of eating and elimi-

nation, paying particular attention to those disorders that have their onset in childhood.

FEEDING AND EATING DISORDERS

Many children, particularly infants and toddlers, are “picky eaters.”

Sarah was 5 years old. Although she had no medical problems, her height and weight 

were at the 2nd percentile for her age. Sarah refused to eat any foods except peanut 

butter sandwiches and candy. When offered other foods, she would cry and hold her 

breath until her mother gave her a peanut butter sandwich.

Sarah had no need to eat other foods—when she held her breath, she got her way. 

Treatment consisted of offering Sarah other foods and teaching her mother to ignore 

her tantrums. In Sarah’s case, abnormal eating was the result of environmental factors 

and was not really dangerous. But other disordered eating behaviors, pica and rumi-

nation, are conceptually more perplexing and difficult to treat (see the box “DSM-

IV-TR: Disorders of Eating and Elimination”).

Pica is the recurrent, compulsive consumption of nonnutritive items. The term 

comes from the Latin word for “magpie,” a bird that voraciously consumes food and 

nonfood substances (Stiegler, 2005). According to one parent, “Over the last couple 

years we have pulled out of [our son’s] throat: a set of keys, large bulldog clips, sticks, 

rocks, wads of paper, open safety pins, wire (from the screen, etc.). Plus all the stuff 

that he gets down before we can get it out: magnets from the fridge, Barbie parts, 

paper, money, paper clips, etc.” (Menard cited in Stiegler, 2005). Although children 

with developmental disabilities (such as Jeremy) constitute the largest group of people 

with pica, the disorder also occurs in people with intellectual disability, schizophrenia, 

and sometimes people with no psychological disorder.

Pica occurs in various socioeconomic groups, both sexes, and all ages (Stiegler, 

2005) but may be more common among women, children, and those of lower socio-

economic status (Rose et al., 2000). Pica can result in serious health consequences 

including lead poisoning, parasitic infections, malnutrition, dental trauma, oral lacera-

tions, gum disease, and erosion of tooth enamel (Stiegler). Consuming safety pins, 

glass, or nails can obstruct or perforate the esophagus, stomach, or intestines. Finally, 

the ingestion of certain items may repulse caregivers or peers, leading to social isola-

tion and/or rejection (Stiegler).

Cultural pica occurs in many countries. Women in India consume soil and by-

products (mud, clay, ash, lime, charcoal, and brick) in response to pregnancy cravings 

(Nay, 1994). East African women consume soil for purposes of fertility (Abrahams & 

Parsons, 1996). Certain cultures in South America eat clay for its purported medicinal 
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value (Rose et al., 2000). In the United States, eating kaolin (also known as white dirt, 

chalk, or white clay) occurs in the Piedmont region of Georgia (Grigsby et al., 1999) 

and parts of Mississippi (Ali, 2001).

In a rare eating disorder, rumination disorder, recently eaten food is effortlessly 

regurgitated into the mouth, followed by rechewing, reswallowing, or spitting it out. 

Rumination disorder occurs in both sexes and may begin in infancy, childhood, or ado-

lescence (Chial et al., 2003; O’Brien et al., 1995). Episodes may occur several times per 

day and may last for over an hour (Chial et al.; Soykan et al., 1997). Because rumination 

resembles vomiting, some people are initially diagnosed with bulimia nervosa or gastro-

esophageal reflux disease. They sometimes undergo gastrointestinal surgical procedures 

and consult several physicians before getting a correct diagnosis (O’Brien et al.).

Etiology and Treatment Pica has many different causes. Iron and/or zinc deficien-

cies may result in the urge to ingest certain foods or substances, but many people with-

out these conditions also engage in pica. Environmental factors (stress and impover-

ished living environments) or developmental disorders are important causal factors 

(Stiegler, 2001). Among people without psychological disorders, pica sometimes 

begins after stressful events such as surgery or the loss of a family member (Soykan 

et al., 1997).

Medications are not efficacious for the treatment of these feeding disorders. 

Behavioral interventions such as habit reversal, relaxation training, and cognitive-

behavioral therapy are efficacious for rumination disorder (Chial et al., 2003; Soykan 

et al., 1997). Habit reversal is a behavioral treatment in which a problem behavior is 

eliminated by consistently using a competing (i.e., alternative) behavior. In the case 

of rumination, the patient is taught diaphragmatic (deep) breathing, a competing 

response that eliminates rumination in most patients (Chial et al.).

Behavioral interventions, such as overcorrection, also are effective for pica. If 

such procedures are done repeatedly and consistently, pica can be eliminated or greatly 

reduced (Foxx & Martin, 1975).

Nina was 14 years old and had moderate intellectual disability. When not closely moni-

tored, she would eat any foreign object that she found on the floor. The psychologist 

developed an overcorrection program that consisted of Nina’s spitting out the object 

and throwing it away. Then she would be led to the bathroom to brush her teeth for 

10 minutes using an antiseptic toothpaste. After 1 week of consistent overcorrection, 

Nina’s pica was reduced by 60%.

ELIMINATION DISORDERS

An important aspect of physical development is controlling bladder and bowel func-

tions, which usually happens in the preschool years. Lack of control after this time may 

indicate the presence of enuresis or encopresis (see the box “DSM-IV-TR: Disorders 

of Eating and Elimination”). Enuresis is the voiding of urine into one’s clothing or 

bedding. It may occur during the day (diurnal enuresis), at night (nocturnal enuresis), 

or both times (diurnal and nocturnal). Primary enuresis describes a condition in which 

a child has never achieved urinary continence (voiding urine is fully under the child’s 

control); secondary enuresis occurs if a child who was once fully continent loses that 

control. Primary nocturnal enuresis, or bed-wetting, is the most common form of the 

disorder.
enuresis  the voiding of urine into one’s cloth-
ing or bedding

rumination disorder the regurgitation of 
recently eaten food into the mouth followed 
by either rechewing, reswallowing, or spitting 
it out
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DSM-IV-TR

Disorders of Eating and Elimination

Pica

A.  Persistent eating of nonnutritive substances for a period of 
at least 1 month.

B.  The eating of nonnutritive substances is inappropriate to 
the developmental level.

C.  The eating behavior is not part of a culturally sanctioned 
practice.

D.  If the eating behavior occurs exclusively during the course 
of another mental disorder (e.g., Mental Retardation, 
Pervasive Developmental Disorder, Schizophrenia), it is suf-
ficiently severe to warrant independent clinical attention.

Rumination Disorder

A.  Repeated regurgitation of food over a period of at least 
1 month. Regurgitated food may be re-chewed, re-swal-
lowed, or spit out.

B.  There is no evidence that an associated gastrointestinal 
or other general medical condition (for example, gastro-
esophageal reflux) is sufficient to account alone for the 
repeated regurgitation. 

C.  The eating disturbance does not occur exclusively dur-
ing the course of Anorexia Nervosa, Bulimia Nervosa, or 
Binge Eating Disorder, or Avoidant/Restrictive Food Intake 
Disorder.

D.  If the symptoms occur in the context of another mental 
disorder (for example, Mental Retardation or a Pervasive 
Developmental Disorder), they are sufficiently severe to 
warrant independent clinical attention.

Enuresis

A.  Repeated voiding of urine into bed or clothes (whether 
involuntary or intentional).

B.  The behavior is clinically significant as manifested by either 
a frequency of twice a week for at least 3 consecutive 
months or the presence of clinically significant distress or 
impairment in social, academic (occupational), or other 
important areas of functioning.

C.  Chronological age is at least 5 years (or equivalent devel-
opmental level).

D.  The behavior is not due exclusively to the direct physi-
ological effect of a substance (e.g., a diuretic) or a general 
medical condition (e.g., diabetes, spina bifida, a seizure 
disorder).

Encopresis

A.  Repeated passage of feces into inappropriate places (e.g., 
clothing or floor) whether involuntary or intentional.

B.  At least one such event a month for at least 3 months.

C.  Chronological age is at least 4 years (or equivalent devel-
opmental level).

D.  The behavior is not due exclusively to the direct physi-
ological effects of a substance (e.g., laxatives) or a general 
medical condition except through a mechanism involving 
constipation.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text
Revision (Copyright 2000). American Psychiatric Association.

Each year, approximately 15% of children with enuresis recover without treat-

ment (Forsythe & Redmond, 1974; Jalkut et al., 2001). Although enuresis may dis-

tress children and parents, little actual research has examined which children recover 

without the need for treatment. Enuresis occurs worldwide with prevalence estimates 

ranging from 3.1 to 7.3% depending on age (Costello et al., 1996; Jalkut et al.; Wille, 

1994; Yeung et al., 2006). Among white children, boys were three times more likely 

than girls to be diagnosed with enuresis (Costello et al., 1997).

Despite many years of study, it is not clear whether children with enuresis have 

weaker bladders than other children ( Jalkut et al., 2001; Wille, 1994). Enuresis does 

run in families. Between 30 to 40% of children with enuresis have parents who had 

primary nocturnal enuresis ( Jalkut et al.), and monozygotic twins are twice as likely to 

be concordant for enuresis than dizygotic twins. Multigenerational family studies have 

implicated areas on four different chromosomes that may hold genes contributing to 
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the cause of enuresis (see Mikkelsen, 2001). However, psychosocial and 

environmental factors cannot be overlooked (von Gontard et al., 2001).

Environmental and psychological factors that may contribute to 

the development of secondary enuresis include behavioral disturbances, 

stressful life events, and delayed achievement of initial bladder control 

(Eidlitz-Markus et al., 2000; Fergusson et al., 1990; Jalkut et al., 2001), 

suggesting that both genetic and environmental factors may be the most 

appropriate model for understanding the development of enuresis.

For enuresis, the most empirically supported treatment is the enuresis 

alarm (Mikkelsen, 2001), initially known as the bell-and-pad method when 

it was introduced in 1902 (Pander cited in Jalkut et al., 2001). The system 

consists of a battery-operated alarm or vibrator that is connected to a thin 

wire attached to the child’s underwear, sleeping pad, or bedding. When 

urination begins, the alarm awakens the child, who then goes to the toilet. 

Over time, the child becomes sensitized to the sensations of a full blad-

der and awakens before urination. The average success rate for enuresis 

alarms, defined as 14 consecutive dry nights, is 65% (Butler & Glasson, 

2005), but the average relapse rate is 42%. Relapse rates are higher when 

the intervention is short (less than 7 weeks).

Currently, the most common medication for enuresis is desmopres-

sin acetate (DDAVP), which reduces nighttime urinary output and the 

number of enuretic episodes. However, the reduction in enuretic episodes 

varies greatly, and only a small percentage continue to “stay dry” once the 

medication is withdrawn.

Jake is 7 years old. He lives with his parents and a 3-year-old brother. He 

soils his underwear one or two times per day, always during the daytime. 

Jake refuses to sit on the toilet, and he shows other oppositional behaviors as well. He 

interacts well with his peers and is a good student. Jake has been soiling for more than 

4 years. He was never adequately toilet trained and describes defecation as very painful. 

He does not change his soiled underwear unless he is told to do so. There are no behav-

ioral consequences for soiling; as a matter of fact, his mother leaves a stack of his clean 

underwear in the bathroom. His father tries to pressure Jake to use the toilet.

Encopresis is the repeated elimination of feces on or into inappropriate places 

such as the floor or clothing by someone over age 4. Encopresis can be intentional or 

accidental and, like enuresis, may be primary or secondary.

Children with encopresis often feel ashamed and avoid social interaction. They 

may be ostracized by peers and be the target of anger, punishment, and rejection by oth-

ers including family (APA, 2000). When compared with children with no disorder, chil-

dren with encopresis had higher parent and teacher ratings of anxiety, depression, and 

behavioral problems, but only 20% had significant functional impairment or substantial 

distress (Cox et al., 2002). About 1% of children suffer from encopresis (APA), but 

they account for 3% of all pediatric appointments and 25% of pediatric gastroenterology 

appointments (Brooks et al., 2000). Among white children, boys were three times more 

likely than girls to be diagnosed with encopresis (Costello et al., 1997).

The etiology of encopresis is rarely studied. About 80% of children with enco-

presis have chronic constipation, and in 90% of all cases of chronic constipation, 

there is no obvious medical or functional cause (Issenman et al., 1999; van Dijk et al., 

2007). Encopresis is often the result of withholding the stool, perhaps as a result of 

An alarm device is often used in the treat-
ment of enuresis. A moisture sensor is 
attached to the child’s underwear and 
detects moisture, triggering an alarm that 
awakens the child to get up and use the 
toilet.

encopresis the repeated elimination of feces 
on or into inappropriate places such as the 
floor or clothing by someone over age 4
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previous painful defecation experiences or extremely hard stools. This leads to chronic 

constipation and subsequent involuntary leakage of feces as a result of stool impaction 

(van Dijk et al., 2007).

Medical treatment for encopresis consists of enemas to clear the bowel and laxa-

tives to deal with constipation. However, this intervention is usually considered to be 

only the first stage and is followed by behavioral interventions to “promote proper toi-

leting behavior” (daily toilet sitting and use of positive reinforcement. The medical-

behavioral intervention is superior to medical treatment alone (Brooks et al., 2000), with 

improvement rates ranging from 65% to 78% (Borowtiz et al., 2002; Cox et al., 1998).

concept CHECK

� Pica is the consumption of nonnutritive and, in some cases, dangerous substances. It is 

most commonly found among people with developmental disorders. Pica may some-

times be a culturally sanctioned practice.

� Rumination disorder is a rare condition involving effortless regurgitation of food. It can 

have serious medical consequences.

� Enuresis appears to have a genetic component although specific genes have not been 

identified. Encopresis often results from medical problems such as constipation, which 

may in turn be caused by poor diet.

CRITICAL THINKING QUESTION Enuresis and encopresis are responsive to behavioral inter-

ventions, which are considered the treatment of choice. Because these problems appear 

medical in nature, how would you explain the success of behavioral interventions to the 

parents of a 9-year-old with enuresis?

THE TREATMENTTHE PROBLEM

THE PATIENT

Danny—The Treatment of Social Phobia 
and Asperger’s Disorder

 science life

Danny is 12 years old. He lives with his two older brothers 
and his parents. From birth, Danny’s mother described him 
as “different.” He would not cuddle with her. If someone 
tried to hold him, he would arch his back and twist away. He 
is very smart and does well in school, but he has no friends 
and is often sad. Although he claims that he wants to be left 
alone, he has tears in his eyes when he says it. At recess, 
he stands away from the other children but watches them 
intently.

Danny has a complicated developmental history. He appears 
to be anxious, has some difficulty paying attention, and is 
socially awkward. At age 8, he was diagnosed with ADHD 

and severe depression for which he was treated with medica-
tion. The medication for depression seemed to help but the 
medication for ADHD was ineffective. He has difficulty writing 
and he sometimes shows a lack of awareness of dangerous 
situations. He appears incredibly anxious around people. 
His mother began to worry that Danny was different when 
he was in first grade. By the time he was in third grade, she 
was convinced that he was different. She brought him at 
age 12 to the clinic for a thorough evaluation and treatment 
recommendations.

The clinician administered a structured diagnostic interview that 
revealed the following. Danny’s problems started when he was 
about 2 years old. He had achieved all of his developmental 

(continued )
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THE TREATMENT OUTCOME

THE TREATMENT PROGRESS

milestones (walking, talking, bladder and bowel control) at the 
typical ages. His difficulties appeared to be in the social realm. 
He is reluctant to make eye contact, rarely smiles at people, 
has little understanding of jokes or sarcasm, has no friends, 
and needs constant reminders to “use his manners.” He also 
develops obsessions with certain activities—science and solar 
systems, steam pipes, and video games. He does not like to 
be touched even by his parents and is extremely sensitive to 
sound.

Danny agreed with his mother’s report of his behavior but 
added that he would really like to have friends but no one 
wanted to be friends with him. On a self-report measure of 
social anxiety, Danny scored in the “definite social phobia” 
range. He described feeling anxious when someone talked to 
him or he tried to talk to someone else. The interviewer noted 
that Danny made little eye contact during the interview and 
spoke in a very monotonic voice. At the time of the assessment, 
he was not depressed and he did not display any behaviors 
consistent with ADHD. Danny was diagnosed with Asperger’s 
disorder and social phobia.

Danny participated in a social skills training group that 
consisted of four boys, all of whom were diagnosed with 
Asperger’s disorder. The group met once per week for 
12 weeks, and the topics included initiating, maintaining, and 
ending a conversation; skills for joining groups; giving and 
receiving compliments; refusing unreasonable requests; ask-
ing others to change their behavior; and using the telephone. 
In addition to learning this verbal content, the group therapist 
worked with Danny on making eye contact and varying his 
vocal tone. After each group meeting, the boys met for an hour 
with four peer helpers (boys who were friendly and outgoing) 
who had agreed to participate in the activities and work with 
the boys. All of the boys went to an activity (miniature golf, 
bowling, pizza parlors), and Danny was encouraged to practice 
that day’s social skill with the peers. He was also given a home-
work assignment each week that was geared to the content 
of the group activity. For example, if the group had practiced 
introducing oneself to another person, Danny’s homework was 
to introduce himself to one new person every day. At the end 
of the 12 weeks, Danny’s social skills were reassessed. He had 
learned many of the skills necessary to make friends. His mom 

reported that he still had fewer friends than most boys but he 
had made two new friends since joining the group. His score on 
the self-report measure of social anxiety had decreased from 
the definite social phobia range to the possible social phobia 
range. Danny told the interviewer that he had learned some 
skills but was too nervous to try them out.

Because he was still anxious and avoided social interac-
tions, the therapist decided to conduct exposure therapy with 
Danny to address his social anxiety. The therapist, Danny, and 
his mother identified three anxiety-provoking situations: asking 
others questions, talking on the telephone, and having conver-
sations with peers. In order for Danny to practice asking ques-
tions, he was given a survey task. Accompanied by the thera-
pist, he was taken to a crowded environment and instructed 
to approach people, asking them to complete a short survey 
(topic depended upon the environment). With respect to the 
telephone, Danny first practiced calling stores and requesting 
information. Later he called family and classmates to ask ques-
tions and carry on a conversation (the last step on the hierar-
chy). Because exposure therapy is designed to eliminate anxi-
ety, Danny remained in the situation, continuing the task, until 
he could do it without any distress. Furthermore, he did not 
move to the next task until he was able to perform the previous 
task without any initial distress.

After 10 sessions, Danny’s mother reported that she
observed Danny playing at recess and initiating conversations 
at the bus stop. In addition, he now maintained conversa-
tions with his grandparents and visiting relatives. He had 
been invited to a friend’s house for a sleepover for the first 
time in his life. She reported that he had hugged her and 
his friend’s mother for the first time. Danny reported that he 
was not shy anymore and this was supported by his score on 
the self-report inventory, which was now in the “no social 
phobia” range.

It is important to note that this treatment addressed 
Danny’s social interactions by increasing his social skills and 
decreasing his anxiety. Danny still met criteria for Asperger’s 
disorder based on other behaviors—he could still become fix-
ated on unusual activities and topics, had great difficulty writ-
ing, had difficulty understanding humor and sarcasm, and did 
not enjoy physical contact with others.

(continued )
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1 Physical, cognitive, and emotional growth during child-
hood and adolescence affect the development and 
expression of psychological disorders. It is necessary 
to understand behavior within the context of normal 
development rather than immediately assuming that it is 
abnormal. As children mature and achieve developmental 
milestones, behavior once considered appropriate may 
become symptomatic of a behavioral or an emotional 
disorder.

2 A number of behavioral and emotional disorders emerge 
during infancy and childhood and are more common among 
children and adolescents than adults. These include intellec-
tual disability, learning disorders, pervasive developmental 
disorders, disruptive behavior disorders, and disorders of 
eating, and elimination.

3 Both biological and environmental factors may contribute 
to the etiology of disorders of childhood and adoles-
cence. A substantial number of biological disorders and 
conditions contribute to the development of intellectual 
disability. Similarly, a number of genetic variations appear 
relevant to the onset of autism spectrum disorders. In 
the case of other disorders, biological, psychological, 
and/or environmental factors are equally important. 
Furthermore, these factors operate in a complex fashion. 
Not all children with a particular disorder have the same 
type of disorder, and in many instances, the symptoms 
are not the same for all children. Therefore, multiple and 

different factors may eventually lead to the development 
of the same disorder.

4 Pharmacological interventions appear to be most effica-
cious for treating the core symptoms of ADHD. For other 
disorders, medication may control some of the associated 
features (e.g., aggression), but it is not effective for the core 
symptoms and is not considered to be useful as a single 
treatment.

5 For many disorders (e.g., ADHD, CD, ODD), the primary 
psychological intervention is behavioral in nature and is 
directed at the parents rather than at the child with the 
disorder. Although behavioral theories do not necessarily 
propose that abnormal parent–child interactions are 
the cause of the psychological distress, they may be a 
maintaining factor and therefore must be targeted in a 
comprehensive treatment program. Furthermore, even 
when the child is the focus of treatment, parents play an 
important role in helping their child carry out the treat-
ment program.

6 Teaching parents the basic skills necessary to effectively 
manage their children’s behavior is a highly efficacious 
treatment of choice for many of the disorders in this chap-
ter. In the case of CD or ADHD, comprehensive psycho-
social interventions such as summer treatment programs 
or multisystemic therapy offer great promise, not only in 
decreasing core symptoms but also in improving overall 
functioning.

R E V I E W I N G

learning objectives

TEST yourself
1. Micha is 13 years old. She has a heart defect, very poor eye-

hand coordination, and she cannot dress herself. She speaks 
in simple sentences and can follow only simple instructions, 
but she is good-natured and friendly. Her IQ is 55. In addi-
tion to her intellectual deficit, Micha also has
a. functional deficits
b. social deficits
c. attentional deficits
d. emotional deficits

2. Down syndrome is caused by
a. plaques and neurofibrillary tangles
b. the absence of an essential enzyme
c. the presence of an extra chromosome
d. a break in a specific chromosome

3. The rate of Down syndrome as a proportion of live births 
increases with
a. alcohol abuse
b. the mother’s age
c. malnutrition
d. smoking

4. A form of mild retardation resulting from both biological 
and environmental factors associated with psychosocial 
disadvantage is called
a. Lesch-Nyhan syndrome
b. environmental deprivation syndrome
c. FAS
d. cultural-familial retardation

For more review plus practice tests, flashcards, 
and Speaking Out: DSM in Context videos, 
log onto www.MyPsychLab.com

www.MyPsychLab.com
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5. Two behavioral procedures that allow children with 
intellectual disability to learn simple tasks are
a. shaping and chaining
b. affirmation and role-playing
c. psychoeducation and questioning
d. covert sensitization and modeling

6. Learning disorders are probably the result of
a. an inability to digest milk products
b. brain trauma during birth or infancy
c. biological toxins that affect brain functioning
d. the inability of several brain areas to work together

7. The major difference between autistic disorder and 
Asperger’s disorder is that Asperger’s has no
a. restricted and stereotyped behaviors and activities
b. difficulties with eye contact
c. impairments in social interaction
d. deficits in communication

8. The recent increased prevalence of autism spectrum disor-
ders may be due to
a. increases in the incidence of maternal exposure to toxic 

chemicals
b. increases in the number of required childhood vaccines
c. changes in diagnostic criteria, special education policies, 

and the availability of diagnostic services
d. the availability of insurance coverage for expensive 

treatment, which justifies giving this diagnosis

9. One indication of the neurodevelopmental basis of autistic 
disorder is
a. excess activation in several parts of the brain
b. excessive crying and fussing in infancy
c. unusually fast head and brain growth in infancy
d. significant retardation evident shortly after birth

10. The treatment approach that uses shaping and positive 
reinforcement to improve social, communicative, and 
behavioral skills by intensively shaping and rewarding 
specific behaviors used to treat autism disorders is 
called
a. applied behavior analysis
b. cognitive-behavior therapy
c. sensory integration therapy
d. chelation therapy

11. Ted has been diagnosed with ADHD. Which behavior is not
likely to be a problem for him?
a. inattention
b. hyperactivity
c. impulsivity
d. isolation

12. Which of the following reasons explains why ADHD is most 
commonly diagnosed in early elementary school?
a. children develop the disorder around age 7
b. many symptoms are developmentally appropriate in 

younger children

c. children cannot complete the complicated diagnostic 
assessments until they can read

d. it is necessary to observe the child’s behavior in a school 
setting to make a definitive diagnosis

13. Adolescents with ADHD have more car accidents than 
others. This is most likely due to
a. inattentiveness and poor motor coordination
b. co-occurring substance abuse problems
c. medications used to treat the condition
d. sleep deprivation

14. Stimulant medications such as Ritalin work to reduce the 
core symptoms of ADHD by
a. stimulating the cerebral cortex to create new neural 

pathways
b. stimulating the “learning center” of the brain
c. enhancing the neurotransmission of dopamine and 

norepinephrine
d. enhancing the release of serotonin and GABA

15. Joey has a long history with local law enforcement officers. 
He has been picked up several times for vandalism. His lat-
est arrest is for deliberately setting fire to his stepfather’s 
storage unit. Joey has also been arrested in the past for 
putting a cat in a dryer. The most likely diagnosis he would 
receive for his behavior is
a. ADHD
b. conduct disorder
c. autism spectrum disorder
d. oppositional defiant disorder

16. Kaylee is a sweet-tempered 5-year-old who once had such 
a severe temper tantrum that she broke her finger when she 
punched a wall. The emergency room physician diagnosed 
Kaylee with oppositional defiant disorder. This may be an 
inappropriate diagnosis because
a. the diagnosis requires a repeated pattern of negative and 

defiant behaviors
b. she is older than the typical patient diagnosed 

with ODD
c. temper tantrums are a symptom of ADHD
d. ODD is a diagnosis primarily given to adolescent males

17. Unlike boys with conduct disorder, girls with conduct disor-
der engage in more
a. retail theft
b. hair-pulling fights
c. relational aggression
d. cruelty to animals

18. Drew is 9 years old and has been diagnosed with a pervasive 
developmental disability. He has been observed eating dirt 
and tree leaves. His behavior is known as
a. enuresis
b. delusional behavior
c. rumination
d. pica
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19. An eating disorder characterized by effortlessly regurgitating 
recently eaten food into the mouth, followed by rechewing, 
reswallowing, or spitting it out is called
a. pica
b. bulimia nervosa
c. gastroesophageal reflux disease (GERD)
d. rumination disorder

20. Kim was toilet trained by the time she was 3 years old. 
Now, at age 6, she is wetting the bed three nights per 
week. She has

a. primary enuresis
b. secondary enuresis
c. primary encopresis
d. secondary encopresis

Answers: 1 a, 2 c, 3 b, 4 d, 5 a, 6 d, 7 d, 8 c, 9 c, 10 a, 11 d, 12 b, 13 a,
14 c, 15 b, 16 a, 17 c, 18 d, 19 d, 20 b.
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Bernhard was born in 1933. His father died 

when he was 8, and things became very dif-

ficult for Bernhard and his mother. She had 

to work hard as a seamstress to make ends 

meet, and as a young teenager, Bernhard 

had to start taking odd jobs in the neigh-

borhood to help out with the finances. He 

felt sad and lonely much of the time, but he 

didn’t want to let his mother know because 

she was working so hard and, she did not 

need another worry. Bernhard thought a lot 

about his father; he didn’t understand why 

God would take him away from their fam-

ily. It just didn’t make sense.

As he grew older, Bernhard never really 

lost his sense of loss or sadness, but he did 

notice that when he worked hard at school 

or a job, he didn’t notice the sadness so 

much. So he worked even harder and earned 

a scholarship to college. His grades there 

were excellent, and he decided to go to 

medical school. While he was working as an 

intern, he met and married a lovely woman 

named Claire. Bernhard and Claire wanted 

to start a family, but it took a long time for 

Claire to conceive. When she finally did, 

Bernhard thought maybe he would again be 

able to feel happiness. However, the baby 

was stillborn, and Claire’s next pregnancy 

ended in a miscarriage. They decided not to 

try again. It was just too painful. Bernhard 

threw himself into his work even more. 

He worked 12-hour days in his orthopedic 

practice, filling his time with patients, read-

ing, and teaching. He and his wife did pleas-

ant things during his off hours, and they had 

an agreeable relationship, but he just never 

felt happy. As Bernhard approached 65 years 

of age, he knew it was time to retire. He 

dreaded life without work, but it was time.

Soon after Bernhard stopped working, he 

began to feel lost. He didn’t have any hobbies, 

and he had never taken time to make friends 

outside of work. It had never seemed worth-

while. Claire was busy with her volunteer and 

church activities, but Bernhard had never 

been able to join her at church because he just 

didn’t believe there was a God. Too many bad 

things had happened to him, and there was so 

much suffering in the world. How could there 

be a God who let things like this happen? As 

the days passed, Bernhard tried to find things 

to occupy his time, but nothing was fun. He 

started having trouble sleeping, and his stom-

ach hurt all the time. He had no appetite and 

began losing some weight. He started spend-

ing most days in the house, watching TV and 

ruminating about his past and all the suffer-

ing in the world. Claire tried to get him to 

go out with her, but he was too despondent. 

He couldn’t concentrate long enough to have 

a conversation, and he couldn’t remember 

details of conversations anymore. He couldn’t 

even remember people’s names, and he just 

didn’t have the energy to meet new people. 

Life was miserable.

C H A P T E R  13
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Despite what many people believe, feeling sad is not a normal part of aging. Many 

adults do experience psychological symptoms and cognitive decline as they age, 

but older adults may experience and express psychological symptoms differently from 

younger adults in part because of the physical, cognitive, and social changes that 

accompany aging. Understanding the issues that are unique to aging helps clinicians 

identify and treat the psychological problems associated with old age.

Symptoms and Disorders of Aging
GEROPSYCHOLOGY AS A UNIQUE FIELD

The population of older adults in the United States is increasing rapidly (see 

Figure 13.1). As the baby boom generation (those born between 1945 and 1964) 

approaches retirement, this trend will accelerate. Census projections indicate that by 

2010 the United States will have more than 50 million adults age 65 or older (www 

.census.gov). This represents more than a 20% increase in the population of older 

people since 2000. By 2030, 20% of the U.S. population will be in this age group. 

With so many older adults in our society, we need to better understand the issues 

that confront older people. As we age, changes occur in our physical functioning 

(more medical problems, decreased sensory capacity), social functioning (retirement, 

reduced social networks as friends and family face health challenges), and cognitive 

abilities (changes in attention, learning, and memory). All of these are important 

factors that provide a unique sociocultural context by which to understand abnormal 

behavior in older adults.

Geropsychology is a subdiscipline of psychology that addresses issues of aging, 

with particular attention to patterns of normal development, individual differences, 

and psychological problems that are unique to older persons (usually considered those 

age 65 or older). It has long been recognized that childhood is a developmental stage 

with particular challenges and children have disorders specific to childhood and expe-

rience and express psychological symptoms in unique ways. Geropsychology expands 

this developmental approach to include the challenges and psychological symptoms 

older adults face, such as physical changes, lifestyle shifts, and role changes.

The field of geropsychology is expanding rapidly with increasing numbers of 

professional organizations and training programs (Qualls et al., 2005) that focus on 

providing services to meet the needs of older people. Research efforts are also increas-

ing as we strive to understand patterns of typical late-life development, unique prob-

lems that older adults experience, and strategies for improving their quality of life. 

Nevertheless, tremendous gaps still exist in our knowledge of psychological symp-

toms and disorders among older people and in our ability to identify and treat them. 

Furthermore, the number of researchers, educators, and health care professionals with 

specialized training and expertise in geriatrics is insufficient to meet the needs of this 

growing segment of our society. In keeping with the developmental focus of this book, 

we hope to identify some of the unique ways in which psychological problems affect 

people in the later decades of life.

Ethics and Responsibility   Most psychologists who provide clinical services see 

older patients, but many training programs do not provide sufficient education and 

experience in geropsychology. In 2003, the American Psychological Association 

published a set of guidelines to help psychologists evaluate their competence to 

provide care for older patients (American Psychiatric Association [APA], 2003).  

geropsychology a subdiscipline of psychol-
ogy that addresses issues of aging including 
normal development, individual differences, 
and psychological problems unique to older 
persons

The elderly population is growing rapidly, 
but the number of health professionals avail-
able who specialize in geriatric care lags far 
behind.

www.census.gov
www.census.gov
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The guidelines suggest that psychologists work within their areas of competence and 

seek consultation or additional training when needed. Psychologists working with 

older adults are encouraged to have knowledge of the aging process, the nature of 

cognitive and psychological problems among older people, and the assessment tools 

and treatment procedures specific to working with older adults. The importance of 

interfacing with other disciplines (e.g., medicine, social work) is also emphasized as 

a means of providing comprehensive care. Working with older patients requires ade-

quate knowledge and training for ethical practice.

SUCCESSFUL AGING

Leonard is the picture of successful aging. He is 89, lives alone in the house where he has 

lived for the last 40 years, and periodically drives almost 80 miles to visit his son. Leonard 

retired many years ago, but he continues to spend time in his home office every day. He 

checks the Internet to keep up with current events, maintains e-mail contact with friends 

and college classmates, and writes a regular column for his university’s alumni magazine. 

Leonard is also active in a number of civic organizations, takes a nap every day, and 

enjoys a cocktail before dinner. When his wife died two years ago, Leonard was sad, 

but he began to spend more time with friends and neighbors, inviting them to his home 

for afternoon visits. Over time, his home became a center for neighborhood socializing. 

The neighbors listen to his stories about life during World War II, enjoying his sense of 

humor and positive attitude. Leonard also continues to take a short walk each evening. 

Although he can’t go very far now that his hip hurts, he always has a smile for any neigh-

bor who is passing by. Leonard’s optimism about life is infectious; his neighbors often 

remark that he is more energetic and positive than they are although many are 50 years 

younger. Leonard has some “rules” for aging well. A few of these include (1) using your 

brain every day, (2) staying active, and (3) socializing with younger people and entertain-

ing younger ideas.

Although Leonard is not a psychologist, his philosophy and lifestyle reflect much of 

what is known about successful aging. Approximately one third of older adults are judged 

to be aging successfully (Depp & Jeste, 2006), but as yet there is no consistent defini-

tion of this term. In fact, Depp and Jeste identified 29 different definitions of successful 

aging in 28 studies! Common themes across these definitions include perceived good 

health and an active lifestyle, continued independence in functioning, lack of disability, 
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The population of older adults in the United 
States is growing rapidly. The steep rise start-
ing around 2015 reflects the aging of the 
baby boom generation.
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absence of cognitive impairment (which may be impacted by higher education 

and increased mental activity), and positive social relationships (Blazer, 2006; 

Phelan & Larson, 2002). Theories of positive aging also focus on a theoreti-

cal model known as selective optimization and compensation (Baltes & Baltes, 

1990; Grove et al., 2009), meaning that people age more successfully when 

they modify their goals and choices to make best use of their personal charac-

teristics. These adjustments often require compensating for age-related limi-

tations that reduce one’s ability to reach previously valued goals.

Max is an aging fisherman who used to be out on a boat every weekend. He 

can’t fish any longer, but he can spend time reading magazines about fishing, 

watching television shows about fishing, and trading old fishing stories with his 

buddies at the local coffee shop.

Leonard also made choices that make the most of his ability to engage 

in rewarding activities and optimize his social, mental, and physical functioning.

PSYCHOLOGICAL SYMPTOMS AND DISORDERS
AMONG OLDER PEOPLE

In the United States, at least 20% of older adults living in the community have a psy-

chological disorder (American Association of Geriatric Psychiatry, 2006; Jeste et al., 

1999). Even more of them have significant problems that do not meet the diagnostic 

criteria for a psychological disorder but nonetheless create unnecessary distress, reduce 

functional ability, and result in poor quality of life. The prevalence of psychological 

symptoms and disorders is even higher in treatment settings such as hospitals, nursing 

homes, and home health care (Hybels et al., 2009) and among patients with chronic 

medical illness (Kunik et al., 2005). The personal and societal costs associated with 

psychological symptoms in the elderly are high, and simply not enough appropriately 

trained professionals are available to help (Bartels & Smyer 2002; Jeste et al.).

Only about half of the older adults who report mental health problems receive treat-

ment. Many older people with psychological symptoms do not seek treatment because 

they fear that others will think they are “crazy”, because they lack sufficient resources 

(money, ability to find a therapist), or because of logistic limitations (an inability to drive 

to the clinician’s office). Those who do seek help typically go to general medical settings 

such as their doctor’s office instead of specialized mental health clinics. Unfortunately, 

many psychological symptoms and disorders go unrecognized in medical settings ( Jeste 

et al., 1999). Even when problems are identified, treatment is often inadequate (Roundy 

et al., 2005). One reason for inadequate recognition and treatment is the limited time 

that physicians now spend with patients during office visits, resulting in insufficient time 

for assessing and treating mental health problems. Ageism, however, is an equally serious 

issue. Many older adults and their doctors consider psychological distress to be a normal 

part of aging (Gallo et al., 1999) and therefore not something that requires treatment. 

Reactions such as the following are common:

-

tion. It is normal for you to feel less energetic.

money to support my wife and myself into older age. Who wouldn’t be anxious in 

this situation?

About one third of older adults continue to 
experience good health and active lives in 
their later years. Successful aging is encour-
aged by positive social relationships and con-
tinuing mental activity.

ageism the tendency to attribute a multitude 
of problems to advancing age
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These comments ignore the fact that psychological symptoms and disorders are not a 

normal part of aging. Many emotional disorders experienced by older adults are treat-

able, and even when the progressive, neurobiological disorders associated with aging 

cannot be reversed (e.g., Alzheimer’s disease, Parkinson’s disease), quality of life can 

be improved.

It is commonly recognized that the symptoms of a disorder may be different for 

adults and children. Only now are clinicians and researchers beginning to understand 

how aging may also affect the kinds of psychological symptoms people experience and 

report. Older adults often report less negative mood and distress than younger adults 

(Goldberg et al., 2003; Lawton et al., 1993) but it is not entirely clear whether these 

differences reflect different experiences or simply different ways that people describe 

or express their moods. In Chapter 4, for example, we noted that boys and girls dif-

fer in how much fear they express, not how much fear they experience. Similarly, older 

adults often focus more on physical symptoms than on psychological symptoms of 

distress, and this may be another reason why they seek treatment from primary care 

physicians rather than mental health clinicians.

Eloise denied feeling anxious but reported that her back and neck muscles were tight all 

the time, so much so that they hurt. She wasn’t able to sit comfortably for long periods 

anymore, and her stomach “acted up” frequently when stressful events occurred. She 

was hoping for some help to decrease her muscle pain and reduce her acid indigestion 

and occasional diarrhea.

Focusing on physical symptoms complicates the identification of psychological dis-

orders in older people, particularly for primary care physicians who are less experienced 

in this area. The increase in medical problems as people age further complicates the 

diagnostic challenge. Many medical diseases and treatments create symptoms that mimic 

psychological disorders. For example, symptoms of diabetes include weight loss and leth-

argy, which are also symptoms of depression. Even something as seemingly harmless as 

decongestants can cause nervousness, sleeplessness, and increased blood pressure or heart 

rate, which are also symptoms of anxiety. When older adults have both medical and psy-

chological difficulties, recognizing psychological problems is a huge challenge.

Although psychological difficulties in older age are often thought to be mainly 

cognitive (e.g., dementia), many of the disorders that older people face are the same 

ones that affect younger people, such as depression, anxiety, and substance abuse 

(Hybels et al., 2009). Within each category of difficulties experienced by older people, 

understanding normal age-related changes in physical, social, and cognitive function-

ing enables us to provide a developmental context for evaluating these disorders. As 

with other age groups, comorbidity (multiple disorders occurring together) also occurs.

concept CHECK

� The field of geropsychology addresses normal development, individual differences, and 

psychological problems unique to aging.

� Psychological symptoms are not a normal part of aging.

� At least 20% of older adults have a psychological disorder.

� Most older adults with psychological problems do not seek help from mental health 

specialists.

� Psychological problems are sometimes difficult to identify in older adults.

learning objective 13.2
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CRITICAL THINKING QUESTION What are some of the factors that influence the experience 

and expression of psychological problems in older adults?

Depression and Anxiety in Later Life
Aging is associated with various types of losses (e.g., death of a loved one, changes in 

job or financial status, deterioration in physical abilities) and uncertainty about the 

future (e.g., ability to retain independence, future changes in health status, death). It 

should not be surprising, then, that depression and anxiety disorders are among the 

most common psychological problems that older adults face. However, depression 

and anxiety are not a natural consequence of growing old. Only recently has research 

begun to address the nature, etiology, and treatment of these problems in older adults, 

blending theories and strategies derived from younger adults and emerging ideas that 

are unique to aging populations.

UNIPOLAR AND BIPOLAR DEPRESSION

Jean devoted her life to being a wife and mother. She raised five children and supported 

her husband through a very busy career. When Tom retired 3 years ago, Jean expected 

to spend the rest of her life traveling with him and visiting her children and grandchil-

dren who lived across the country. However, Tom died suddenly of a heart attack just 

6 months after he retired. Jean felt lost. She had no one with whom to share her thoughts. 

Her friends, whose husbands were still living, called less often. When she did go out with 

them, she felt like a “fifth wheel.” She traveled alone to see her children, and that wasn’t 

enjoyable either. Jean found herself feeling apathetic about life in general, but she didn’t 

know why. Since Tom died, she had also developed a number of medical problems. Her 

heart pounded often, she felt full and bloated even when she ate small amounts of food, 

she was tired most of the time, and she lay awake much of the night thinking about all 

sorts of things. Her family thought she ought to get more involved in the church, but she 

just didn’t have the energy. Her daughter thought she was depressed, but Jean knew she 

wasn’t crazy. She was just getting older and adjusting to life as a widow.

Most depressive disorders are diagnosed in older and younger adults using the same 

criteria. However, as Jean’s case illustrates, older adults are often reluctant to acknowl-

edge psychological symptoms, not wanting to be viewed as “crazy.” Also, they often 

report symptoms differently than younger adults, and because symptoms of depression 

overlap with symptoms of common medical illnesses, current diagnostic categories 

may not be the most useful for older adults. In fact, depression among older people 

often includes cognitive difficulties such as problems with attention, speed of informa-

tion processing, and executive dysfunction (difficulty planning, thinking abstractly, 

initiating and inhibiting actions, etc.). These symptoms can occur as part of depres-

sion even when dementia is not present (Kindermann et al., 2000; Lockwood et al., 

2000). Reversible dementia or pseudodementia (see the section “Dementia” later in 

this chapter) occurs when the full syndrome of dementia appears to be present but 

resolves after appropriate treatment for depression.

Medical disorders can also produce depressive disorders that are unique to older 

adults. For example, vascular depression is a mood disorder that occurs in the con-

text of cerebrovascular disease (disease of the arteries that supply blood to the brain). 

Symptoms of vascular depression include increased difficulties with language (e.g., 

speaking fluently, naming objects), increased apathy and slowed movements, and less 

executive dysfunction  the condition char-
acterized by difficulty planning, thinking 
abstractly, initiating, and inhibiting actions

reversible dementia  the condition that 
occurs when the full syndrome of dementia 
appears to be present but resolves after 
appropriate treatment for another disorder; 
also known as pseudodementia

vascular depression  a mood disorder that 
occurs in the context of cerebrovascular 
disease
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agitation and guilt than patients with other forms of depression (Alexopoulos, 2004). 

In a person who has Alzheimer’s disease, depression is diagnosed when the symptoms 

are present for at least 2 weeks (Olin et al., 2002).

The possibility of suicide associated with depression is a particular concern for 

older persons. Americans over the age of 65 commit suicide at a rate twice that of 

younger adults (McIntosh et al., 1994). Suicide rates increase dramatically with age 

(Figure 13.2). White men are at highest risk for completing suicide although women 

attempt suicide more frequently (Alexopoulos, 2004). This pattern is consistent with 

the data for younger adults. Most older adults who commit suicide have seen their 

physician within one month of their death (Luoma et al., 2002), suggesting that 

many suicides may be preventable. Risk factors for suicide in older people overlap 

with those for younger adults and include depression and anxiety, loneliness, finan-

cial problems, poor medical health, and reduced social support (Alexopoulos; Bartels 

et al., 2002).

Few adults develop mania or bipolar disorder after the age of 65. Many adults 

who do show initial signs of bipolar disorder in later life have a history of major 

depression. Similarly, older patients who have manic symptoms later in life may have 

had elements of the disorder earlier in life (Keck et al., 2001). When bipolar disorder 

occurs in older patients, the intervals between manic and depressive shifts are shorter 

and the episode duration is longer relative to younger patients (Keck et al., 2001). 

After the age of 65, medical illnesses, especially stroke, and other medical causes, such 

as medications, are more likely to be associated with the onset of bipolar disorder than 

the genetic factors proposed for younger adults (Van Gerpen et al., 1999).

Prevalence and Impact  In the general population, major depression and dysthymia 

each affect up to 4% of older adults (Byers et al., 2010; Steffens et al., 2000). These 

percentages are lower than those found among younger adults although as many as 

25% of older people have depressive symptoms that fail to meet diagnostic criteria but 

can still create significant distress and impairment (Hybels et al., 2009). Depressive 

disorders and symptoms are also more common when surveys are conducted in medi-

cal settings (Kunik et al., 2005) and among older adults who are homebound (Bruce 

et al., 2002) or have cognitive impairment (Alexopoulos, 2004). In these populations, 

the prevalence of major depression is as high as 14%, and up to half of patients have 

clinically significant depressive symptoms.
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Mood disorders and symptoms can affect daily functioning and even survival 

in older adults, much as they do in younger adults. Consider two older adults with 

the same medical condition, one of whom also has depression and the other does 

not. The patient with both a medical disorder and depression has an increased risk 

of death and not simply because of the increased likelihood of suicide. Depression 

significantly affects the outcome of medical disease. People with depression and medi-

cal illness recover less well, use more health care services, and create higher costs for 

the health care system (Luber et al., 2000). Late-life depression also decreases quality 

of life (Unutzer et al., 2000), increases physical disability, and reduces the ability of 

patients to care for themselves (Bruce et al., 1994; Steffens et al., 1999).

As noted earlier, few older adults suffer from bipolar disorder, with prevalence 

less than 1.0% (Beyer, 2009; Byers et al., 2010). Mortality rates among older adults 

with bipolar disorder are elevated, and perhaps even higher than among older people 

with unipolar depression (Beyer), although the reason for the higher rate is not yet 

known.

Sex, Race, and Ethnicity    As is true of younger adults, depressive disorders 

among older people occur more often in women than in men (Gonzalez et al., 

2001; Steffens et al., 2000). But in contrast to younger adults, depressive symp-

toms and disorders are more common among Hispanic older adults, particularly 

those who are least acculturated in American society (Gonzalez et al., 2001). 

Data from a recent national survey suggest that prevalence of depression in older 

African Americans in the United States was generally lower than that in the gen-

eral population (Ford et al., 2007). In many studies, racial and ethnic differences 

change when demographic variables (gender, marital status, living status, health 

status) and economic factors are controlled (Dunlop et  al., 2003). Regardless 

of prevalence, however, older Hispanics and African Americans are less likely 

to seek mental health care than are older whites (Alvidrez et al., 2005; Blazer et 

al., 2000). Suicide rates in older populations are highest among white men, fol-

lowed by nonwhite men, white women, and nonwhite women (McIntosh et al., 

1994). African American and Hispanic adults have lower rates of suicide than 

whites. Rates of suicide among Asian adults ( Japanese, Chinese, and Korean

Americans) increase with age and are comparable to those of whites (Sakauye, 2004). 

Asian American and white older adults also report elevated levels of suicidal ideation 

relative to African American older people (Bartels et al., 2002).

Etiology of Depression in Later Life  Mood disorders in late life appear to have 

causes much like those in younger people. In many cases, late-life depression simply 

reflects the persistence or recurrence of an earlier episode. However, it is important to 

identify the original age of onset for mood disorders (early versus late) because this may 

have treatment implications (McMahon, 2004). Older adults with early-onset depres-

sion (typically defined as onset before age 35 or 45) more often have a family history 

of depression, probably reflecting the genetic contributions discussed in Chapter 6 

(Alexopoulos, 2004). In contrast, people with late-onset depression are more likely to 

have coexistent cognitive impairment and more evidence of brain abnormalities, sug-

gesting the presence of brain deterioration (Alexopoulos). They more often have a 

family history of dementia as well (van Ojen et al., 1995). Late-onset depression seems 

to occur more often in the context of vascular, neurological, or other physical diseases 

that are associated with genetic causes, such as Parkinson’s disease, cerebrovascular 

With increasing age come increasing chal-
lenges for older adults: Friends pass away 
and children move to distant cities, poten-
tially creating an environment that can lead 
to loneliness and depression.
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disease, and Alzheimer’s disease. For those with late-onset depression, symptoms of 

mood disorders sometimes precede diagnosis of the medical condition by months or 

years (McMahon).

Researchers are examining the role of specific genetic factors in the emergence 

of late-life depression. Some studies have shown a correlation between a gene, the apo-

lipoprotein (APOE) e4 allele, and late-life depression (Zubenko et al., 1996) although 

the finding has not always been replicated. We also need to remember that this corre-

lation (between the gene and depression) may merely reflect an underlying and stron-

ger association between APOE4 and dementia (see the section “Dementia”) (Plassman 

& Steffens, 2004). That is, the gene may be related to the onset of dementia, and the 

mood disorder may result from the dementia, not the effects of the gene.

Aging is associated with both personal and environmental challenges, and unique 

environmental stressors may influence the onset of depression among older adults. A 

number of stressors, for example, often accompany retirement and/or a loved one’s 

death. These secondary effects include an increased sense of loss, decreased social sta-

tus, and reduced income. Physical activity is beneficial for mild to moderate levels of 

depression, but older adults may face limitations in physical activity. However, their 

increased maturity and life experience may better equip them to handle challenging 

life events.

Biological and environmental factors likely interact to contribute to the onset of 

late-life depression. A life-span developmental diathesis-stress model considers the 

role of biological predispositions (biological variables that carry increased risk for depres-

sion such as genetics, medical disease, etc.), stressful life events (typically those that are 

unique to older people), and personal protective factors (e.g., maturity and previous life 

experiences) that reduce the potential negative impact of biological and environmental 

risk factors (Gatz, 2000). In this model, the impact of biological 

and personal protective factors increases with advancing age while 

the impact of stressful events remains constant. (See Figure 13.3.)

Psychological Theories   Psychological theories of depression 

etiology also apply to older adults. Recall Max, the aging fisher-

man who could no longer go out on a boat to fish but found alter-

native ways to enjoy his hobby. Without such alternatives, loss of 

pleasant activities and environmental reinforcement could lead to 

depression-related avoidance and withdrawal behaviors. Older 

adults also experience learned helplessness; they often feel a loss of 

control over their environments and suffer from erroneous think-

ing that is common in depression. Look for etiological factors that 

may contribute to Walter’s depression:

Walter (age 87) and his wife Caitlin (age 85) recently moved to an 

assisted living facility. The responsibilities of keeping up their house 

had become too much for them. Cleaning the house, mowing the lawn, and doing small 

repairs were no longer easy chores. Running errands had even become difficult given 

the limitations in Walter’s vision that resulted from eye disease. Although Walter and 

Caitlin hated to move from the house and neighborhood where they had lived for more 

than 50 years, their children convinced them that moving into a smaller place where they 

would have day-to-day help was better. After the move, though, Walter never seemed to 

regain his strength. He began to feel tired most of the time, and his energy and interest 

in socializing decreased. He played cards with other residents occasionally, and he went 

life-span developmental diathesis-stress 
model a model that considers the role of 
biological predispositions, stressful life events, 
and personal protective factors in the etiology 
of depression
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This model suggests that advanced age 
increases the influence of biological variables 
(e.g., genetics, medical diseases) and per-
sonal protective factors (e.g., maturity, life 
experience) on stress. In this model, however, 
the impact of stressful life events remains 
constant across the life span.



C H A P T E R  1 3484

out to lunch when his daughter came to visit. But he missed his old neighborhood and 

church friends. He was able to attend church services only occasionally when someone 

came to get him, and he just didn’t enjoy it the way he used to. He felt old and not very 

useful. His spirits perked up when his grandchildren come to see him, but they never 

stayed very long, and he had trouble hearing them because they talked too fast. Caitlin 

became concerned when he started to lose weight and just didn’t seem hungry most of 

the time. Walter also never slept very well any more except when he took sleeping pills. 

He often felt that he was just waiting to die.

Treatment of Depression in Older Patients  Because depression can accompany so 

many medical diseases, treatment must begin with a physical evaluation to rule out any 

medical causes, such as thyroid abnormalities, anemia, or diabetes. Once a diagnosis of 

depression is established, treatment options include pharmacological and psychologi-

cal interventions (see Research Hot Topic—Translating Research in Geropsychology 

to the Real World).

Medications used to treat depression in younger adults (see Chapter 6) are also 

effective with older patients (Alexopoulos, 2004; Blazer et al., 2009; Shanmugham 

et al., 2005). Approximately 60% of older adults with depression improve with phar-

macological treatment, which is significantly higher than the 30% who respond to pla-

cebo (Schneider, 1996). Age-related changes in the body’s metabolism increase older 

adults’ sensitivity to medication both in terms of positive response and side effects. As 

a result, doses are typically increased more slowly and the dosage necessary for a posi-

tive response is lower than for younger adults (Blazer et al.). Electroconvulsive therapy 

(ECT) is used infrequently but is valuable for patients who have such severe symptoms 

that they cannot wait for the medication to have an effect or for those who fail to 

respond to alternative treatments.

Lithium is used as a treatment for bipolar disorder, but doses for elderly patients 

are typically one-half to two-thirds of those used in younger patients (Alexopoulos, 

2004). Because lithium can worsen cognitive impairment and create delirium (a syn-

drome described in more detail later), it must be used carefully (Young, 2005). ECT is 

also highly effective for mania with up to 80% improvement reported (Alexopoulos).

Psychological treatments also are efficacious for late-life depression (Mackin 

& Areán, 2005). The greatest amount of empirical support exists for behavioral and 

cognitive-behavioral therapy (CBT). CBT is consistently superior to wait-list or placebo 

control conditions, and some evidence indicates that it is better for older adults than are 

alternative psychological approaches. A variation of CBT called problem-solving therapy

is useful for older adults with dysthymia or minor depression, common conditions in 

older age groups (Mackin & Areán), and even when patients are experiencing executive 

dysfunction (Areán et al., 2010). Other psychological treatments that appear benefi-

cial for late-life depression are interpersonal therapy and brief psychodynamic therapy 

(see Chapter 6). Reminiscence therapy, used more uniquely with older adults, focuses on 

patients’ recall of significant past events and how they managed distress. Reminiscence 

therapy may reduce late-life depression, although effects are not as strong as those for 

CBT and we do not know exactly how this treatment works (Gum & Areán, 2004).

ANXIETY

As with depression, the diagnostic criteria for anxiety disorders are consistent across 

the life span (see Chapter 4), but important differences exist in the nature of anxi-

ety and worry among older adults. These differences include developmental/life cycle 
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issues, attitudes about mental health problems, cohort differences (differences that occur 

because people are born in different generations), and the presence of medical disor-

ders that can complicate differential diagnosis.

With respect to life-span issues, worries reported by older people reflect the prob-

lems that arise in later stages of life. For example, older people tend to worry more about 

health and less about work relative to younger and middle-age adults. Older adults often 

worry about stressful life transitions (e.g., retirement, widowhood), added caregiving 

responsibilities (when spouses or aging parents require significant assistance), and eco-

nomic and legal issues associated with reduced income, increased health care costs, and 

end-of-life planning (APA, 2003). Other potentially stressful events include changes in 

physical health, vision, hearing, sleep, continence, energy levels, memory, and increased 

disability (Brenes et al., 2005; Lenze et al., 2001). Anxiety can result from these physical 

changes or may contribute to worsening physical symptoms and lead to poorer physical 

health, sleep disruption, and memory problems.

Older adults use fewer psychological terms to describe anxiety (e.g., shame, 

guilt) (Kogan et al., 2000; Lawton et al., 1993) and prefer words such as “fret” or “con-

cern” to describe worry or anxiety (Stanley & Novy, 2000) possibly because they are 

uncomfortable with more psychologically oriented terms. Older adults also emphasize 

We now know much about the treatment of depression and 
other mental health problems among older adults based 

on controlled clinical trials conducted in academic clinical set-
tings (medical school psychiatry clinics, university psychology 
clinics, etc.). Patients who participate in those studies, however, 
are often not representative of older adults in the “real world.” 
They are often healthier, better educated, and mostly white, 
calling into question how the study’s outcome relates to more 
diverse groups of older adults. Furthermore, many older people 
never seek mental health services from specialized psychiatry, 
psychology, or other mental health settings. More often, they 
are treated by their primary care physicians, who often do not 
recognize depression, anxiety, or other psychological problems. 
Still other older people are too fragile and unhealthy even to 
get to a medical clinic, and either receive no care or obtain 
home health care through a community-based agency, which 
again can overlook psychological problems. Even when depres-
sion or other mental health problems are recognized in these 
more nontraditional mental health settings, care is often inad-
equate or substandard relative to evidence-based standards. 
Current priorities for federal research funding, therefore, focus 
on developing strategies to test evidence-based practices in 

more real-world settings (e.g., primary care, community-based 
home health care) and to increase the accessibility of mental 
health services in the context of other ongoing care.

A number of large clinical trials have recently addressed 
these issues. Two particularly noteworthy studies, Project 
IMPACT (Improving Mood: Promoting Access for Collaborative 
Treatment) and Project PEARLS (Program to Encourage Active, 
Rewarding Lives for Seniors), show that evidence-based 
interventions are effective in community practice settings. 
(Ciechanowski et al., 2004; Unutzer et al., 2002). In Project 
IMPACT, problem-solving therapy and pharmacotherapy for 
depression delivered by trained professionals were effective for 
older adults in primary care with no differences in outcomes for 
African Americans and Latinos (Areán et al., 2005). The PEARLS 
project established the effectiveness of home-based problem-
solving therapy for dysthymia and minor depression, again 
delivered by trained professionals. Similar studies have exam-
ined the utility of evidence-based treatments for late-life anxiety 
in primary care (Stanley et al., 2009), and programs are being 
developed to test treatments in underserved, minority commu-
nities where people may have difficulty getting appropriate care 
(Dobransky-Fasiska et al., 2010).

research HOT topic

In addition to depressive disorders, anxiety 
and worry are common psychological symp-
toms among older people who may have 
health problems, disabilities, caregiving 
responsibilities, reduced income, or other 
sources of concern.
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physical symptoms (Lenze et al., 2005); this makes recognition of anxiety disorders 

particularly difficult when medical illnesses are present. Many medical problems have 

physical symptoms that are common in anxiety (e.g., shortness of breath, chest pain, 

muscle pain or stiffness, gastrointestinal distress), and many medications produce 

anxiety-related side effects. For example, some drugs for high blood pressure can cre-

ate heart rate abnormalities, and bronchodilators that treat breathing disturbance can 

create nervousness, trembling, and increased heart rate.

Anxiety overlaps significantly with depression among people of all ages, but this 

overlap is even more common among older adults (Beekman et al., 2000; Lenze et al., 

2000; van Balkom et al., 2000). In most cases when overlap exists, symptoms of anxi-

ety are present before symptoms of depression emerge (Lenze et al.; Schoevers et al., 

2005; Wetherell et al., 2001), suggesting that early treatment of anxiety may prevent 

depression, at least in some cases.

Prevalence and Impact   Although anxiety disorders receive less attention than 

depression, they are among the most common and significant mental health problems 

affecting older adults. As many as 11.6% of older adults suffer from some kind of anxi-

ety disorder (Byers et al., 2010). Although the prevalence of anxiety disorders is lower 

among older adults than younger adults (Wolitzky-Taylor et al., 2010), anxiety disor-

ders are more common than depression among older adults (Byers et al.; Kessler et al., 

2005). As with depression, anxiety is more common among older patients in medical 

settings than those in other settings (Kunik et al., 2005; Tolin et al., 2005), and preva-

lence is high among older adults with cognitive impairment (Seignourel et al., 2008).

Among the anxiety disorders, specific phobias and generalized anxiety disorder 

(GAD) are most common in late life (Wolitzky-Taylor et al., 2010) although post-

traumatic stress disorder (PSTD) also exists among older adults with histories of war 

trauma, experiences with natural disasters, or assault (Averill & Beck, 2000). Most 

research has focused on GAD, which occurs in as much as 7% of the general popula-

tion (Wolitzky-Taylor et al.) and 11% of patients in medical clinics (Tolin et al., 2005). 

Clinically significant anxiety that does not meet diagnostic criteria is even more common 

(20–40%) (Brenes et al., 2005; Kunik et al., 2003; Mehta et al., 2003; Wittchen et al., 

2002). Available figures may underestimate its true prevalence because anxiety can be 

difficult to recognize, particularly in medical settings (Stanley et al., 2001). GAD may be 

the most difficult anxiety disorder to diagnose because its physical symptoms (sleep dis-

turbance, fatigue, restlessness, difficulty concentrating) overlap the most with symptoms 

of normal aging, medical conditions, and medications that are common in later life.

Anxiety in older adults is associated with less physical activity and poorer func-

tioning, more negative perceptions of health, decreased life satisfaction, and more 

loneliness (Cully et al., 2006; De Beurs et al., 1999; Kim et al., 2000). Older adults 

with anxiety have more physical disabilities (Brenes et al., 2005; Lenze et al., 2001) 

and poorer quality of life (Porensky et al., 2009; Wetherell et al., 2004) than those 

who do not experience it. They also use more health care services (Porensky et al.; 

Stanley et al., 2001) and are more dependent on others to function (Naik et al., 2004). 

Anxiety in later life increases the risk of death (Brenes et al., 2007; van Hout et al., 

2004). As in other age groups, anxiety disorders are associated with significant distress 

and impaired functioning.

Sex, Race, and Ethnicity  As with younger adults, anxiety disorders are more com-

mon among older women (Wolitzky-Taylor et al., 2010) although women have longer 
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life expectancies, and some studies have not considered this factor when determining 

prevalence. Furthermore, not all community data indicate that sex is a significant risk 

factor for anxiety in later life (Ford et al., 2007). Thus, it is unclear whether the dif-

ferences in the prevalence of anxiety disorders are accurate or merely reflect the higher 

number of women in the older population.

The prevalence of late-life anxiety disorders differs based on race and ethnicity 

although many studies do not include sufficient numbers of ethnic minority patients 

to establish firm conclusions. Available data, however, suggest that GAD is more 

common among older African American women (3.7%), followed by non-African 

American women (2.7%), non-African American men (0.7%), and African American 

men (0.3%; Blazer et al., 1991). GAD also occurs frequently among older Puerto 

Rican medical patients (11%; Tolin et al., 2005), and anxiety disorders in this popu-

lation are associated with increased depression, high levels of suicidality, poor self-

perceptions of health (e.g., a view of oneself as “sickly”), and increased use of health 

services (Diefenbach et al., 2004). Older African Americans with GAD report more 

somatic symptoms than whites (Kraus et al., 2005), and PTSD may be the most com-

mon anxiety disorder among African Americans (Ford et al., 2007).

Gloria was a 58-year-old Puerto Rican woman who attended a Hispanic women’s sup-

port group. During one meeting, she shared significant distress about her daughter, who 

was in a stormy dating relationship and moving away from family values in her behavior. 

Gloria was very upset with the way things were going. After the topic of group discussion 

changed, she fell on the floor and began shaking violently as if she were having a seizure. 

However, her face wasn’t turning blue, she didn’t lose bowel or bladder control, and she 

wasn’t biting her tongue. The group leader was unable to console Gloria or decrease her 

symptoms. The ambulance was called to take her to the ER.

Culture-bound syndromes (see Chapter 4) also occur among older adults. They 

may be more common among older people due to lower education, less assimilation 

to the majority culture, and higher rates of foreign-born adults (Sakauye, 2004). In 

one study, ataque de nervios, which Gloria experienced, was reported by 26% of older 

Puerto Rican primary care patients. Ataques in this sample were associated with both 

anxiety and depressive disorders, particularly GAD and major depression, and they 

were characterized by anger, anxiety, dissociation, yelling or screaming, losing control, 

and seeking medical attention (Tolin et al., 2007).

Etiology of Anxiety in Later Life  Most anxiety disorders have their onset in child-

hood and young adulthood (Chapter 4); very few cases develop in later life (Kessler 

et al., 2005). The onset of GAD, however, can be either early or later in life (Beck & 

Averill, 2004; Stanley, 2003). Many older adults report long-term or lifetime symp-

toms of anxiety; others indicate a more recent onset. In the latter cases, stressful life 

events (financial stress, increased physical disability, loss of social support, etc.) may 

play a unique role (Ganzini et al., 1990). Some studies suggest no differences in clini-

cal symptoms related to age of onset (Beck et al., 1996), but other data indicate more 

severe symptoms among patients with earlier onset and more serious functional limi-

tations due to physical problems among those with later onset (Le Roux et al., 2005). 

PTSD also can begin in later life following traumatic experiences (e.g., natural disas-

ter, assault, etc.) (Wolitzky-Taylor et al., 2010).

Certainly, the biological and psychological theories reviewed in Chapter 4 are rele-

vant particularly for older people who have suffered from anxiety since their younger years. 
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Although little research has specifically addressed the etiology of anxiety in older adults, 

a recent large twin study demonstrated that approximately 25% of the variance in liability 

for GAD among older adults (ages 55 to 74) resulted from genetic factors (Mackintosh 

et al., 2006). Diathesis-stress hypotheses proposed for late-life depression are also relevant 

for anxiety for the same reason; biologically inherited vulnerability factors and stressful life 

experiences probably interact to create these disorders.

Biological factors in late-onset anxiety disorders require serious consideration 

because anxiety symptoms overlap with those of various medical diseases. Anxiety 

may be a psychological response to medical illness (Flint, 2004), a part of the medical 

picture, or a separate psychological syndrome. Consider chronic obstructive pulmo-

nary disease (COPD), a common lung disease in later life with symptoms including 

shortness of breath and catastrophic thoughts about physical symptoms. These same 

symptoms are also characteristic of panic disorder. COPD-related symptoms may pre-

cipitate anxiety syndromes in chronically ill people who worry excessively about medi-

cal symptoms and associated difficulties.

Curtis had severe COPD that required oxygen therapy 24 hours a day. He was concerned 

about his medical condition whenever he went on an outing with his family. Even mild 

might not be able to breathe and that he might die. As he became more worried, his 

breathing worsened and he sometimes experienced dizziness, sweating, and shakiness. 

Doctors told Curtis and his family that not all of these symptoms would be expected 

based on his COPD and current treatments, but Curtis worried that the doctors might be 

missing something. He also began to feel concerned that he was slowing his family down 

when they were out, and he chose to stay home alone more often. As a result, Curtis felt 

depressed and even more anxious about going out.

Treatment of Anxiety in Older Patients  As with depression, ruling out physi-

cal illnesses that may be producing anxiety-like symptoms is necessary. If an anxiety 

disorder exists, treatments for older adults are similar to those used for younger people 

with most research examining pharmacological and psychosocial (primarily cognitive 

behavioral) treatments.

Because older adults often seek help for mental health problems in a medical set-

ting, most treatment for anxiety involves the use of medication. Among older adults, 

benzodiazepines are prescribed most frequently; they are given to as many as 43% 

of patients with persistent anxiety (Schuurmans et al., 2005). Although some 

data indicate that these medications are superior to placebo (Frattola et al., 

1992), benzodiazepines can create serious side effects for older adults including 

memory problems and the slowing of motor behaviors. Because these effects 

can lead to negative consequences, such as decreased ability to drive safely, 

increased risk of hip fractures due to falls, and significant memory problems, 

alternative medications are preferred.

Antidepressants, such as selective serotonin reuptake inhibitors 

(SSRIs), are effective for older adults with anxiety disorders (Katz et al., 

2002; Lenze et al., 2009; Schuurmans et al., 2006). These medications have 

fewer side effects than benzodiazepines and are recommended as the first-

line pharmacological treatment. Even antidepressants have side effects, 

however, and older patients often prefer psychosocial treatment over phar-

macotherapy when they have a choice (Gum et al., 2004; van Hout et al., 2004; 

Wetherell et al., 2004).

Cognitive-behavioral group therapy is effec-
tive for older adults with mood or anxiety 
disorders.
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Most studies of psychological treatments have examined cognitive-behavioral 

therapy (CBT), which is considered to be well suited for older patients because it is 

time limited, directive, and collaborative (Zeiss & Steffens, 1996). CBT is efficacious 

for patients with GAD (Nordhus & Pallesen, 2003; Stanley et al., 2009) but fewer 

older adults respond positively to CBT compared with younger patients (Wetherell 

et al., 2005). Modifying the treatment (slowing the pace, using different learning 

strategies to teach skills, etc.) may be necessary for older patients. CBT also appears 

useful for other anxiety disorders (panic disorder, social phobia) (Barrowclough et al., 

2001; Schuurmans et al., 2006; Thorp et al., 2009).

concept CHECK

� Approximately 4% of older adults meet the criteria for major depression and another 

4% for dysthymia; as many as 25% have depressive symptoms that create significant 

distress.

� Older white men are at highest risk for completing suicide.

� Medication and psychological treatments are effective for depression and anxiety in 

older adults.

� Older adults often describe anxiety differently than younger adults by using fewer psy-

chological terms and putting more emphasis on physical symptoms.

� The most prevalent anxiety disorders in older adults are GAD and specific phobias.

CRITICAL THINKING QUESTION Why do depression and anxiety often remain undiagnosed 

and/or untreated in older adults? And why do you think that most older adults prefer 

therapy over medication for treating anxiety or depression?

Substance Abuse and Psychosis 
in Later Life
When most people think of older adults with psychological problems, they may not 

picture an older man who goes to bed drunk at night or a woman who has paranoid 

delusions. Yet older people suffer from substance abuse problems and psychotic dis-

orders just as some younger people do. As with depression and anxiety, less is known 

about these disorders among older people than among younger adults. Nevertheless, 

substance use and psychotic symptoms can affect the quality of life and functioning of 

older people, and research is beginning to address the unique nature, causes, and treat-

ment of these problems.

SUBSTANCE ABUSE

Harold was a 72-year-old divorced man who always enjoyed social events. He could have 

a few drinks, smoke a few cigarettes, enjoy his friends, and wake up feeling fine the next 

day. Even as he got older, he could “hold his own” at a party. One night when he was 

driving home from a gathering, he swerved to miss a car that he thought was too close 

to the line and ran off the road. His car suffered some damage, and he hurt his back and 

neck. The doctor gave him some pain medication, which made things much easier. He 

He was sure there would be nothing wrong with adding one pill a day. When he started to 
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sometimes added a beer. That made it even easier to relax. Before long, Harold couldn’t 

get to sleep without the tranquilizer, a double dose of pain medication, and a beer.

Alcohol and other substance abuse disorders are underappreciated problems for 

older adults. Overuse of alcohol, misuse of prescription medications (e.g., benzodi-

azepines, sedatives, narcotic painkillers), and tobacco abuse are the most common 

problems (Atkinson, 2004; Lin et al., 2010). Although the diagnostic criteria are the 

same as for younger adults (see Chapter 9), the symptoms are not always consistent. 

Among older people, alcohol abuse is less often associated with antisocial behavior, 

legal problems, unemployment, and low socioeconomic status than among younger 

adults. Instead, problematic substance use in older adults may be recognized only as 

the individuals increasingly depend on others (who then have more opportunity to 

observe patterns of use) and/or as substance use affects medical illnesses and their 

treatment (Blazer, 2004) or patient safety (car accidents, falls, etc.).

The National Institute on Alcohol Abuse and Alcoholism (NIAAA) recom-

mends that adults age 65 and over have no more than 1 drink per day, or 7 drinks 

per week (Oslin, 2004) with no more than 2 drinks on any one occasion (Oslin & 

Mavandadi, 2009). However, as with younger adults, alcohol abuse in late life is 

defined not simply by the number of drinks but also by use that has adverse conse-

quences (medical, social, or psychological) and that negatively impacts functioning. 

Determining adverse consequences may be challenging because older adults may have 

fewer obligations outside the home and fewer social contacts.

Bill reported drinking five glasses of wine each evening, but he drank at home and did 

not drive. He also no longer had to get up early in the morning to get to work. Therefore, 

he denied any problems due to alcohol use.

Is Bill abusing alcohol?

Similarly, overuse of prescription drugs may develop gradually and go unrecog-

nized. Patients may be prescribed medications by multiple physicians who are unaware 

of other medications the patients may be taking. Many older adults tend to take less 

medication than they are prescribed. However, patients who are more passive and 

compliant may take multiple medications without questioning their potential overlap 
Alcohol, prescription medications, and 
tobacco are the substances most commonly 
abused by older adults.
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(Blazer, 2004). Over-the-counter medications can complicate drug interactions even 

further. In many cases, prescription abuse among older adults is noticed only when 

signs of toxicity or withdrawal occur.

Prevalence and Impact Tobacco is the most commonly abused substance in older 

adults although the prevalence of tobacco dependence is lower than among younger 

people. Nevertheless, more than 17.1 million adults over the age of 50 reported smok-

ing within the previous month (National Survey on Drug Use and Health: Substance 

use among older adults: update, 2006). The serious negative health consequences 

of smoking are well known (cancer, heart disease, COPD, osteoporosis, etc.), and 

tobacco use disorders account for more disability and mortality among older adults 

than all other substance use disorders combined (Atkinson, 2004).

In the United States, prevalence estimates for alcohol abuse and dependence 

among older adults range from 1.9 to 4.6% for men and 0.1 to 0.7% for women 

(Atkinson, 2004; Myers et al., 1984; Grant et al., 2004). These estimates are lower 

than those for younger adults although many cases in older patients go unrecog-

nized. The prevalence is also likely to rise as baby boomers age (Patterson & Jeste, 

1999). Many older adults (50–70%) report that they do not drink alcohol (Oslin & 

Mavandadi, 2009). In some cases, abstinence has been lifelong; for other people, 

abstinence followed the onset of an illness. If older adults who decide to abstain from 

alcohol have a prior history of alcohol abuse, they may be at risk for future problematic 

drinking during periods of stress.

Risky drinking (excessive alcohol use that may not meet diagnostic criteria for sub-

stance abuse) occurs more frequently than alcohol abuse, perhaps affecting as many as 

15% of men and 12% of women (Blazer, 2004). Approximately one third of older adults 

with alcohol use problems develop the disorder in later life, but many of these individu-

als may have been risky drinkers in their earlier years. When the disorder begins later in 

life, symptoms are typically milder and more circumscribed, and less family history is 

reported. Late onset occurs more often among women (Atkinson, 2004).

Admitted drug abuse is rare among older adults, with prevalence estimates near 

0% (Atkinson, 2004; Oslin & Mavandadi, 2009). However, older people take 25% 

of the medications consumed in the United States (Blazer, 2004) and are particularly 

likely to be prescribed benzodiazepines. As many as 15% of older people at any one 

time have such a prescription (Atkinson, 2004). Although there is little misuse, physi-

cal and psychological dependence can result from long-term use (4 to 12 months). 

When these drugs are used for chronic insomnia, tolerance may be particularly prob-

lematic although most surveys of substance use do not consider this type of depen-

dence.

Despite low rates of abuse, alcohol and other substances can have significant 

detrimental effects. Of particular concern are age-related physical changes (decreased 

lean body mass and total body water related to total fat, increased central nervous sys-

tem sensitivity, etc.) that decrease the body’s ability to metabolize (break down) drugs. 

This age-related decline increases the potential for side effects and toxicity from alco-

hol and other substances. The same amount of alcohol, for example, produces higher 

blood alcohol levels and more impaired performance in older adults than it does in 

younger people (Atkinson, 2004; Oslin & Mavandadi, 2009). Therefore, continuing 

to drink the same amount of alcohol can lead to increased problems of abuse as a per-

son ages. Excessive alcohol use can result in falls and other accidents, decreased sexual 

interest and impotence, medical problems, and increased risk of delirium, dementia, 
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dehydration, and gait problems (Oslin, 2004). In addition, abuse increases the risk of 

problematic drug interactions (Oslin) and can interfere with the treatment of chronic 

medical problems, such as hypertension and diabetes.

Sex, Race, and Ethnicity Older men use alcohol at twice the rate of women, and 

they are as many as six times more likely to be problem drinkers. These differences are 

consistent across various ethnic and racial groups (Atkinson, 2004). Women, however, 

are at higher risk for negative consequences because they do not metabolize alcohol 

as quickly as men do and need less alcohol to suffer the intoxicating effects (Epstein 

et al., 2007). Illicit drug use is more common in older men, but women use more 

prescription medication for nonmedical reasons (National Survey on Drug Use and 

Health: Substance use among older adults: 2002 & 2003, update, 2006).

Some studies report a higher prevalence of substance disorders and use among 

whites compared with African Americans (Ruchlin, 1997) or Hispanics (National 

Survey on Drug Use and Health: 2002 & 2003, update 2006). Prevalence of alco-

hol and drug use among community dwelling older African Americans is low (less 

than 1%; Ford et al., 2007). Drinking is uncommon among older Chinese Americans 

(Kirchner et al., 2007). Non-Hispanic African Americans (23%) smoke more ciga-

rettes than non-Hispanic whites and Hispanics (National Survey on Drug Use and 

Health: Substance use among older adults: update, 2006).

Etiology Theories regarding the development of alcohol and substance use disorders 

in younger adults also apply to older patients, particularly when the disorder started 

early in life. Across the life span, some people have a steady use pattern whereas others 

use alcohol and substances more progressively or variably. When the onset of abuse 

occurs later in life, there is less evidence that genetic factors are operative, but there is 

often a personal history of habitual use and/or risky drinking (Atkinson, 2004; Blazer, 

2004). Vulnerability to abuse also increases with medical frailty and the need for mul-

tiple medications. Likewise, benzodiazepine overuse increases when patients have a 

history of alcohol abuse or dependence.

Treatment of Substance Abuse Most of the research on treating substance 

abuse in older adults focuses on risky or problematic drinking (Oslin, 2004; Oslin 

& Mavandadi, 2009). Treatment is aimed at both prevention and early intervention. 

Brief alcohol counseling (BAC) may reduce at-risk drinking and prevent more extensive 

alcohol-related difficulties (U.S. Preventive Services Task Force, 2004). BAC typically 

provides family support and education including direct feedback about problematic 

drinking and specific advice about reducing alcohol use. Behavioral self-control proce-

dures (e.g., keeping a drinking diary, behavioral contracting) are also sometimes used. 

In primary care settings, BAC (using either one or four brief patient contacts) has had 

positive results for at-risk drinking in older adults (Fleming et al., 1999; Moore et al., 

2011; Oslin, 2005).

For older adults with diagnosed alcohol or substance abuse rather than risky 

drinking, treatment outcomes are comparable across age groups when older and 

younger adults are treated together (Atkinson & Misra, 2002). Older patients, how-

ever, tend to be more adherent to treatment recommendations (Oslin et al., 2002) 

and have better outcomes when treatment is age specific (Kashner et al., 1992). Age-

specific treatment may foster better peer relationships and longer retention in treat-

ment, which may enhance treatment outcomes (Atkinson, 2004).
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Medications such as naltrexone (see Chapter 9) are safe and beneficial for the 

treatment of late-life alcohol abuse (Oslin et al., 1997). Another drug, disulfiram 

(Antabuse), is commonly used to prevent drinking in younger adults. However, this 

drug can be dangerous for older patients if they drink while taking the medication 

(Atkinson, 2004). Antidepressant medication can be useful for reducing drinking if 

patients experience depression along with alcohol abuse.

Benzodiazepine dependence is usually treated by gradual discontinuation of the 

drug. However, the outcome is poor if the drug has been used for a long time. When 

treatment is successful, it improves cognitive functioning and reduces anxiety, depres-

sion, and insomnia symptoms. Some symptoms may remain, and older adults are at 

increased risk for return usage (Atkinson, 2004). Finally, smoking cessation treat-

ments that are efficacious for younger adults (e.g., brief interventions in primary care, 

transdermal nicotine patch therapy) also are efficacious for older patients (Atkinson).

PSYCHOSIS

Older adults, like those who are younger, can experience some of the most severe 

psychological disorders, the psychoses. In many cases, the diagnostic categories used 

to describe these disorders are the same for older and younger adults (see Chapter 10). 

We focus here on different characterizations of schizophrenia that are used to describe 

subgroups of older patients and on psychotic symptoms that arise in the context of 

Alzheimer’s disease and other forms of dementia.

In 80% of older adults with schizophrenia, the onset occurs in young adulthood 

and continues into older age ( Jeste et al., 2004). For 60% of these adults, the disorder 

is relatively stable over their lifetimes. Another 20% experience worsening of symp-

toms, and 20%, such as John Nash (see Chapter 10), show symptom improvement 

and even remission in later life. Generally, the symptoms are the same for older and 

younger adults with one exception. As adults with schizophrenia age, cognitive perfor-

mance deteriorates, but the rate of decline is no different than among adults without 

schizophrenia (Eyler Zorrilla et al., 2000).

When the disorder begins late in life, a unique pattern of related symptoms 

develops (Howard et al., 2000). Late-onset schizophrenia first appears after age 40. 

Many characteristic risk factors (family history, genetic risk, and childhood maladjust-

ment) are similar to earlier onset ( Jeste et al., 2004, 2009), but people with late-life 

schizophrenia have a higher prevalence of the paranoid subtype and more auditory 

hallucinations. They also have fewer negative symptoms and less impaired cognitive 

skills (e.g., learning, ability to abstract, and flexibility in thinking). When the disorder 

begins later in life, patients report higher premorbid functioning (better functioning 

before the disorder started) and more successful occupational and marital histories 

( Jeste et al., 2004).

Very-late-onset schizophrenia-like psychosis is a heterogeneous category that 

develops after age 65. In the very-late-onset subgroup, psychotic symptoms result from 

a stroke, tumor, or other neurodegenerative change. Because these symptoms occur 

after a period of normal neurobiological development, very-late-onset schizophrenia 

differs from all other forms of schizophrenia, which are considered neurodevelopmental

(e.g., Jeste et al., 2004; see Chapter 10). Very-late-onset schizophrenia-like psychosis 

is associated with less genetic susceptibility, less evidence of childhood maladjustment, 

and fewer negative symptoms ( Jeste et al., 2004, 2009).

Approximately 30 to 50% of patients with Alzheimer’s disease develop psychotic 

symptoms ( Jeste & Finkel, 2000), usually 3 to 4 years after the Alzheimer’s diagnosis.

late-onset schizophrenia the schizophrenia 
that first appears after age 40

very-late-onset schizophrenia-like 
psychosis a schizophrenic-like disorder but 
with symptoms that do not include deteriora-
tion in social and personal functioning

Schizophrenia in older adults is usually a con-
tinuation of a disease process that began at 
an earlier age. It is unusual, but not impossi-
ble, for schizophrenia to begin at older ages.
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The psychotic symptoms are very different from those in late-life schizophrenia ( Jeste

& Finkel). In psychosis that occurs with Alzheimer’s disease, patients more often 

report simple and concrete delusions.

Betty repeatedly told her daughter that the man across the hall in her assisted living com-

munity was stealing from her. She was certain that he came into her room when she was 

sleeping and took her things.

Misidentification of a caregiver also is common.

Grace regularly referred to her daughter, with whom she lived, as “that woman who lives 

here and cleans the house.”

Auditory hallucinations are rare, but visual hallucinations are more common.

When she was awake in the middle of the night, Hazel frequently looked out her window 

and saw fires burning and children dying, but no one would come to help.

A past history of psychosis is rare in patients who develop psychotic symptoms during 

the course of dementia, and these symptoms often remit during later stages. Compared 

with dementia patients without psychosis, patients with both disorders show increased 

aggressive behavior, wandering, agitation, family problems, and lack of self-care ( Jeste

et al., 2004).

Prevalence and Impact Schizophrenia occurs in 0.6% of people age 45 to 64 and in 

0.1 to 0.5% of people age 65 and older ( Jeste et al., 2004). As many as 29% of patients 

with schizophrenia report onset after age 40, and up to 12% report onset of symptoms 

after age 60 ( Jeste et al.). Psychotic symptoms are more common among patients who 

are hospitalized or living in nursing homes. Schizophrenia in later life is tremendously 

debilitating, significantly impacting functioning, quality of life, health care use and 

costs, and mortality (Van Critters et al., 2005). Poor functioning is associated with 

worse cognitive performance, little education, and severe negative symptoms (Evans 

et al., 2003).

Sex, Race, and Ethnicity Late-onset schizophrenia is more common among women 

but begins at an earlier age for men ( Jeste et al., 2004, 2009). Neuroendocrine changes, 

increased longevity of women, and differential psychosocial stressors may explain these 

sex-related differences. Estrogen, for example, may serve as an endogenous antipsychotic

(a naturally occurring substance that functions in the same way as an antipsychotic 

medication). In this instance, until menopause, estrogen may prevent psychotic symp-

toms in women who are biologically at risk for schizophrenia (Seeman, 1996).

As noted in Chapter 10, the symptoms of psychosis and schizophrenia are com-

mon across racial and ethnic groups of younger adults although the higher prevalence 

of schizophrenia diagnoses among African Americans is well documented. Likewise, 

psychosis and inaccurate diagnoses of schizophrenia are more common among African 

American older adults (Faison & Armstrong, 2003). Contributing factors include cli-

nician bias, lack of culturally appropriate assessment instruments, and misinterpreta-

tion of psychotic symptoms.

Spirituality and witchcraft are often used to explain these unusual symptoms 

among African American, Hispanic, and Native American populations (Sakauye, 

2004). Hallucinations with religious content actually may represent normal religious 

experience in some cultures (Faison & Armstrong, 2003), and thoughts that might be 
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classified as paranoid for some patients actually may represent “healthy” or “normal” 

reactions to discrimination-related trauma or immigration experiences. Finally, herbal 

medications used in some cultures can cause psychotic symptoms when combined 

with some antidepressant or antipsychotic medications.

Etiology Late-onset schizophrenia shares many possible etiological factors with 

schizophrenia that begins earlier in life. Genetic factors may play a role in late-onset 

schizophrenia ( Jeste et al., 2004). Brain abnormalities are similar to those in patients 

with earlier onset including enlarged ventricles, increased density of dopamine recep-

tors, and reduced size of the superior temporal gyrus (see Chapter 10). People with 

late-onset schizophrenia have better premorbid social functioning than those who 

develop it earlier, but their social adjustment is poorer and they display more eccentric 

behavior than those with earlier onset ( Jeste et al.).

Some etiological factors, such as hypothesized differences in hormonal changes 

and psychosocial stressors, may produce later onset in women. In addition, late-onset 

schizophrenia is associated with deficits in hearing and vision. Although the exact 

nature of this relation is not clear, symptoms may arise from inadequate correction of 

these impairments, such as not getting the appropriate glasses ( Jeste et al., 2004).

As noted earlier, very-late-onset schizophrenia-like psychosis is generally asso-

ciated with neurological damage, such as a stroke or tumor. In these cases, there is 

no evidence of a direct genetic role although both genetic and environmental factors 

may contribute to medical conditions, such as stroke, that then produce psychotic 

symptoms. When psychosis occurs in people with Alzheimer’s disease, more severe 

cognitive impairment is present (see “Dementia”). Patients with both disorders have 

increased degeneration in the brain and levels of norepinephrine, decreased levels of 

serotonin, and other problems, such as tremors, muscle rigidity, and slowed move-

ment, as in Parkinson’s disease ( Jeste, 2004).

Treatment of Psychosis As with younger adults, the primary treatments for schizo-

phrenia for older adults include the typical and atypical antipsychotic medications. 

However, treatment response may differ across age groups. Physical and emotional 

differences in cognitive and social functioning, age-related changes in metabolism and 

neurotransmitter receptor sensitivity, medical illnesses, and use of other medications 

may affect response to antipsychotic medication. Little research has examined the effi-

cacy of antipsychotic medications specifically in older adults, but available data suggest 

modest improvements in a range of symptoms (Van Critters et al., 2005). The atypical 

antipsychotics produce better outcome and fewer side effects than do the typical 

antipsychotics. Because older adults show increased medication sensitivity and much 

higher rates of movement-related side effects (e.g., tardive dyskinesia; see Chapter 10), 

medication doses are typically 25% to 50% lower for them than for younger adults 

( Jeste et al., 2004).

When psychosis occurs in the context of Alzheimer’s disease or other dementias, 

antipsychotic medications produce modest effects with atypical variants performing 

best (Schneider et al., 2006; Weintraub & Katz, 2005). As age increases, medication 

dosage decreases. Because psychotic symptoms frequently remit in the later stages of 

dementia, long-term use of medications is often not necessary ( Jeste et al., 2004). 

Patients with dementia are particularly sensitive to medication side effects, and even 

the atypical antipsychotic medications can produce sedation, fluctuation in blood pres-

sure, and increased risk of mortality (Schneider et al., 2005).

20 40 60 80Birth

60+
�

When psychotic symptoms occur for the first 
time in older adults the cause is likely to be a 
stroke or a brain tumor.
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Only a small number of studies have tested the utility of psychological treat-

ments for schizophrenia in older adults, but skills training and CBT in various com-

binations have positive effects (e.g., Granholm et al., 2005; Jeste et al., 2009). These 

interventions help patients challenge their delusional beliefs and change behaviors 

related to medication noncompliance and health care management. Patients also learn 

social, communication, and life skills (e.g., organization and planning, financial man-

agement) aimed at improving overall functioning. Among patients with psychosis and 

dementia, family support and education are important as well as caregiver coping skills 

training and behavioral management of problematic behaviors, such as aggression 

toward caregivers.

concept CHECK

� Alcohol, prescription medications, and tobacco are the most commonly used sub-

stances among older people, but in this age group, problem drinking is more common 

than alcohol dependence.

� Brief alcohol counseling includes education about the effects of drinking, direct feed-

back about problematic drinking, and advice about reducing alcohol.

� Patients with late-onset schizophrenia have more frequent auditory hallucinations, fewer 

negative symptoms, less impaired cognitive skills, and better functioning earlier in life 

compared with others who do not suffer from it.

� Psychosis that occurs with dementia is uniquely defined by simple and concrete delu-

sions, misidentification of a caregiver, and visual hallucinations.

� Atypical antipsychotic medications are associated with increased risk of mortality in 

patients with psychosis and dementia.

� Nonmedication treatment can be helpful for older adults with schizophrenia.

CRITICAL THINKING QUESTION Why are alcohol and substance abuse such serious prob-

lems for older adults even though prevalence is lower among them than among younger 

people?

Cognitive Disorders
Dementia and other cognitive disorders (disorders of thinking) affect older adults 

more than the other syndromes discussed in this chapter. As older people live lon-

ger and the population of older people continues to increase, more and more people 

will suffer from these cognitive dysfunctions. Some level of cognitive decline (e.g., in 

memory, attention, speed of processing information) is associated with normal aging. 

However, delirium and dementia are two disorders that represent deficits in cognitive 

abilities that significantly affect older people.

DELIRIUM

Elizabeth was an 86-year-old widow with a diagnosis of dementia; her children became 

concerned when she started to lose interest in her usual activities. She was less alert and 

attentive than usual, cried more often, had little appetite, and wasn’t sleeping well. Her 

children worried that she was depressed. She also had many medical problems includ-

ing high blood pressure, chest pain, congestive heart failure, arthritis, cataracts, and 

“seizures” during which she seemed to go blank and mumbled. Her children believed 

delirium an alteration in consciousness that 
typically occurs in the context of a medical ill-
ness or after ingesting a substance

dementia a group of different syndromes 
characterized by persistent and multiple cog-
nitive difficulties that create significant impair-
ment in social or occupational functioning

learning objective 13.4
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that these problems were all controlled as well as possible with medications prescribed 

by her internist and various specialists. When the psychiatrist examined Elizabeth, she 

was cooperative and pleasant, but she cried occasionally, even when she wasn’t talking 

about anything sad. She was slow to respond, and her voice often trailed off and became 

inaudible. At these times, her words were jumbled. Her daughter reported that episodes 

like this were common and usually worse at night. The psychiatrist learned that Elizabeth 

was taking eight different medications. The rationale for each of these medications was 

reviewed, and the psychiatrist made a provisional diagnosis of medication-induced delir-

ium. Over the next 2 months, the physician discontinued the use of six of the medica-

tions, and many of Elizabeth’s symptoms improved.

The primary feature of delirium (see the box “DSM-IV-TR: Delirium”) is an altera-

tion in consciousness that typically occurs in the context of a medical illness or after 

ingesting a substance (such as a drug). Altered states of consciousness can range 

from decreased wakefulness and stupor (hypoactive type) to severe insomnia and 

hyperarousal (hyperactive type). The onset of delirium is sudden, typically within 

hours or days, but it can be slow and progressive among older adults (Raskind et al., 

2004). Symptoms of delirium can persist for months in older patients (Levkoff 

et al., 1992) in contrast to young adults in whom they typically disappear after only 

a short time.

Prevalence and Impact The prevalence of delirium among older hospitalized 

patients ranges from 14% to 56%, and delirium is common among older patients seen 

in the emergency room (30%) and those who have had surgery (15% to 53%; Fearing 

& Inouye, 2009) Over the past 10 years, prevalence estimates have been increas-

ing, perhaps as a result of briefer hospital stays that do not allow sufficient time for 

full recovery from surgery (Liptzin, 2004). People with dementia are at significantly 

increased risk of experiencing delirium (Fearing & Inouye). Delirium is associated 

with longer hospital stays for medical patients (Ely et al., 2001; Thomason et al., 

2005), increased health care costs (Franco et al., 2001), more complications follow-

ing surgery, poorer posthospitalization functioning, and increased risk of institutional 

placement (Liptzin).

DSM-IV-TR

Delirium

A.  Disturbance of consciousness (i.e., reduced clarity of awareness of the environ-
ment) with reduced ability to focus, sustain, or shift attention.

B.  A change in cognition (such as memory deficit, disorientation, language dis-
turbance) or the development of a perceptual disturbance that is not better 
accounted for by a preexisting, established, or evolving dementia.

C.  The disturbance develops over a short period of time (usually hours to days) and 
tends to fluctuate during the course of the day.

D.  There is evidence from the history, physical examination, or laboratory findings 
that the disturbance is caused by the direct physiological consequences of a gen-
eral medical condition.

Reprinted with permission from the American Psychiatric Association. Diagnostic and Statistical Manual 
of Mental Disorders (4th ed.), Text Revision (Copyright 2000). American Psychiatric Association.
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Sex, Race, and Ethnicity Men are at higher risk for delirium than 

women (Fearing & Inouye, 2009; Liptzin, 2004). No evidence indicates 

that age, race, or sex influences the prevalence of incorrect diagnosis. 

However, incorrectly diagnosed women more often receive a diagnosis of 

depression, and misdiagnosed men are more frequently given no diagnosis 

(Armstrong et al., 1997).

Etiology Delirium is associated with a range of biological and environ-

mental factors (Liptzin, 2004; Raskind et al., 2004), but it is most often 

brought on by a serious systemic medical illness, such as AIDS, conges-

tive heart failure, infection, or toxic effects of a medication, as the case of 

Elizabeth illustrates. Medication toxicity occurs more easily among older 

adults because they metabolize drugs differently and often take multiple 

medications that could interact to produce adverse drug effects. Other bio-

logical causes of delirium include metabolic disorders (e.g., hypothyroid-

ism or hypoglycemia), neurological disorders (e.g., head trauma, stroke, 

seizure, or meningitis), malnutrition or severe dehydration, and alcohol or 

drug intoxication or withdrawal. The risk of delirium increases with age 

and cognitive impairment. In some cases, episodes of delirium may be the first symp-

tom of an underlying dementia (Raskind et al., 2004).

Environmental factors also increase the risk for delirium during hospitalization, 

including the use of physical restraints, use of more than three medications, and use 

of a bladder catheter (Weber et al., 2004). Risk factors that contribute to dehydration, 

poor nutrition, and sleep deprivation are also important. How these factors interact 

is not entirely clear, but delirium is associated with dysfunction in the prefrontal cor-

tex, thalamus, and basal ganglia. Furthermore, a number of neurotransmitters may be 

involved (e.g., dopamine, serotonin, GABA, acetylcholine) (Liptzin, 2004; Trzepacz 

et al., 2002). In summary, the onset of delirium is complicated, but determining its 

origin is necessary because for some older adults, appropriate intervention (rehydra-

tion, stopping medication) may reverse its symptoms.

Treatment Delirium is often not recognized or is inadequately treated (Weber et al., 

2004). As a first step, screening for known risk factors (e.g., dementia, substance 

use) is necessary. Precautions to minimize delirium include monitoring medications, 

ensuring proper nutrition and hydration, and managing the patient’s sleep-wake cycle 

(Liptzin, 2004; Weber et al.). When symptoms occur despite prevention strategies, 

early detection is important to reduce the episode’s duration and impact.

Treatment of delirium begins with manipulating the environment (Fearing 

& Inouye, 2009). Beneficial environmental manipulations include reducing sensory 

stimulation (e.g., quiet room, low-level lighting), providing orientation through visual 

cues such as family pictures and clocks, encouraging the presence of family members, 

minimizing the use of physical restraints, and maintaining a regular day-night routine 

with open blinds, limited daytime sleeping, and minimal nighttime wakening for vital 

signs and other medical procedures (Fearing & Inouye; Liptzin, 2004). If medica-

tion is needed, low-dose antipsychotic medications can help keep the patient safe and 

reduce symptoms. When delirium is due to withdrawal of alcohol or other sedatives, 

short-acting benzodiazepines may be used (Liptzin). Education and supportive care 

provide information about symptom course, allowing family members to remain with 

the patient.

Delirium is a disturbance in conscious-
ness that may lead to unusual behaviors. 
One common cause is the toxic effects of 
medications.
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DEMENTIA

Dementia is a devastating disease: It gradually robs patients of their ability to function 

independently, and it creates significant emotional problems for patients and their fami-

lies, who suffer with them through sometimes long periods of increasing dysfunction. 

Treatments are available to slow progression of the disease and improve quality of life, 

but dementia remains one of the most common and debilitating disorders of older age.

Types of Dementia The term dementia describes different syndromes characterized by 

persistent and multiple cognitive difficulties that create significant impairment in social 

or occupational functioning. Dementia is different from delirium. In dementia, cogni-

tive difficulties are not accompanied by changes in consciousness or alertness. The cen-

tral feature of dementia is memory impairment, and cognitive difficulties in at least one 

side by side   case studies

NORMAL CASE STUDY
Dementia

Antonia is a 72-year-old Hispanic woman who worked as an 

administrative assistant in an elementary school for 35 years 

before she retired at age 65. She was much loved by her co-

workers and the children at her school, but she was looking for-

ward to spending more time with her grandchildren and helping 

out with various volunteer opportunities through her church. 

Indeed, Antonia found her retirement years very rewarding. She 

stayed in contact with co-workers who were also friends, and she 

enjoyed having more time to spend with her husband. Antonia 

did notice, however, as the years went by that she didn’t think as 

quickly as she used to. She also began to have trouble recalling 

people’s names, experiences she found really embarrassing, 

especially when she had known the person for many years. 

Antonia also misplaced things more often, but her friends said 

they were having similar experiences, and she always eventually 

found what she thought she’d lost. Her cognitive symptoms did 

not get in the way of her functioning, so she just chalked the 

changes up to normal “aging” and continued to enjoy her retire-

ment life by volunteering at church, taking her grandchildren to 

the park, doing crossword puzzles, and walking her dog. 

ABNORMAL CASE STUDY

Ernest is a 73-year-old African American male who was the pas-

tor of a small, rural church for 30 years before he retired 10 years 

ago. He married for the first time when he was 25 and had three 

children. His wife left their family when the children were 7, 5, 

and 4 years old. Ernest raised the children on his own with help 

from his sister, who lived nearby. At age 60, when he was nearing 

retirement, he married a woman who was 10 years younger. He 

and his new wife developed an active retirement life filled with 

traveling, visiting relatives and friends, and playing bridge.

About 4 years ago, Ernest began to have memory prob-

lems. He regularly lost his keys and glasses, and he began to rely 

more on lists when he went about his daily chores and errands. 

Over time, he became more confused, and he had trouble keep-

ing his lists organized. He began to have difficulty finding the 

right words to express his thoughts, and his wife noticed that he 

often repeated himself, telling her the same things several times 

a day. Ernest had always been very quick with numbers and cal-

culations, but he began to have trouble keeping his mind focused 

on balancing his checkbook. He made calculation errors and 

couldn’t remember where to record various pieces of financial 

information. He also got more and more confused during bridge 

games. As Ernest developed more serious cognitive limitations, 

he started to feel anxious and depressed. He had always been a 

cheerful man who was full of life, but as his cognitive difficulties 

grew, he started to withdraw from social engagements at church 

and in the community because he was worried that others would 

notice. He also felt less interested in activities that he used to 

enjoy. His wife was quite worried about him and how she would 

be able to continue to care for him if he got more confused. 

Dimensions of Behavior: From Normal to Abnormal
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DSM-IV-TR

additional category are necessary for a diagnosis (e.g., difficulties with understanding or 

using words, inability to carry out motor activities, failure to recognize or name objects, 

or deficits in executive abilities). (See the box “DSM-IV-TR: Dementia.”)

Dementia is typically diagnosed only after extensive interviews and history tak-

ing with the patient and close relatives or friends, cognitive testing and observation, 

a thorough medical evaluation, and often a neuroimaging test (e.g., CT or MRI; 

Lyketsos, 2009) although the cost-effectiveness of neuroimaging has been questioned 

(Raskind et al., 2004). To diagnose dementia, clinicians compare cognitive difficul-

ties with prior levels of functioning. Understanding the potential etiology is impor-

tant because reversible causes, although infrequent (9%) (Clarfield, 2003), can include 

vitamin deficiency (particularly B-12), thyroid dysfunction, drug toxicity, and normal 

pressure hydrocephalus (an abnormal increase of cerebrospinal fluid in the brain’s ven-

tricles, or cavities). In most cases, however, dementia reflects a progressive pattern of 

cognitive disability and functional impairment. Watch on mypsychlab.com

There are four major categories of dementia. Dementia of the Alzheimer’s type (com-

monly known as Alzheimer’s disease) has a gradual onset and continuing cognitive 

decline. Vascular dementia is diagnosed when cerebrovascular disease, such as stroke, is 

a potential cause of cognitive dysfunction. Substance-induced dementia reflects cognitive 

impairment associated with substance use (abuse of a drug or a medication). Dementia 

due to other general medical conditions includes symptoms thought to be related to 

HIV, head trauma, Parkinson’s disease and Huntington’s disease, or other medical ill-

ness. In many cases, dementia likely results from multiple etiologies (Lyketsos, 2009).

Alzheimer’s disease is by far the most common subtype of dementia, account-

ing for as much as 75% of all patients with dementia (Chapman et al., 2006). It has a 

Dementia of the Alzheimer’s Type 

Dementia

The Case of Alvin

“That’s one of the real difficul-
ties. There’s no sign that goes 

off and says, yes, he’s understanding, or no, 
he’s not understanding it.”
www.mypsychlab.com

dementia due to other general medical 
conditions the cognitive impairment related 
to HIV, head trauma, Parkinson’s disease, and 
Huntington’s disease, or other medical illness

Alzheimer’s disease the most common 
form of dementia, characterized by a gradual 
onset and continuing cognitive decline, which 
includes memory loss, difficulties with lan-
guage and decision making, and ultimately 
inability to care for self

A.  The development of multiple cognitive deficits manifested 
by both

  1.  memory impairment (impaired ability to learn new infor-
mation or to recall previously learned information)

  2.  one (or more) of the following cognitive disturbances:

   a.  aphasia (language disturbance)

   b.  apraxia (impaired ability to carry out motor activities 
despite intact motor function)

   c.  agnosia (failure to recognize or identify objects 
despite intact sensory function)

   d.  disturbance in executive functioning (i.e., planning, 
organizing, sequencing, abstracting)

B.  The cognitive deficits in Criteria A1 and A2 each cause 
significant impairment in social or occupational functioning 
and represent a significant decline from a previous level of 
functioning.

C.  The course is characterized by gradual onset and continu-
ing cognitive decline.

D.  The cognitive deficits in Criteria A1 and A2 are not due to 
any of the following:

  1.  other central nervous system conditions that cause 
progressive deficits in memory and cognition (e.g., cere-
brovascular disease, Parkinson’s disease, Huntington’s 
disease, subdural hematoma, normal-pressure hydro-
cephalus, brain tumor)

  2.  systemic conditions that are known to cause dementia 
(e.g., hypothyroidism, vitamin B12 or folic acid defi-
ciency, niacin deficiency, hypercalcemia, neurosyphilis, 
HIV infection)

  3.  substance-induced conditions

E.  The deficits do not occur exclusively during the course of a 
delirium.

F.  The disturbance is not better accounted for by another Axis I 
disorder (e.g., Major Depressive Disorder, Schizophrenia).

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text 
Revision (Copyright 2000). American Psychiatric Association.

www.mypsychlab.com
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slow and progressive course of cognitive decline. Early signs may be 

subtle and not dramatically different from what is seen in normal 

aging (Backman et al., 2005). The first noticeable signs include for-

getting recent events or names, repeating statements or questions, 

getting lost while driving in familiar places, and experiencing dif-

ficulty with calculations (Chapman et al.; Raskind et al., 2004). A 

diagnosis of Alzheimer’s disease at this early stage does not imply 

cognitive incompetence, and many people with Alzheimer’s disease 

are able to maintain a positive quality of life for a number of years 

after diagnosis (see “Treatment”; Morris, 2005). Over the next 5 to 

15 years, Alzheimer’s disease results in more severe impairments 

in the ability to use language, make decisions, and engage in self-

care (see the feature “Real People, Real Disorders: Pat Summitt: 

Decreasing the Stigma of Alzheimer’s Disease”). Behavioral prob-

lems also occur and include disrupted sleep, wandering, irritability, 

and aggression. The rate of progressive deterioration in cognitive 

capabilities and functioning increases as the severity of the disease worsens (Morris).

Virginia’s difficulties were subtle at first. In fact, only her husband and best friend ever 

seemed to notice. She was able to hide her memory and language difficulties using jokes 

about her increasing age and self-imposed memory strategies (e.g., writ-

ing notes to herself; sticking to usual routines). However, as time went 

on, these strategies were less effective, and people began to notice how 

much trouble she was having. Virginia’s husband started to notice that 

she was losing more abilities almost every week.

A long period of gradual deterioration such as Virginia’s is 

typical of this disease and can be devastating to family and friends 

of the person affected. As one nurse and patient advocate Norma 

Wylie quoted in Sharing the Final Journey: Walking with the Dying,

1996) has written: “Alzheimer’s can be called the long good-bye. You 

grieve about the loved one from the moment you begin to observe 

the gradual loss of memory and the speech and personality changes, 

because they are incurable. The person you love is gradually changing 

before your eyes. You say good-bye many times until the final good-

bye at death.”

We now know that Alzheimer’s disease involves the presence of 

neurofibrillary tangles (NFT), twisted protein fibers within neurons and 

cerebral senile plaques (SP), deposits of beta-amyloid protein that form between the 

cells) in the hippocampus, cerebral cortex, and other regions of the brain (Chapman et 

al., 2006; Morris, 2006). Increased frequency of NFTs and SPs accompanies normal 

aging, but people with Alzheimer’s disease have excessive amounts. Autopsies indicate 

that current clinical procedures for diagnosing Alzheimer’s disease are 90% accurate 

(Morris, 2005). Brain changes associated with Alzheimer’s probably begin years or even 

decades before symptoms are evident, and the type of symptoms experienced by patients 

with Alzheimer’s likely has more to do with the location of the NFTs and SPs and the 

neurotransmitter systems that are affected (Lyketsos, 2009).

Vascular dementia is diagnosed when a patient’s history, laboratory tests, and/

or brain imaging studies indicate cognitive impairment as a result of cardiovascu-

lar disease, such as stroke, transient ischemic attack (TIA, or mini-stroke), coro-

nary artery disease, or untreated high blood pressure. In these conditions, blockages 

At left, a brain slice from a patient with 
Alzheimer’s disease; at right, the brain of some-
one without this disorder. The brain on the left 
is shrunken due to the death of nerve cells.

neurofibrillary tangles the twisted protein 
fibers within neurons found in the brains of 
patients with Alzheimer’s disease

cerebral senile plaque the deposits of 
beta-amyloid protein that form between 
the cells found in the brains of patients with 
Alzheimer’s disease

vascular dementia the cognitive dysfunction 
that occurs as the result of cerebrovascular 
disease

A microscopic examination of brain tissue taken from a patient with 
Alzheimer’s disease reveals the neurofibrillary tangles (dark triangu-
lar shapes at left) and cerebral senile (amyloid) plaques (dark round 
shapes at right) associated with this disorder.
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of blood vessels result in tissue death, or infarction, in the brain. Damage may be 

to a single, major vessel or to a number of smaller ones, in which case multi-infarct 

dementia is diagnosed (Morris, 2005). Vascular dementia has different clinical fea-

tures than Alzheimer’s disease including more sudden onset, more focal or “patchy” 

cognitive deficits, and more stepwise progression of cognitive difficulties (Chapman 

et al., 2006). However, vascular dementia rarely occurs alone and actually may be best 

considered a heterogeneous category (Lyketsos, 2009). In many cases, symptoms and 

pathology of Alzheimer’s disease are also present (Lyketsos; Morris). Vascular tissue 

death may lower the threshold for Alzheimer’s disease although some causes of vascu-

lar dementia are modifiable (e.g., untreated hypertension).

Substance use, in particular alcohol abuse, can lead to dementia that is difficult 

to differentiate from Alzheimer’s disease. In substance-induced dementia, however, 

abstinence may stop or even reverse cognitive decline and cortical damage (Atkinson, 

2004). Substance use also may increase vulnerability to other forms of dementia and 

increase the risk for other contributing factors, such as head trauma, infectious disease, 

and vitamin deficiency.

A number of medical conditions are also associated with dementia. These are the 

syndromes referred to as dementia due to other medical conditions. Subcortical dementia

“Earlier this year the doctors at the Mayo clinic diag-
nosed me with an early onset dementia—Alzheimer’s 
type,”—Pat Summitt, August 23, 2011, in a public 
statement made from her home in Blount County, TN.

Although Alzheimer’s disease typically appears in people 
who are 65 years or older, it can have particularly devastat-
ing effects when it impacts adults who are much younger 
(called Early Onset Alzheimer’s Disease).  Pat Summitt, 
head women’s basketball coach for the Lady Volunteers (or 
“Lady Vols”) at the University of Tennessee, received this 
diagnosis in the summer of 2011 at the age of 59. Summitt 
initially contacted her doctors at the end of the 2011 bas-
ketball season, feeling like she had been having trouble 
thinking throughout the season. She originally thought 
her symptoms resulted from medication she was taking 
for arthritis, but an evaluation at the Mayo Clinic revealed 
early-onset dementia, Alzheimer’s type. Her grandmother 

also suffered from dementia.
Pat Summitt is described as an ‘icon’ of women’s 

basketball, leading the Lady Vols to eight national 

championships and 1,071 career wins.  This record 
trumps any other coach, man or woman, in the 
NCAA.  Summitt’s career also includes a silver 
medal as a player on the 1976 United States 
Olympics team and a gold medal as a coach for 
the 1984 team. 

In her public statement and conversations with 
her players, Summitt said she did not plan to retire fol-
lowing her diagnosis, but she would rely more heavily 
on assistant coaches.  She is treating her symptoms by 
taking medication and staying mentally and physically 
active.

Summitt’s work colleagues remind the public that 
she is not just a coach, but also a mother, daughter, and 
friend. The road ahead will be difficult, but her courage 
in speaking out about her diagnosis will help to increase 
public awareness and decrease the stigma of Alzheimer’s 
disease.

http://sportsillustrated.cnn.com/2011/basketball/ncaa/08/23/Pat.
Summitt.dementia/index.html?hpt=hp_c2
http://espn.go.com/womens-college-basketball/story/_/id/6888321/
tennessee-lady-vols-pat-summitt-early-onset-dementia

real people, real disorders

multi-infarct dementia the cognitive dys-
function that occurs as the result of several 
small strokes

substance-induced dementia the cognitive 
impairment associated with substance use

subcortical dementia the condition involv-
ing damage primarily in the inner layers of the 
brain and found frequently during the later 
stages of HIV and in Parkinson’s disease and 
Huntington’s disease

http://sportsillustrated.cnn.com/2011/basketball/ncaa/08/23/Pat.Summitt.dementia/index.html?hpt=hp_c2
http://sportsillustrated.cnn.com/2011/basketball/ncaa/08/23/Pat.Summitt.dementia/index.html?hpt=hp_c2
http://espn.go.com/womens-college-basketball/story/_/id/6888321/tennessee-lady-vols-pat-summitt-early-onset-dementia
http://espn.go.com/womens-college-basketball/story/_/id/6888321/tennessee-lady-vols-pat-summitt-early-onset-dementia


aging and cognitive disorders 503

(the syndrome in which damage occurs primarily in the inner layers of the 

brain) occurs frequently during the later stages of HIV and in Parkinson’s 

disease and Huntington’s disease. Other dementias are caused by medical 

conditions, but these forms are very rare.

Prevalence and Impact Progressive dementia occurs in 5 to 10% of adults 

age 65 and over (Chapman et al., 2006; Gurland, 2004). Although figures 

vary across studies, all data suggest that the prevalence of dementia increases 

dramatically with advancing age (Figure 13.4). As noted earlier, Alzheimer’s 

disease is the most common type, diagnosed in up to 75% of cases. Despite 

these high prevalence figures, many patients with dementia remain undiag-

nosed and untreated (Morris, 2005).

The impact of dementia on patients, their families, and the health care 

system is enormous.

Gene finally had to move in with his daughter, Sarah, and her family because he 

just couldn’t function independently anymore. Although Sarah knew this was 

the right thing to do, it was hard on everyone. Someone had to be with him 

most of the time, and it was difficult for everyone to observe Gene, who had once been 

a vibrant man with many interests and skills, gradually deteriorate to a point where he 

couldn’t remember their names.

As cognitive abilities and functional capacity deteriorate, negative emotional, 

social, and behavioral outcomes occur (Kunik et al., 2003; Lyketsos, 2009). In the 

early stages, social and emotional withdrawal is common. Remember how Ernest 

started to withdraw from activities at church and in the community for fear that 

people would notice his memory problems? Approximately 20% of patients with 

Alzheimer’s disease also have depressive symptoms (Hochang & Lyketsos, 2003; 

Gurland, 1980), and as many as 70% have anxiety symptoms (Seignourel et al., 

2008). These figures are not surprising given the significant distress patients experi-

ence when they hear they have this deteriorating, debilitating condition. Anxiety and 

depression in addition to Alzheimer’s disease, however, result in more behavioral 

problems and increased limitations in daily activities (Seignourel et al.; Starkstein 

et al., 2008). The combination also increases social disability, decreases independence 

(Porter et al., 2003; Schultz et al., 2004), and increases the need for nursing home 

placement (Gibbons et al., 2002).

People with dementia have more frequent coexisting medical conditions and 

reduced life expectancy. Dementia may exceed heart disease, stroke, diabetes, and 

cancer as a predictor of mortality in patients age 65 and older (Tschanz et al., 2004; 

Alzheimer’s Association, 2009). Dementia also affects the treatment of medical con-

ditions. Cognitively impaired patients are often unaware of changes in symptoms 

and treatment needs, and they have limited capacity to participate in health care 

decision making, self-care, or other health care plans (Boise et al., 2004; Brauner 

et al., 2000).

As Gene’s memory and ability to express himself decreased, Sarah had to accompany 

him to all doctor appointments and coordinate all of his medical care.

Dementia also affects family caregivers. Wives, daughters, and daughters-in-

law have the heaviest burden of care including assistance with nutrition and exercise, 
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Although individual studies report different 
prevalence estimates, all research shows that 
dementia becomes more prevalent as people 
get older.
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providing memory aids and activities of daily living, and making behavioral plans to 

manage associated mood and behavior problems (Chapman et al., 2006). Caregivers 

are at increased risk themselves for depression and anxiety (Cooper et al, 2007; 

Schoenmakers et al., 2010).

For Sarah, taking care of her father was a full-time job. It limited the amount of time she 

could give to her children, making her feel guilty and sad. It was also difficult to remain 

patient when she had to answer the same questions over and over.

Family caregiver stress is the most common reason people with dementia are 

placed in nursing homes (Wright et al., 1993). Use of health services and health 

care costs are also significantly higher for patients with dementia than for non-

demented patients with similar chronic conditions (Bynum et al., 2004; Hill 

et al., 2002). In fact, dementia increases the total cost of health care by more than 

$20,000 per year, or three times the cost for people without dementia (Alzheimer’s 

Association, 2009).

Sex, Race, and Ethnicity Alzheimer’s disease is more frequent in women than 

men (Reisberg et al., 2003). Higher rates are sometimes, but not always, found in 

African American and Hispanic groups (Gurland, 2004; Sakauye, 2004; Sink et al., 

2004). These inconsistent findings may result from differences in testing and diag-

nostic procedures or inadequate sampling strategies. They may also result from inat-

tention to factors such as education, language or literacy, comorbid psychiatric or 

medical illnesses, and culturally biased measures of cognitive functioning. Incidence 

rates (number of new cases diagnosed) may be equal across races, but differential 

survival rates may affect prevalence (total number of cases at a given time) ( Jarvik 

& Mintzer, 2000). In addition, genetic factors may vary across racial groups; the 

presence of a specific genetic allele (APOE) is associated more strongly with whites 

and Japanese patients than with African American or Hispanic groups (Farrer et al., 

1997). Among Koreans, Japanese, and Chinese, cases of Alzheimer’s disease and 

vascular dementias have increased over the past 25 years, and the most likely factors 

are the environmental or dietary changes associated with increased Westernization 

(Sakauye).

Etiology of Dementia As with all complex conditions, dementias most likely result 

from multiple genetic and environmental factors. Early-onset Alzheimer’s disease 

(before age 55), which accounts for 1% of all Alzheimer’s disease cases, is associated 

with mutations in at least one of three different genes (Morris, 2005). In most cases, 

signs and symptoms arise after age 55. Increasing age itself is one of the strongest 

predictors of dementia with risk increasing by 0.5 to 1.0% per year after the age of 70 

(Tsuang & Bird, 2004). Most cases of dementia with later onset are associated with 

multiple genes, but a specific mutation (e4) of the APOE gene greatly increases the risk 

of dementia, probably through an impact on the age of onset for cognitive problems 

(Morris; Tsuang & Bird; Lyketsos, 2009). People with a condition known as mild cog-

nitive impairment (see the feature “Examining the Evidence: What Is Mild Cognitive 

Impairment (MCI), and Is It a Precursor of Dementia or a Separate Syndrome?”) who 

have the risk variant of the APOE gene are at increased risk for developing dementia. 

However, this mutation is neither necessary nor sufficient; only 50% of people with 

Alzheimer’s disease have this gene variant. In addition, many people with this variant 

learning objective 13.5

Engaging in activities such as taking college 
classes, playing a musical instrument, or doing 
crossword puzzles may offer older adults some 
protection against Alzheimer’s disease.
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do not have any cognitive impairment; therefore, there is no one-to-one relationship 

between the presence of the gene form and Alzheimer’s disease.

Environmental and other nongenetic factors interact with genetic factors to 

influence the onset of dementia. For example, genetic factors appear to be less impor-

tant after age 85 (Silverman et al., 2003). In addition, certain protective factors may 

reduce the risk of cognitive decline (Table 13.1). Advanced education seems to reduce 

the risk of dementia (Gurland, 2004) by creating cognitive reserves such as increased 

coping skills that minimize the impact of cognitive deterioration. Advanced educa-

tion may also increase neuronal connections that counterbalance noticeable changes in 

memory as NFTs and SPs develop (Bourgeois et al., 2003). In addition, older adults 

with increased education may use more of their frontal lobes; that is, they may have 

neurobiological reserves that facilitate coping with cognitive deterioration (Springer 

et al., 2005). Other potential protective factors include diet (e.g., increased intake 

of omega-3 polyunsaturated fatty acids; decreased fat and cholesterol intake; vita-

mins C, D, and E), moderate use of alcohol, use of nonsteroidal anti-inflammatory 

drugs (NSAIDs), and increased engagement in mental activities (e.g., playing games, 

puzzles, and playing a musical instrument) (Chapman et al., 2006; Lyketsos, 2009; 

Morris, 2005).

Treatment of Dementia and Related Difficulties Most cases of dementia can-

not be reversed or cured. Treatment targets delaying disease progression, prolonging 

independent functioning, improving quality of life, managing associated emo-

tional and behavioral symptoms, and providing support and assistance to caregivers 

(American Association of Geriatric Psychiatry, 2006). Treatments include pharma-

cological and nonpharmacological approaches. Medications known as cholinesterase 

inhibitors (CEIs, e.g., Aricept) appear to slow cognitive decline and improve global 

functioning (relative to placebo) for patients with mild to moderate Alzheimer’s 

disease (Chapman et al., 2006; Morris, 2005). Alzheimer’s disease is associated with 

the destruction of neurons that release the neurotransmitter acetylcholine. Because 

TABLE 13 .1

Risk Factors Protective Factors

APOE

learning objective 13.6
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it is not yet possible to regenerate these acetylcholine-producing neurons, CEIs 

block the enzyme that breaks down this neurotransmitter. This process increases 

the remaining level of acetylcholine in the brain. CEIs do not reverse the dam-

age to the neurons but merely allow whatever neurotransmitter is left to function 

more effectively. Improvements with these drugs are greatest in the early stages of 

Alzheimer’s disease before extensive neurobiological damage has been done. The 

use of CEIs may delay nursing home placement (Geldmacher et al., 2003) although 

examining 

� The Facts: A Definition of MCI MCI, also known as cog-
nitive impairment not dementia (CIND), is a term used to 
describe cognitive difficulties that are more than expected 
for normal aging but do not meet criteria for dementia. 
Characteristics include the following (Chapman et al., 2006; 
Petersen et al., 2001):

1. Subjective cognitive complaints (usually memory but 
not always), preferably verified by someone who knows 
the patient well enough to provide meaningful informa-
tion about his or her condition.

2. Objective evidence of cognitive difficulties as measured 
by neuropsychological tests.

3. Adequate ability to perform activities of daily living (i.e., 
no significant impairment in social or work functioning).

4. Criteria for dementia not met.

MCI occurs in as many as 18% of people over age 65. 
Amnestic MCI is a subtype in which cognitive complaints 
focus on memory difficulties (Petersen et al.). There has been 
great interest lately in the concept of MCI and whether it is 
a precursor of Alzheimer’s disease or other forms of demen-
tia or whether it is a variation of normal aging. Determining 
the nature and predictive value of MCI may be important 
for establishing prevention strategies or early treatment for 
dementia although ethical issues arise with the notion of diag-
nosing a condition about which little is known (Petersen et al.). 
MCI occurs in 19% of people younger than age 75 and in 29% 
of people older than 85 (Lopez et al., 2003).

� What Data Support MCI as a Precursor of Dementia ?

1. The majority of people with MCI progress to a diagno-
sis of dementia (Lyketsos, 2009).

2. People with MCI and the APOE4 allele gene are at 
increased risk for developing dementia (Petersen et al., 
1995).

3. Neuroimaging and neuropathology studies suggest that 
people with MCI share features with Alzheimer’s dis-
ease including hippocampal atrophy and neurofibrillary 
tangles (Petersen et al., 2001).

� What Data Refute MCI as a Precursor of Dementia?

1. Approximately one third of people with MCI improve 
and others never progress to any state of significantly 
worsened cognitive functioning (Lyketsos; Petersen 
et al., 2001).

2. Conversion rates (the rates at which people with MCI 
progress to a diagnosis of dementia) vary widely 
across studies, perhaps due to difficulties in diagnos-
ing MCI. It is often difficult to evaluate the extent to 
which cognitive difficulties interfere with daily func-
tioning.

3. MCI can result from many different causes including 
depression, substance abuse, side effects of medica-
tions, and the like (Morris, 2005).

� Conclusions Like dementia itself, there are likely many 
forms of MCI, and a full evaluation of all possible medical 
and psychological causes for declining cognitive symptoms 
is needed. Amnestic MCI is probably a significant risk factor 
for the development of Alzheimer’s disease (Morris, 2005; 
Petersen et al., 2001; Tabert et al., 2006). All people with sus-
pected MCI should be monitored regularly for any worsening 
of symptoms.

Amnestic MCI the mild cognitive impair-
ment in which cognitive complaints focus on 
memory difficulties
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it is not entirely clear that the medications reduce the costs of caring for patients 

(Morris).

As the severity of Alzheimer’s disease increases, another medication (meman-

tine or Namenda) can be added to block overproduction of the neurotransmitter 

glutamate (Reisberg et al., 2003; Tariot et al., 2004), which plays a role in learning 

and memory. High doses of vitamin E also appear to slow the progress of symptoms 

in moderate to severe dementia, but very high doses of vitamin E may increase mor-

tality (Miller et al., 2005). Medications can also control the noncognitive symptoms 

of dementia including emotional disturbance, aggression, agitation, psychotic symp-

toms, and sleep disturbance. Antidepressant medications are useful to treat depres-

sion and other emotional symptoms (Weintraub & Katz, 2005). Antipsychotic 

medications can reduce delusions, hallucinations, agitation, and aggression. Because 

these drugs can have very serious side effects (increased risk of seizures, tardive dys-

kinesia, cardiovascular adverse events, and mortality), they should be used cautiously 

(Katz et al., 2002; Schneider et al., 2005; Weintraub & Katz).

Nonmedication interventions do not affect disease progression directly but may 

minimize its impact. These strategies include changing the environment to ensure 

patient safety (e.g., walking aids to prevent falls, driving limitations or discontinua-

tion), structuring daily routines, and facilitating appropriate nutrition, exercise, and 

social engagement. Caregivers play a major role in helping patients make these 

changes. Cognitive functioning can also be affected by cognitive training strategies 

that enhance comprehension, learning, and memory even among people with severe 

dementia (Bayles & Kim, 2003; Bourgeois et al., 2003; Brush & Camp, 1998; Sitzer 

et al., 2006). Behavioral interventions may reduce agitation (Teri et al., 2000), anxiety 

(Paukert et al., 2010), depression (Teri et al., 2003), and behavioral problems (Burgio 

et al., 2001, 2002). Caregivers may also require cognitive-behavioral interventions to 

manage stress, increase coping skills, and decrease depression (Cooper et al., 2007; 

Gallagher-Thompson & Coon, 2007).

concept CHECK

� Delirium can arise from serious medical illness or toxic effects of a medication.

� The first step in the treatment of delirium is early detection. The next steps can include 

environmental changes, support, and medication.

� Dementia, characterized by multiple cognitive impairments, is a tremendously debilitat-

ing disease for patients and one that places great stress on their families.

� The most common form of dementia is Alzheimer’s disease, which is characterized by 

insidious onset and progressive course.

� Alzheimer’s disease is associated with a variant of the APOE gene (e4), but only 50% of 

people with this disorder have this gene variant.

� Medications used to treat Alzheimer’s disease do not reverse damage to neurons, but 

they may delay disease progression. Nonpharmacological treatments can also reduce 

the impact of dementia.

CRITICAL THINKING QUESTION How does the type of dementia impact the nature and 

treatment of symptoms?
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THE TREATMENT OUTCOME

DIAGNOSIS

THE TREATMENT

THE PROBLEM

THE PATIENT

Charlotte—The Psychopathology and Treatment of Anxiety 
Disorder in an Older Adult

 science life

Charlotte is a 78-year-old widow who was always a worrier 
and a perfectionist. Her parents were loving but often critical 
when her school performance or other behavior wasn’t perfect. 
Charlotte was very successful in her early years. She completed 
a college degree and worked as a bank teller and supervisor for 
eight years before she married and had children. She stopped 
working when she had her first baby, but she remained busy 
with volunteer work during the years when she raised her 
three children. Throughout her life, despite outward success, 
Charlotte was always worried that things might not turn out 
well enough. She was concerned that her children were not 
doing well enough in school, that she was not a good enough 
mother, that her home wasn’t clean and orderly enough, and 
that she and her husband might not have enough money to 
support them as they got older.

Despite this persistent worry over the years, Charlotte func-
tioned well in her roles as wife, mother, and volunteer. When 
her husband died 5 years ago, however, she realized just how 
much she had relied on him for reassurance. Without him 
around to remind her that she was doing a good job and that 
their children were well adjusted, she had more trouble easing 
her mind of the worries. She began to spend many hours a day 
worrying about various things—whether people liked her, how 
well her grandchildren were doing in school, whether she was 
doing enough to help at church, and how she would be able to 
support herself if she developed serious medical problems.

Charlotte also began to experience significant sleep difficul-
ties. She fell asleep easily, but she woke up frequently during the 
night, sometimes to go to the bathroom, but always with many 
worries on her mind. Her arthritis also seemed to be getting 
worse, possibly because of increased muscle tension, and she 
developed serious problems with back and neck pain. Charlotte 
also found herself more irritable and snappy with her children 
and she noticed difficulties with her memory and concentration. 
She misplaced things regularly and spent a lot of time looking for 
her keys, purse, and calendar. She also had difficulty concentrat-
ing when she sat down to read, and her children noticed that she 
was irritable and preoccupied much of the time.

Charlotte initially contacted the clinic for an evaluation of her 
memory. She was worried that she might have Alzheimer’s 
disease. As part of Charlotte’s initial evaluation, she also was 
assessed for the full range of possible psychiatric disorders. 
Cognitive evaluations showed no excessive deficits in her 
memory or thinking, but her symptoms met the criteria for gen-
eralized anxiety disorder. She also had symptoms of depres-
sion but not with sufficient severity for a diagnosis of major 
depression.

Initial treatment strategies involved teaching Charlotte how to 
identify different symptoms of anxiety—for example, physical 
tension, worry-related thoughts, and behavioral avoidance. 
Simple self-monitoring forms were created that included spaces 
for recording various symptoms. As Charlotte became more 
familiar with her anxiety symptoms, she realized just how often 
she worried about things. She also learned how to identify 
physical symptoms of anxiety (e.g., muscle tension) that she 
had never noticed before.

Next, Charlotte began to learn skills to reduce her anxiety. 
The goal of this phase of treatment was to give her a “tool-
box” of skills to choose from to manage anxiety. The first skill 
that she learned was deep breathing. Charlotte used this skill 
to decrease her anxiety when she noticed her body tensing 
up. She also learned how to identify and challenge her worry-
related thoughts (e.g., “I am a terrible grandmother; my grand-
children don’t think I’m any fun.”) and substitute more realistic 
thoughts (e.g., “My grandchildren love me. We usually have 
fun together. It is okay if sometimes they prefer to spend time 
with someone else.”). She also learned how to solve problems 
instead of just worrying about them and how to push herself to 
face her worries (e.g., leading prayers at church even though 
she was afraid she’d say the “wrong” words).

Over a period of 3 months, Charlotte learned many skills, and 
she began to worry less and felt that her life was more fulfilling.
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1 Geropsychology is a subdiscipline of psychology that 
focuses on issues of aging, in particular, patterns of normal 
development, individual differences, and psychological 
problems that are unique to older adults.

2 Approximately 20 to 30% of older adults have a psychologi-
cal disorder. Psychological symptoms often go unnoticed 
in older adults, and many people never receive treatment. 
Older adults with psychological disorders often describe 
symptoms differently than younger adults do, making rec-
ognition difficult. Overlapping medical problems also make 
the diagnosis of emotional problems difficult among older 
patients, particularly in medical settings where older adults 
most often go for help.

3 Older adults with depression and anxiety often focus on 
somatic rather than psychological symptoms. Symptoms 
of depression and anxiety often overlap with cognitive 
impairment and medical diseases. The presence of serious 
medical illness and cognitive impairment puts older adults 
at increased risk for anxiety and depression. Overuse of 
alcohol, misuse of prescription medications, and abuse of 
tobacco are the most common substance use problems in
older adults. For most older adults with schizophrenia,
onset occurred in young adulthood. Late-onset schizophrenia  
is associated with fewer negative symptoms and less 
impairment in cognitive skills but higher prevalence of 
paranoia and more auditory hallucinations. Very-late-onset 
schizophrenia-like psychosis usually results from a stroke, 
tumor, or other neurodegenerative change.

4 Dementia and delirium are two major cognitive disorders 
that impact older adults. Although both involve difficulties in 
thinking, delirium is associated with a change in conscious-
ness or alertness, but dementia is not. Delirium often occurs 
as a result of serious illness or toxic effects of a medication 
or multiple medications. Alzheimer’s disease, the most com-
mon type of dementia, has a slow and progressive course 
that involves difficulties with memory, language, decision 
making, and ultimately self-care.

5 Biological and psychological variables often interact in 
the development of emotional and cognitive disorders in 
older people. Most often, data point to the possibility of a 
diathesis-stress model that suggests an integrated impact of 
biological vulnerabilities (e.g., genetic predispositions) and 
environmental stressors (e.g., death of a loved one, change 
in occupational or social status). Psychological disorders 
with onset in later life are less likely to be associated with a 
family history of the disorder.

6 Most of the interventions that are used to treat younger 
adults with anxiety, depression, substance abuse, and psy-
chosis are also efficacious in adults although adjustment of 
medication dosages and the manner in which psychologi-
cal interventions are conducted may differ. With respect 
to empirically supported treatments, medication and 
cognitive-behavioral treatment have the most research sup-
port. Medications can slow the progression of dementia and 
psychological treatments can improve quality of life, but 
damage to neurons is not reversed.

R E V I E W I N G

learning objectives

TEST yourself
1. The subdiscipline of psychology that addresses issues of 

aging, with special attention to psychological problems that 
are unique to older persons, is
a. geriatric psychiatry
b. gerontology
c. geropsychology
d. generational psychology

2. Treating the elderly on the assumption that psychologi-
cal and medical problems are a normal part of aging is 
associated with what characteristic in the health care 
provider?
a. experience
b. ageism

c. acceptance
d. pessimism

3. Which of the following factors complicates the identification 
of psychological disorders in older people?
a. Symptoms of many medical diseases mimic psychological 

disorders.
b. The elderly are often very tolerant of psychological 

symptoms.
c. Older adults express their psychological distress to others 

very readily.
d. Psychological disorders are relatively rare in the elderly 

and thus are easily missed.

For more review plus practice tests, flashcards, 
and Speaking Out: DSM in Context videos, 
log onto www.MyPsychLab.com

www.MyPsychLab.com


4. Executive dysfunction occurs when a person has difficulty
a. driving and performing simple self-care activities
b. remembering past tasks and activities
c. planning, thinking abstractly, and initiating and inhibiting 

actions
d. following instructions from a health care provider

5. Shui-bian was concerned that his mother was suffering 
from dementia. She had gotten lost at the shopping cen-
ter, misplaced objects, and forgotten names of friends and 
acquaintances. Her symptoms gradually disappeared after 
her physician put her on antidepressant medication. Her 
diagnosis was most likely
a. Alzheimer’s disease
b. vascular depression
c. Parkinson’s disease
d. pseudodementia

6. Harold is a depressed widower who went to a psychologist 
who specialized in working with the elderly. The psycholo-
gist asked him to talk about significant events in his life and 
how he managed his loneliness in the past. The type of 
therapy used by this psychologist is called
a. reminiscence therapy
b. cognitive-behavioral therapy
c. geriatric psychotherapy
d. problem-solving therapy

7. Anxiety may be difficult to diagnose in older people 
because
a. clinicians assume it is rare in the elderly
b. worry about life problems is normal in old age
c. many medical conditions have symptoms that are com-

mon in anxiety
d. older adults are often confused about their symptoms

8. More than 40% of the elderly who suffer from persistent 
anxiety are given benzodiazapines, such as Valium. This is 
remarkable because such medications cause
a. loss of bowel and bladder control
b. memory problems and slowing of motor behaviors
c. manic and hypomanic reactions
d. elevated heart rate and blood pressure

9. Cognitive-behavior therapy for anxiety disorders may need 
to be modified for older patients. The primary adaptation is 
that
a. the therapist must speak loudly and use simple 

language
b. the pace is slowed, and different learning strategies are 

used
c. discussion of certain topics such as sexuality and death is 

avoided
d. all of the above

10. Substance abuse is often recognized in the elderly only 
when
a. it affects a medical condition or causes accidents
b. symptoms of withdrawal occur
c. employment or social life is affected
d. dementia symptoms are made worse

11. The most commonly abused substance by older adults is
a. over-the-counter medication
b. benzodiazapines
c. tobacco
d. alcohol

12. As people age, the body’s ability to metabolize alcohol, 
prescribed medication, and illegal drugs decreases. This 
means that
a.  increased amounts are needed to obtain the same 

effect
b. detecting the substance in the blood and urine is more 

difficult
c.  a very small amount of a substance causes acute 

illness
d. toxic levels are reached more rapidly

13. The loss of clarity, attention, and awareness that is often 
brought on by a serious medical illness, such as AIDS, 
congestive heart failure, infection, or toxic effects of a 
medication, is called
a. delirium
b. dementia
c. stupor
d. euphoria

14. Jonas had a stroke and no longer recognized the faces of 
people he knew or common objects that he encountered. 
He even had difficulty recognizing his wife and children until 
he heard their voices. This is termed
a. aphasia
b. apraxia
c. agnosia
d. amnesia

15. The presence of neurofibrillary tangles and cerebral senile 
plaques in the hippocampus, cerebral cortex, and other 
regions of the brain is most often associated with which 
disorder?
a. Huntington’s disease
b. Parkinson’s disease
c. HIV
d. Alzheimer’s disease

16. Vascular dementia can be distinguished from other types of 
dementia on the basis of the
a. sudden onset and more stepwise progression of cognitive 

difficulties
b. possibility of remission following proper diagnosis and 

treatment
c. gradual onset and gradual progression of cognitive 

difficulties
d. comorbidity with traumatic brain injuries due to falls and 

accidents

17. Progressive dementia occurs in what percentage of adults 
age 65 and over?
a. 5 to 10%
b. 15 to 20%
c. 10 to 15%
d. 20 to 30%
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18. Late onset Alzheimer’s disease (age 65 or older) is signifi-
cantly associated with what specific genetic factor?
a. trigene 21
b. mutation of the APOE gene
c. a missing MCI gene
d. at least seven different genes

19. What protective factor appears to reduce the risk of cogni-
tive decline in AD and other dementias?
a. advanced education
b. increased intake of omega-3
c. moderate use of alcohol
d. all of the above

20. The family doctor has told Stacey that she believes that her 
mother is showing early signs of AD. The doctor would like 
to start Stacey’s mother on Aricept, a medication used in the 
early stages of AD. Aricept is a(an)
a. glutamate blocker
b. cholinesterase inhibitor
c. antidepressant
d. nutritional supplement

511aging and cognitive disorders

Answers: 1 c, 2 b, 3 a, 4 c, 5 d, 6 a, 7 c, 8 b, 9 b, 10 a, 11 c, 12 d, 13 a,
14 c, 15 d, 16 a, 17 a, 18 b, 19 d, 20 c.
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Shannon was a 35-year-old woman work-

ing in the banking industry. She found a 

great job after receiving her master’s degree 

in business administration, and she was 

moving up the corporate ladder quickly. 

Her job was stressful, but she loved it. 

Interacting with interesting people, fre-

quent travel, and solving challenging prob-

lems kept the work fun and stimulating. 

As part of her job, especially when she was 

out of town, Shannon ate at many inter-

esting restaurants, and dinners with cus-

tomers usually included a glass of wine or 

two. Often, the dinners were late in the 

evenings, and sometimes while on the road 

Shannon smoked a few cigarettes to relax. 

She wasn’t addicted to nicotine—she rarely 

smoked at home—but it helped her unwind 

on the road. Being away from home was 

particularly stressful because the hotel 

beds weren’t always comfortable, and she 

rarely found the time to exercise. To ease 

her muscle aches while she was away from 

home, she often took ibuprofen a few times 

a day. Sometimes after a heavy meal with 

a customer, Shannon experienced some 

heartburn. The symptoms were worse if she 

went back to her room and lay down soon 

after the meal was over, but she thought the 

heartburn was manageable and not really a 

serious problem. Actually, Shannon didn’t 

really give it much thought. One evening, 

though, after a nice dinner with a customer, 

she began to experience sharp chest pains 

that spread up to her throat. She felt that 

her chest was constricting, and she was 

having trouble breathing. She worried 

that something was seriously wrong, and 

she asked her dinner companion to drive 

her to an urgent care clinic. The medical 

staff conducted a thorough workup to test 

for cardiac difficulties. They found none, 

but advised Shannon to be evaluated for 

gastroesophageal reflux disease (GERD). 

Shannon had heard of this disease, but she 

hadn’t known that the symptoms included 

chest pains. Nor did she know that stress 

could make gastrointestinal symptoms 

worse. After a full evaluation with her 

physician, Shannon was diagnosed with 

GERD and learned that she would need 

to change her eating and drinking habits 

and work to manage her stress to keep the 

symptoms under control.

C H A P T E R  14
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Although you may not be 35 years old, you can probably relate to some aspects of 

Shannon’s life—lots of stress, poor eating habits, and drinking more wine than 

usual. Stress seems to have become a way of life for many Americans, and, too often, 

healthy behaviors that actually help us to manage stress (exercise, relaxation, time to 

ourselves, eating “right”) are the first behaviors that we eliminate from our daily rou-

tines as we try to control our chaotic environment. Not everyone with stress has a 

medical problem like GERD, but the impact of environmental factors on physical 

and psychological health is an important area of study for psychologists. The focus of 

this chapter is on health psychology—the study of the complex relationships between 

physical and psychological health and dysfunction.

Health Psychology: Defining the Field
Good physical health is maintained at least in part by attitudes and behaviors, making 

health psychology an important subdiscipline of psychology. Health psychology uses 

the principles and methods of psychology to understand how attitudes and behaviors 

influence health and illness. Health psychologists study how people develop positive 

and negative health habits (e.g., exercise, eating, smoking), how stress and health are 

related, and which psychological variables affect the onset and treatment of medical 

illnesses. Health is defined today as it was in 1948 by the World Health Organization 

as a state of mental, social, and physical well-being, not just the absence of illness 

(World Health Organization, 1948). In addition to health psychology, related fields 

of study include behavioral medicine, an interdisciplinary field (not just psychology) 

that studies the relation between behavioral and biomedical science, and medical 

psychology, the study and practice of psychology as it relates to health, illness, and med-

ical treatment. At the heart of health psychology is the biopsychosocial model, which 

suggests that complex interactions among biological, psychological, and social factors 

determine health. This model is in contrast to a biomedical model, which explains ill-

nesses solely as biological processes. Over the years, however, and across different dis-

ciplines, the relationship between mind and body has not always been well understood.

THE MIND-BODY RELATIONSHIP

Although in some earlier periods of human history, there was occasional recognition 

that mind and body were profoundly linked (see Chapter 1), until very recently our 

thinking has been dominated by the idea of mind-body dualism. This concept, which 

is associated with the French philosopher René Descartes (1596–1650), holds that the 

mind and body function independently although they may interact. A philosophy of 

mind-body dualism has persisted for many centuries with significant efforts to identify 

biological causes for medical illness and a relative neglect of attention to psychologi-

cal variables that impact physical health. Only recently has psychology had any role 

in identifying and treating medical illness. Now psychologists routinely offer services 

related to the prevention, treatment, or management of physical health problems 

(such as helping patients with respiratory or cardiac diseases learn to stop smoking or 

training diabetic children in relaxation techniques that reduce their fear of injections).

In the first half of the twentieth century, the idea of mind-body dualism began 

to be challenged. Freud linked the mind and body to explain hysteria (now known as 

conversion disorder), a condition in which he believed that unconscious psychologi-

cal conflicts caused unexplained physical complaints, such as physical weakness and 

paralysis (see Chapter 1, the case of Anna O.). In the 1930s and 1940s, psychiatrists 

health psychology a subfield of psychology 
that uses its principles and methods to under-
stand how attitudes and behaviors influence 
health and illness

behavioral medicine an interdisciplinary field 
that studies the relation between behavioral 
and biomedical science

medical psychology the study and practice 
of psychology as it relates to health, illness, 
and medical treatment

biopsychosocial model a theoretical per-
spective that suggests that health is deter-
mined by complex interactions among bio-
logical, psychological, and social factors

biomedical model a perspective that explains 
illnesses solely by biological processes

mind-body dualism a belief that the mind 
and body function independently; associated 
with the French philosopher René Descartes

learning objective 14.1

learning objective 14.2



health psychology 515

Flanders Dunbar and Franz Alexander proposed associations between cer-

tain personality patterns and specific medical illnesses (e.g., an ulcer-prone

personality). At that time, there were new ideas about the relationship 

between psychological conflicts and physical illness that implicated the 

autonomic nervous system. In this view, psychological conflicts produce 

anxiety, which causes the nervous system to create an organic problem 

(e.g., an ulcer) (Taylor, 2006). From these influences came the develop-

ment of biopsychosocial models of physical illness, which recognize the con-

tributions of body, mind, and the social environment to the development 

of illness (see Figure 14.1).

PSYCHOLOGICAL INFLUENCES ON HEALTH

It is now widely accepted that psychological variables (such as health hab-

its, attitudes, and personality characteristics) and social factors (such as stress 

and social support) affect physical health. Similarly, medical illness can affect 

psychological health and social functioning. For example, anxiety and depression are more 

common among people with medical illness than among healthy controls (see Chapter 13 

for a discussion of this issue among older adults). When medical illness and psychological 

problems coexist, functioning is impaired to an increased extent. Psychological and social 

variables also influence the treatment of medical disease, especially chronic medical illness 

(such as diabetes and hypertension, which develop slowly and often persist for a lifetime). 

These variables include factors such as the doctor-patient relationship, expectations for 

treatment outcomes, and psychological coping and adjustment. This chapter focuses on 

three primary topics: the role of stress in physical and mental health, the impact of psy-

chology and behavior on medical illness and its treatment, and the nature and impact of 

psychological treatments for health-related conditions.

concept CHECK

� Health psychology uses the principles and methods of psychology to understand the 

effects of attitudes and behaviors on health and illness.

� Health is defined as a state of mental, social, and physical well-being, not just a lack of 

illness.

� Mind-body dualism suggests that mind and body function independently. This point of 

view is not supported by current empirical research.

CRITICAL THINKING QUESTION Although research clearly suggests that psychological and 

biological variables affect one another, why do you think that a mind-body dualism perspec-

tive persists in medical research and health care?

The Role of Stress in Physical 
and Mental Health
Marek just couldn’t believe how stressful it was to be a college freshman. He had really 

looked forward to moving away from home and starting this new chapter in his life, but 

he wasn’t at all prepared for how difficult it was to be away from his family and his girl-

friend, who was attending college in a different state. He was also shocked at how much 

work was required for his classes—huge amounts of reading, projects due in different 

FIGURE 14 .1

Mind, body, and the social environment all 
contribute to health or to the development 
of illness.

Psychological

Health

Social

Biological
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classes every week, tests that covered way too much material. And Marek was having a 

hard time making new friends. He came from a small town where everyone knew every-

one else. Just walking on campus made him feel like he was in a huge city—and he was 

lost about where and how to meet people. He also wasn’t eating well—it was too hard to 

get to the cafeteria at the right times and much easier to grab fast food between classes. 

Marek didn’t have time to exercise like he used to, and he didn’t sleep well in the noisy 

dormitory. It was getting harder to concentrate in class because he was so tired and he 

had so much on his mind and his “to do” list. He just wasn’t sure if he would make it or 

not. He had already been to the infirmary twice, once for a bad cold that wouldn’t go 

away and another time for recurrent headaches.

DEFINING STRESS

Everyone experiences stress: It is part of life. However, the causes of stress and the 

symptoms that accompany it vary greatly. Stress is any negative emotional experi-

ence that is accompanied by biochemical, physiological, cognitive, and behavioral 

responses that attempt to change or adjust to the stressor (Baum, 1990). A stressor

is any event that produces tension or another negative emotion such 

as fear (DiMatteo & Martin, 2002) and that prepares the organism 

for a fight-or-flight response (see Chapter 4). Stressors can be physical 

(a medical disease or physical injury), environmental (natural disas-

ter, high level of noise, change in living situation), interpersonal-social 

(breakup of a relationship, argument with a family member), or psy-

chological (sudden realization that a final exam is tomorrow instead 

of the day after). The characteristics of an event affect the probability 

that it will produce stress. Perceived stress is more likely if an event 

has a negative outcome, but positive outcomes also can produce stress. 

The idea that positive life events or experiences can create stress may 

seem contradictory, but you can probably recall a positive event that 

you experienced as stressful (e.g., planning for or going on a big trip; 

starting a new relationship).

Stress is also more likely when the event is perceived as uncontrollable, unpredict-

able, or ambiguous (leaving the person uncertain of what action to take) or when it has an 

impact on a major area of life, such as parenting, personal relationships, or achievement 

(Taylor, 2006). Because people may react differently to the same event, a stressor can be 

understood fully only when the interaction between an event and a person is considered. 

For example, some people are energized and better able to focus on a task when the dead-

line is near. Others feel so pressured that they lose their ability to concentrate and complete 

a project. Remember Marek? He had significant stress after leaving home to go to college 

while other college freshmen thrive on the changes that occur at this life stage.

After a stressful event, an interactive appraisal process occurs in which a per-

son assesses whether he or she has the resources or coping skills to deal with the event 

(Lazarus & Folkman, 1984) (see Figure 14.2). First, the person assesses potential harm 

or threat (primary appraisal ). Perceptions of threat are heavily influenced by many psy-

chological and social variables, such as a person’s beliefs and values, that give meaning to 

the event and its expected outcomes (Lazarus, 1999; Thompson & VanLoon, 2002). For 

example, losing a job will be perceived as a much greater threat by a middle-aged man 

who is supporting a family of four than by a college student who is working part-time 

for extra money. Next, the person identifies available skills to cope with or overcome the 

Everyone experiences stress—even school-
children. Stress can only be understood indi-
vidually, however, because what is stressful 
for one person may not be for another.

stress any negative emotional experience that 
is accompanied by biochemical, physiological, 
cognitive, and behavioral responses that are 
aimed at changing or adjusting to the stressor

stressor any event (or stimulus) that produces 
tension or other negative emotion, such as fear

appraisal process an assessment of whether 
a person has the resources or coping skills to 
meet the demands of a situation

learning objective 14.3
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possible negative outcomes (secondary appraisal ). Coping strategies fall into two broad 

categories: problem-focused coping and emotion-focused coping (Thompson & VanLoon, 

2002). Problem-focused coping involves taking action to manage a problem that is creating 

stress. This type of coping might include gathering information, comparing alternative 

courses of action, making decisions, and resolving conflicts. Emotion-focused coping 

occurs when a person focuses on managing emotional distress that results from a stressor 

rather than trying to change the situation that creates stress. Positive emotion-focused 

coping might include changing thoughts to decrease distress (e.g., attending to the ben-

efits of a stressful situation) or engaging in behaviors that make one feel better (e.g., 

getting together with friends, taking a walk). Other emotion-focused strategies may not 

be as effective (e.g., having a drink, avoiding a difficult situation), and problem-solving 

coping is generally thought to be a more effective strategy for managing stress. However, 

in many cases, people use a combination of coping strategies that include both emotion-

focused and problem-focused strategies.

When Nancy was diagnosed with asthma, she asked her doctor many questions and read 

a number of articles about asthma treatment. She quickly realized that she was going to 

have to change a number of things about her lifestyle (problem-focused coping). This 

was frustrating to her because she loved the active, outdoor lifestyle she had developed. 

However, when she shared her feelings with her husband and biking friends (emotion-

focused coping), she realized that this was not the end of life as she had known it. She 

would simply have to adjust to new ways of doing things she enjoyed.

Stress has many forms. Acute stress occurs when a potentially threatening event 

and the associated reaction last for only a brief time—for example, a burglary. Chronic

stress develops when a threatening event continues over time as with a chronic illness, 

excessive work demands, or long-term poverty, and/or when a person consistently feels 

inadequate to deal with ongoing negative outcomes (DiMatteo et al., 2002). Daily 

hassles, or minor aversive events that occur day to day (the coffee pot breaks in the 

morning, the dog has an accident on the rug, a meeting runs overtime and makes you 

late for class) can accumulate to create stress. Finally, major life events that affect the 

way a person lives, such as starting college, beginning marriage, experiencing divorce, 

making a job change or home relocation, or being diagnosed with a major illness, can 

produce stress. Under any of these conditions, the perceived or actual inability to cope 

results in a stress reaction with symptoms of a f ight-or-flight response (e.g., increased 

FIGURE 14 .2

After a stressful event, the person assesses the 
potential harm or threat and his or her ability 
to cope with it. Stress occurs when a person 
feels unable to cope with the possible threat.

Stress depends on balance
between expected harm
and perceived coping 

Stressful
event

Losing a job

How much harm?
(primary appraisal)
I won’t be able to
support my family

What can I do to cope?
(secondary appraisal)

I will look for a new job



C H A P T E R  1 4518

blood pressure, heart rate, sweating, respiration rate). Adaptive responses help the per-

son react quickly and positively to potentially harmful events (e.g., helping a child 

who is choking). Detrimental responses disrupt functioning (e.g., stress about a class 

project leads to poor sleep and missed classes). Detrimental responses also potentially 

set the stage for poorer health (Taylor, 2006).

MEASURING STRESS

Various procedures are used to evaluate acute stress, major life events, and daily hassles. 

Acute stress is often measured with an acute stress paradigm. Short-term stress is 

created in the laboratory, and its effect on physiological, neuroendocrine, and psycho-

logical responses is measured. Stress can be created in different ways. A participant 

may be asked to solve a frustrating math problem or deliver an impromptu speech, or 

be administered a mild electric shock (Martin & Brantley, 2004; Taylor, 2006). This 

approach allows researchers to carefully examine biological responses (heart rate, 

blood pressure, blood chemistry) and psychological variables as measured by inter-

views and questionnaires (level of chronic stress, personality style) at the same time. 

When acute stress is measured in the laboratory, researchers must carefully consider 

the ethical issues involved in placing participants in a stressful situation (e.g., Could 

participants be harmed in any way?). In addition, laboratory stressors (for example, 

mild electric shock) are not usually the same as those commonly experienced in every-

day life, and this limits the usefulness of data collected by such procedures.

Measuring the impact of life events is common in stress research. In 1967, 

researchers studying stress (Holmes & Rahe, 1967) created the Social Readjustment 

Rating Scale (SRRS), which is still used (see Table 14.1). The SRRS lists 43 potentially 

stressful life events, each of which has a numerical rating that estimates how much 

life “readjustment” is related to the event. The list includes both positive and negative 

events, both of which may cause stress and affect health.

The SRRS is a simple way to evaluate the relationship between life events and 

health, and it generalizes well to “real life” because people rate their real experi-

ences. However, its reliance on people’s recall of events may introduce memory bias. 

Life events, such as accidents and health 
problems, can lead to stress responses.

acute stress paradigm a procedure in which 
short-term stress is created in the laboratory 
and its impact on physiological, neuroendo-
crine, and psychological responses is measured

TABLE 14 .1

Event Number of Points
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Also, measuring the effect of life events with the SRRS does not consider individual 

differences (how various life events affect different people in different ways), nor does 

it differentiate the impact of positive and negative life events.

The Hassles Scale (Kanner et al., 1981) measures the frequency and severity of 

day-to-day stressors, whereas the Uplifts Scale (Kanner et al.) assesses day-to-day 

events that counteract the negative effects of stress. For both measures, people rate 

the frequency of daily hassles, which include events such as misplacing or losing 

things or being interrupted. They also rate uplifts, such as completing a task, being 

complimented, or laughing at a joke. In addition, they rate severity of hassles, and 

intensity scores are calculated for both hassles and uplifts. Like the SRRS, however, 

these scales rely on people’s ability to recall activities, and people who tend to feel 

easily stressed and anxious may rate the severity of daily hassles differently than 

other people, creating problems for studies that examine the relation between stress-

ors and health.

THE IMPACT OF STRESS ON HEALTH

However we measure it, we know that stress can impact health indi-

rectly and directly. When people feel stressed, they often stop tak-

ing care of themselves and develop poor health habits. Like Marek, 

people under stress get less sleep, exercise less, change eating hab-

its in unhealthy ways (e.g., eat more fast food, have more irregular 

meals), and drink more alcohol. These poor health habits can pro-

duce negative health consequences that are indirectly related to stress 

(DiMatteo et al., 2002). Other indirect pathways between stress and 

health include injuries, which are more frequent among people who 

are under stress (e.g., at work, during sports activities, or while driv-

ing), and the adoption of a “sick role” to avoid obligations and situ-

ations when people feel unable to cope. However, stress can have a 

more direct impact on physical functioning and health. It can cause 

changes in the nervous and endocrine systems and affect the immune 

system.

Physiology of Stress In the 1930s, Walter Cannon described the body’s well-

known flight-or-flight response that occurs during stress (see Chapter 4) (Cannon, 

1932). This response prepares any organism to escape or engage in conflict when a 

potentially dangerous stimulus/event occurs. Physical responses include increased 

sympathetic nervous system activity: increased blood pressure, more rapid heart and 

respiration rates, increased blood sugar levels, sweaty palms, and muscle tension. 

Cannon proposed that continual or chronic physical stress responses could impair a 

person’s ability to fight illness. In the 1950s, Hans Selye proposed a related theory 

called the general adaptation syndrome (GAS) (Selye, 1956), which has three stages: 

(1) alarm, when the body mobilizes to meet a threat (with increases in activity 

within the sympathetic nervous system); (2) resistance, when the individual attempts 

to cope with or resist the threat; and (3) exhaustion, when continued efforts to over-

come the threat deplete physical resources. In this third stage, a person becomes 

increasingly vulnerable to illness. As you will see throughout the remainder of this 

chapter, we now know that chronic stress is associated with increased rates of serious 

medical illnesses such as hypertension, cardiovascular disease, diabetes, and arthritis 

(DiMatteo et al., 2002; Taylor, 2006).

When people feel stressed, they may stop 
taking care of themselves. They may get less 
sleep, smoke or drink more, or eat irregular or 
unhealthful meals.

general adaptation syndrome a three-stage 
process of stress adaptation including alarm, 
resistance, and exhaustion

learning objective 14.4
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Although both the fight-or-flight and GAS theories propose similar methods 

by which stress influences physiology and health, they do not address the psychologi-

cal and social variables that affect the appraisal process described earlier. For example, 

divorce is stressful for most people. However, for those in a very conflictual or abusive 

marriage, divorce may actually produce less stress than remaining in an abusive rela-

tionship.

When stress does occur, the stress responses affect two major systems: the 

sympathetic-adrenomedullary system (SAM) and the hypothalamic-pituitary-

adrenocortical (HPA) axis. These two systems have different functions. The “revved up” 

feeling is the SAM response: Increased adrenal gland stimulation results in the secre-

tion of epinephrine and norepinephrine. Continuous and long-term SAM activation 

can suppress immune functioning (see the section “Stress and the Immune System”) 

and produce changes in resting blood pressure, heart rate, and heart rhythms. The 

second response, the HPA response, involves the hypothalamus. During stress, the 

hypothalamus increases production of corticotrophin-releasing factor (CRF), which 

causes increased secretion of adrenocorticotropic hormone (ACTH) and increased 

cortisol (another hormone). Increased cortisol helps the body store carbohydrates, 

reduce inflammation, and return the body to a steady state after stress (Taylor, 2006). 

Repeated HPA stimulation can change daily cortisol patterns, compromising immune 

functioning and impairing memory and concentration.

Stress and the Immune System  

Clara was a stellar musician throughout high school. She dreamed of attending Juilliard 

and having a career as a concert violinist, so she was extremely disappointed when her first 

application was rejected. After 2 years of college elsewhere, however, she applied again 

and was granted an audition. Clara was thrilled but also overwhelmed at the prospect of 

the interview. She prepared intensely and had trouble thinking of anything else during the 

days before she was to travel. To top it all off, the audition was going to occur right before 

final exams and right after a major project was due. It was too much all at once, but there 

was nothing more important in her life. The morning of her flight, Clara woke up with a 

cough, a terrible sore throat, and a fever. How could she possibly do her best now that she 

was sick? She just couldn’t afford to be ill at this critical moment in her life.

Knowing how the immune system works provides some insights into how Clara’s 

stress contributed to her physical symptoms on the morning of her audition. The 

immune system protects the body against bacteria, viruses, and carcinogens in both 

specific and nonspecific ways (DiMatteo et al., 2002; Martin et al., 2004; Taylor, 2006). 

Specific immune system responses protect us against specific infections and diseases, 

such as chicken pox and tuberculosis. These responses can be the result of natural or 

artificial processes. Natural immunities are acquired through breast milk or as a result 

of having a particular disease (once you have had chicken pox, you are no longer sus-

ceptible to it). Artificially produced immunities are acquired through vaccinations or 

inoculations.

Nonspecific immune system responses offer general protection against infections 

and diseases in four different ways. First, anatomical barriers, such as the skin and the 

mucous membranes in the nose and mouth, prevent microbes from getting into the 

body. Second, a process called phagocytosis leads to the production of more white blood 

cells that destroy invaders. Certain white blood cells called T-lymphocytes (T-cells) 

are particularly important because they secrete chemicals that attack and kill invading 

sympathetic-adrenomedullary system a sys-
tem that responds to stress in which increased 
adrenal gland stimulation results in the secretion 
of epinephrine and norepinephrine

hypothalamic-pituitary-adrenocortical 
axis a system that responds to stress in 
which the hypothalamus produces increased 
corticotrophin-releasing factor (CRF), which 
in turn causes increased secretion of adreno-
corticotropic hormone (ACTH) and increased 
cortisol

specific immune system protection against 
specific infections and diseases as a result of 
natural or artificial processes

nonspecific immune system general pro-
tection against infections and diseases pro-
vided by anatomical barriers, phagocytosis, 
B-lymphocytes, and inflammation
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microbes. Some T-cells are killer cells (Tc), and others are helper cells (TH). Still other 

cells known as natural killer (NK) cells are also active in this process. Third, other 

white blood cells known as B-lymphocytes secrete antibodies or toxins into the blood to 

kill invading bacteria and viruses. Last, inflammation at the site of an infection, which 

produces swelling and increased blood flow, allows more white blood cells to move in 

and attack pathogens.

Psychological and social variables may complicate the functioning of the immune 

system. Psychoneuroimmunology is the study of the relations among social, psycho-

logical, and physical responses. We now know that people (like Clara) who are under 

severe and/or chronic stress are more likely to catch a cold, develop an upper respira-

tory infection, or get the flu (Ironson et al., 2002; Pederson et al., 2010). Stress sup-

presses the ability of the immune system to function adequately and increases people’s 

susceptibility to bacteria and viruses. When people are under stress, wounds heal more 

slowly (Gouin & Kiecolt-Glaser, 2011; Walbum et al., 2009), chronic diseases pro-

gress more rapidly, and vaccinations are less effective (Ironson et al.; Martin et al., 2004).

Stress increases epinephrine and cortisol levels (the SAM and HPA responses 

discussed previously), and this decreases the activity of the helper T-cells and lympho-

cytes that are important for killing bacteria and other toxins. Among medical students, 

academic stress at exam time was associated with lower T-cell activity and fewer NK 

cells and activity (Glaser et al., 1985;Workman & LaVia, 1987). People or animals 

under stress develop fewer antibodies following immunization for flu, hepatitis, and 

tetanus (Ironson et al., 2002), meaning that these vaccinations are likely to be less 

effective. However, the relationship between stress and cell activity is not simple. 

Many variables affect this relationship including how much time has elapsed since 

the stressor occurred, how much control people believe they have over the stressor, 

the person’s age, and time of day (Delahanty et al., 2000; Miller et al., 2007; Peters 

et al., 1998). Interpersonal interactions also affect cell activity and immune function-

ing. Hostility between spouses, for example, is associated with suppressed (reduced) 

immune functioning (Kiecolt-Glaser et al., 1998). Loneliness, or perceived social iso-

lation, is also associated with many indicators of poorer immune functioning (Hawkley 

& Cacioppo, 2003), and positive social support benefits immune functioning (Kiecolt-

Glaser et al., 2010; Uchino et al., 1996).

The Psychological Impact of Stress Stress and poorer immune functioning are 

associated with increases in negative moods including depression, anxiety, hostility, 

and anger. People who are depressed have disrupted immune response, increased 

inflammation, reduced NK cell activity, a lower lymphocyte response, and more white 

blood cells (suggesting that the body is trying harder to fight infection) (Herbert & 

Cohen, 1993; Leonard & Myint, 2009). These associations appear stronger for older 

people and those who are hospitalized. Other negative moods including anger, hostil-

ity, and anxiety are also associated with reduced NK cell activity and immune system 

suppression (DiMatteo et al., 2002). On the other hand, positive mood is linked to 

lower stress, increased resistance to infection, and decreased inflammation (Dockray 

& Steptoe, 2010; Steptoe et al., 2009).

Several psychological disorders are associated with physical stress responses. 

Depression, alcoholism, and eating disorders are linked to increased HPA activ-

ity (Ehlert et al., 2001). Elevated HPA activity also exists among women who were 

abused as children, and this relationship is particularly strong when symptoms of 

depression and/or anxiety are present (Heim et al., 2000). Of course, one of the most 

psychoneuroimmunology the study of the 
relations between social, psychological, and 
physical responses

A white blood cell, hugely magnified, engulf-
ing a pathogen. Stress can interfere with the 
functioning of the immune system, which 
means that stressed-out people are more 
likely to become ill.
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extreme psychological responses is post-traumatic stress disorder (PTSD; see Chapter 

4), which consists of vivid and intrusive memories of a trauma, avoidance of people 

and things that represent the trauma, significant physiological arousal, and emotional 

numbness. People with PTSD have lower NK cell activity and lower T-cell counts 

(Pace & Helm, 2011) and more physical health problems, particularly, more frequent 

cardiovascular, gastrointestinal, and musculoskeletal disorders, and they use medical 

health services more often than those without the disorder ( Jankowsi, 2006).

Moderators of Stress Variables that affect how stress is experienced and how it 

affects health and other aspects of functioning are called stress moderators. Internal 

and external variables may moderate the link between stress and health.

We already mentioned the possible role of personality in health problems. 

Characteristic patterns of behavior, thinking, and feeling can increase or decrease 

the effect of stress on health. One of the best-known personality styles is the Type 

A behavior pattern, which has been linked to increased risk of coronary heart dis-

ease (CHD). The Type A behavior pattern (Friedman & Rosenman, 1974) describes 

behaviors that are associated with consistent strivings for achievement, impatience and 

time urgency, and aggressiveness toward others.

Emilio, a middle-aged father of two boys, aged 12 and 14, worked for an oil company. 

His job was important to him; he supervised a large group of engineers, and he worked 

hard. He got to work early, completed projects ahead of deadlines, and was always on 

time for meetings. Emilio’s co-workers, however, were not as timely or efficient, and this 

made him angry when they missed deadlines or asked for extensions. He also became 

irritated with his sons when they didn’t seem to be doing their best. Sometimes they just 

seemed to be “goofing off,” and he didn’t understand why they weren’t more competi-

tive. He also couldn’t stand to get behind a slow driver. He could feel his blood pressure 

rise when he got stuck behind someone who seemed to be out for a “country drive” on 

the freeway. In fact, lately it seemed that he was angry all the time. He argued more with 

his wife, yelled too often at his children, and got into disagreements at work.

Emilio’s personality could place him at risk for health problems. People with a 

Type A behavior pattern, like Emilio, tend to feel chronically aroused (always keyed up) 

and have difficulty relaxing. Other Type A dimensions include a sense of time urgency 

and competitiveness. However, the feelings of anger and hostility associated with a Type 

A style are important for predicting increased risk of CHD and heart attack (Gallacher 

et al., 2003; Moller et al., 1999). In addition, people who are hostile and angry, even 

if they do not have the full Type A pattern, have an increased risk for cardiovascular 

problems (Chida & Steptoe, 2009; Taylor, 2006). The role of anger and hostility in car-

diovascular health is stronger for men than for women, which may partially explain the 

increased risk of CHD in men (Chida & Steptoe; Low et al., 2010).

Other personality characteristics (internal moderators) such as negative affectiv-

ity (the tendency to experience negative mood including anxiety, depression, and hos-

tility), a pessimistic explanatory style (the tendency to blame negative outcomes on some 

stable characteristic of oneself ), for example, “I didn’t get that promotion because I 

am just not very good at my job,” and optimism (the tendency to expect positive out-

comes) may affect how stress influences health. Negative affectivity and/or a pessimis-

tic style have been linked to poorer immune functioning (van Eck et al., 1996), poorer 

response to surgery (Duits et al., 1997), more increased physical complaints even when 

actual symptoms are not worse (Cohen et al., 2003), and poorer long-term physical 

stress moderator a variable that affects how 
stress is experienced and how it affects health 
and other aspects of functioning

Type A behavior pattern a personality 
pattern associated with the onset of coronary 
heart disease, associated with consistent striv-
ings for achievement, impatience and time 
urgency, and aggressiveness toward others
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(Maruta et al., 2002). Optimists, on the other hand, are sick 

less often (Cohen et al.) and have lower blood pressure and less 

risk of CHD (Kubzansky et al., 2001; Raikkonen et al., 1999). 

They also function better in the presence of pain (Brenes et al., 

2002) and have improved immune function and better health 

outcomes in many areas even including cardiovascular health, 

mortality, and cancer (Rasmussen et al., 2009). Optimists may 

have better health outcomes because they are better at solving 

problems, seeking social support, and emphasizing the positive 

aspects of a situation.

External moderators, such as resources and social support, 

also influence the impact of stress. People with greater external 

resources, such as more time and money, a higher level of edu-

cation, a better job, and a higher standard of living, function 

better when faced with stress (Taylor, 2006). One of the most 

important predictors of health is socioeconomic status, which is 

influenced by variables such as education, income, and occu-

pation. People with higher socioeconomic status have good 

immune function (Dowd & Aiello, 2009), fewer medical and 

psychological disorders, and even have longer lives (Adler et al., 1993). Increased 

social support from family, significant others, friends, and others in the community 

also reduces the negative effects of stress. People with more social support are less 

distressed, have reduced risks of illness or death, and adjust better to chronic diseases 

(Martin & Brantley, 2004; Taylor, 2006). Even “social” support from animals, par-

ticularly dogs, can lower heart rate and blood pressure (Allen et al., 2002) and reduce 

levels of stress-related hormones (Odendaal & Meintjes, 2003).

There are at least three types of social support. Tangible support, such as financial 

help, goods (food), and services (child care, transportation), can reduce the impact 

of a stressful event. Informational support, which involves the sharing of information 

to reduce stress, can help solve problems and manage stressful situations. Emotional 

support, such as the provision of caring, can provide reassurance during periods of 

high stress. Social support may reduce the impact of stress directly (e.g., by improving 

available coping resources) or indirectly (e.g., by making potentially stressful situations 

seem less threatening). There is still much to learn about the ways that social support 

moderates the relationship between stress and health.

SEX, RACE, AND DEVELOPMENTAL ISSUES

In comparison to adults, much less is known about children’s responses to stress. Many 

children express distress through physical complaints such as headaches and stomach-

aches. Recurrent abdominal pain (RAP) is among the most common complaints of 

childhood. Occurring in approximately 10% of children, RAP consists of at least three 

bouts of pain that are so severe as to impede daily functioning (Ramchandani et al., 

2005). A physical cause is identified only in 10 to 15% of cases. Among children expe-

riencing RAP, those with anxious temperament and anxiety disorders are overrepre-

sented. Because the pain comes and goes, stressful events are assumed to be associated 

with the pain episodes, but there has been little systematic research on the topic.

Although the basic physical response to stress is similar for men and women, 

men may have greater cortisol and immune system stress responses than women do 

(Kirschbaum et al., 1999; Rohleder et al., 2001). Recent research also reveals different 

Social support can reduce the impact of 
stress when people are confronted with a 
challenge, such as a natural disaster.
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One common response to stress found 
among children is recurrent abdominal pain.
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coping styles. Men are more likely to use problem-focused coping, doing 

something to change stressful conditions. Women more often use emotion-

focused coping, expressing feelings and seeking social support to cope 

with stress (Martin et al., 2004). Women are more likely to use a “tend 

and befriend” strategy instead of the “fight-or-flight” response (Taylor et 

al., 2000). Early studies of stress assessed mostly male participants to avoid 

the need to control for greater cyclical variation in hormone responses 

(due to the reproductive cycle) among women. Recent animal and human 

research, however, indicates that women tend to care for and affiliate with 

others during times of stress (i.e., tending and befriending) (Taylor et al.). 

This difference may reflect evolutionary influences that dictated different 

parental roles. Motherhood, for example, requires protecting offspring, 

getting them out of the way, and calming them down rather than attacking 

predators and leaving young ones unprotected (Taylor et al.). This differ-

ent response may reflect different hormones found in males and females.

Little research has examined differences in stress responses among different racial 

and ethnic groups. Among the few existing studies, factors such as socioeconomic status 

or sex have typically not been controlled. As noted earlier, lower socioeconomic status 

is associated with higher levels of stress and disease, possibly as a result of discrimina-

tion or differential coping and social support (Gallo & Matthews, 2003). Despite these 

limitations, race and ethnicity may play a role in the relationship between stress and 

physical outcomes. For example, chronic exposure to discrimination, both racial and 

other types, may be related to the amount of coronary artery calcification in African 

American women (Lewis et al., 2006), and increased chronic stress tends to differentially 

alter daytime cortisol response in Hispanic relative to non-Hispanic women (Gallagher-

Thompson et al., 2006). Racial or ethnic background also may moderate the impact of 

social support and other potentially important variables such as religion and spirituality 

(see the feature “Research Hot Topic: Religion, Stress, and Health”). Asians and Asian 

Americans, for example, seem to benefit more from implicit social support that does not 

require disclosure of personal information whereas European Americans benefit more 

from explicit social support that involves receiving advice and emotional support from 

others (Taylor et al., 2007). Certain racial or ethnic groups also may rely more heavily on 

religion and spirituality to reduce the impact of stress.

concept CHECK

� The level of stress a person experiences is determined by an interaction between a per-

son and an event. The person first perceives the level of harm associated with an event 

(primary appraisal) and then assesses his or her ability to cope (secondary appraisal).

� Stress can be acute (short term) or chronic (long term) and can be caused by daily has-

sles or major life events.

� Stress can be measured in the laboratory, where its impact on physiological, neuroen-

docrine, and psychological responses can be assessed, or by questionnaires that ask 

people about major events and daily hassles.

� The impact of stress on health can be indirect (by means of changes in health-related 

behaviors) or direct (by physical changes in SAM, HPA, and immune functioning).

� Psychoneuroimmunology is the study of relations among psychological and social vari-

ables, immune system functioning, and disease.

Women may use a “tend and befriend” strat-
egy rather than a “fight-or-flight” response 
when confronted with stress. This may reflect 
the influence of evolution—motherhood 
more often requires protecting offspring than 
fighting predators directly.
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In recent years, research into the role of religion and spiritual-
ity in physical and mental health has increased dramatically. 

Most people in the United States believe religion is important. 
They believe in God, pray, and attend church (Powell et al., 
2003; Taylor, 2006). Thus, research examining the effects of reli-
gious beliefs and behaviors on health outcomes is of significant 
interest. Although some studies have suggested that people 
facing spiritual struggles may experience increased mental 
health symptoms (McConnell et al., 2006), other studies have 
demonstrated that religion, defined by regular attendance at 
church services, is associated with reduced mortality in healthy 
people (Powell et al.) and that religion and spirituality may 
improve the ability to cope with stress (Graham et al., 2001; 
Koenig et al., 1988), reduce depression (Braam et al., 2004), 
decrease engagement in adolescent sexual behavior (Rotosky 
et al., 2004), and improve cognitive functioning among older 
adults (Hill et al., 2006). Although specific findings vary across 
studies, higher levels of religion and spirituality are also associ-
ated with reduced blood pressure and hypertension (Krause 
et al., 2002; Steffen et al., 2001), lowered cortisol response fol-
lowing stress (Tartaro et al., 2005), and less rapid progression of 
cancer (Kinney et al., 2003). The health benefits of religion may 
be due to a number of variables including the social support that 
often accompanies religious involvement, healthy behaviors 

promoted by various religions (e.g., less smoking, alcohol 
use), and beliefs that help people cope with difficult situations 
(Taylor, 2006).

Most of this research is correlational so that drawing conclu-
sions about the cause of improved health among people with 
greater religious involvement is very difficult. In addition, 
not every study finds positive health outcomes associated 
with increased religion/spirituality. Some studies have sug-
gested, for example, that religion and spirituality do not slow 
the progression of cancer, protect against cancer mortality, 
or improve recovery from acute illness when other important 
variables are taken into account (e.g., preexisting health con-
ditions, other health behaviors) (Powell et al., 2003). Findings 
also sometimes differ with regard to ethnicity and gender. 
In many cases, more carefully designed studies are needed. 
Definitions of religion and spirituality, for example, are not 
consistent across studies. In some cases, religion is defined 
by service attendance; in other cases, the definition relies on 
religious-related beliefs or self-reported religious identity. 
Also, few standardized questionnaires are available to assess 
involvement in religion or spirituality, and many studies do not 
include sufficiently diverse samples to generate broadly appli-
cable findings. Future research is sorely needed with careful 
attention to a variety of variables.

research HOT topic

� Moderators of the impact of stress on health include personality style (such as the Type 

A behavior pattern), economic resources, and social support.

CRITICAL THINKING QUESTION How would you design a study to test the impact of stress 

on test performance? How would you measure stress? How would you be able to tell 

whether a causal link between stress and performance existed?

Psychology and Behavior 
in Medical Illness
At age 45, Sharon was married and worked as an office manager at a local doctor’s office. 

Although her husband was physically active, she led a fairly sedentary life and had gained 

a lot of weight over the past 10 years. For the past year, she had felt consistently tired 

and had difficulty sleeping. She scheduled a visit with her internist (whom she hadn’t 

seen in a couple of years) and was diagnosed with type II diabetes. As part of her treat-

ment, Sharon was asked to start an exercise program, lose weight, modify her diet, and 
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manage her stress. Whew! What a tall order—much easier said than done. However, she 

started walking 3 times a week and changed her eating habits, counting carbohydrates 

and limiting sweets. Over a couple of months, she saw her glucose levels drop, and she 

began to feel better in many ways. As time went on, however, she noticed that whenever 

she had a stressful week at work, her glucose levels were more unstable. During those 

difficult times, she found it difficult to maintain healthy behaviors. Managing diabetes 

and sticking to healthy eating and exercise was going to be a lifelong task.

BEHAVIOR AND HEALTH

Maintaining a healthy diet and weight, getting enough sleep, exercising regularly, lim-

iting alcohol use and smoking, using sunscreen, and wearing seat belts are all ways to 

prevent illness and accidents. Many of these health behaviors (sometimes called health

habits) are established early in life when people are not yet worried about their health. 

However, data clearly link health behaviors and health status (e.g., illness, disability) 

and even mortality. Given their significant roles in reducing the risk of cardiovascular 

disease, diabetes, cancer, obesity, and osteoporosis—healthy eating, regular exercise, 

and not smoking are three important components of healthy behavior.

Healthy Eating Dietary habits play a particularly important role in the develop-

ment of coronary heart disease, hypertension, and some forms of cancer. However, 

fewer than 33% of people in the United States eat the daily recommended servings 

of fruits and vegetables (Centers for Disease Control and Prevention [CDC], 2007). 

Many biological, demographic, psychological, and sociocultural variables affect eat-

ing behaviors. Genetic, cultural, and social variables, for example, have a significant 

effect on taste preferences and food choice. People make food choices based on both 

innate and learned taste preferences, the foods that are commonly available (e.g., in 

rural versus urban settings, in ethnic minority vs. majority families, in settings where 

financial resources are abundant or limited), and according to their attitudes, knowl-

edge, and beliefs (West et al., 2004). Stress, anxiety, and depression are also associ-

ated with less healthy eating patterns (Kiecolk-Glaser, 2010; Taylor, 2006). When 

stressed, people may have trouble monitoring their food intake and its consequences 

(Ward & Mann, 2000), and stress can be associated with either increased or decreased 

eating. People who are anxious or depressed also have difficulty maintaining special 

diets, such as those implemented to reduce cholesterol (Stilley et al., 2004). In general, 

recommended dietary changes for healthier eating are effective, but they are often 

difficult to implement due to expense, extra time required for shopping and/or food 

preparation, and so forth.

Exercise and Physical Activity The benefits of exercise are well known. Increased 

physical activity is associated with decreased resting heart rate, lower blood pres-

sure, improved sleep, lower rates of obesity and cardiovascular disease, and increased 

longevity (Taylor, 2006). Regular exercise and increased activity are also associated 

with improved mood and well-being (Hansen et al., 2001), lower levels of depres-

sion (Lindwall et al., 2007), reduced risk of cognitive impairment in older people 

(Etgen et al., 2010), and reduced perception of pain (Hoffman & Hoffman, 2007). 

Nevertheless, many people are not active enough to stay healthy. Insufficient physi-

cal activity is related to a variety of social, demographic, and psychological variables. 

People who exercise less have lower incomes and less education and social support 

learning objective 14.5
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(Dubbert et al., 2004). Not exercising also is associated with increasing age and ethnic 

minority status. Physical inactivity, for example, is more common among older than 

younger adults and in African American and Hispanic adults than Caucasians (Lee 

& King, 2003). Women also are less physically active than men. Similar patterns 

occur among adolescents. Boys are more physically active than girls, and minority 

youth are less active than non-Hispanic white adolescents. Some of these observa-

tions, however, may be explained by socioeconomic differences between ethnic groups 

(Dubbert et al., 2004).

About 50% of people who start an exercise program continue for up to 6 months. 

Psychological variables such as self-efficacy (the belief that one is capable of exercis-

ing regularly) affect the ability to maintain an exercise program. Most commonly, 

people report that stress and lack of time are the primary reasons for giving up on 

exercise (Taylor, 2006). However, people who exercise cope better with stress, and 

we shall see later that exercise is an important component of stress management 

treatments.

Smoking Another major modifiable risk factor for poor health, smoking, is associ-

ated with significant increases in rates of lung cancer, cardiovascular disease, emphy-

sema and other respiratory problems, and death. Smoking also increases the risk of 

accidents and injuries at work and poses health risks for the smoker’s family mem-

bers and co-workers (Taylor, 2006). Although overall rates of smoking are declining 

in the United States (CDC, 2003), significant numbers of Americans continue to 

smoke. What do we know about psychological and social variables that lead people to 

smoke? First, smoking is more common among people who live in poverty and those 

with less education. Previously more common among males than females, smoking 

rates are now similar among adult men and women and adolescent boys and girls 

(Fisher et al., 2004). Most people begin smoking before the age of 18, and start-

ing to smoke is often associated with higher levels of stress and anxiety, increased 

contact with peers who smoke, and parental modeling (Fisher et al.). Attitudes and 

knowledge about associated health effects also are important. Adolescents, in partic-

ular, are less concerned about the potential health risks associated with smoking and 

are more susceptible to initiating the behavior (Chassin et al., 2001). Advertising 

and marketing campaigns that target adolescents have significant effects on smoking 

initiation and continued use.

Sleeping Certainly, you can recall times when you failed to get enough sleep—

before a big test or when something stressful was going on in your life. Well, you are 

not alone. As many as 30% of people report sleep disruption (National Institutes of 

Health, 2005). This figure rises to 50% of patients in medical clinics (Pegram et al., 

2004). Difficulty sleeping can be an acute but short-term problem, such as when better 

sleep returns after a major exam is over, or a chronic condition lasting anywhere from 

30 days to 6 months.

Among children, occasional sleepwalking (sitting up in bed, getting out of bed, 

and walking during sleep), sleep terrors (expression of fear, a loud scream, and rapid 

heartbeat), and nightmares (very vivid, frightening dreams) are common. When these 

behaviors occur frequently, the child may have sleepwalking disorder, nightmare disor-

der, or sleep terror disorder. These conditions are common in children of both genders 

and across cultures (Agargun et al., 2004; Goodwin et al., 2004; Laberge et al., 2000), 

but they usually disappear in adolescence (Laberge et al.; Thiedke, 2001).

Regular exercise can be an important factor 
in fighting stress and disease.
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A sleep condition that occurs more frequently among African Americans 

than whites is sleep paralysis, a temporary state of paralysis experienced prior 

to falling asleep or upon wakening (Paradis & Friedman, 2005). The person 

can open his or her eyes and is aware of the surroundings but otherwise cannot 

move (Cheyne, 2005). Sleep paralysis is often associated with the presence of 

environmental stressors such as poverty or unemployment.

The most common form of sleep difficulty is insomnia (see the box 

“DSM-IV-TR: Insomnia”)—persistent sleep difficulties that are asso-

ciated with impairment in daily functioning (Nau et al., 2005; Pegram 

et al., 2004). Sleep difficulties can include problems falling asleep or 

staying asleep, waking up too early in the morning, and feeling fatigue 

upon awakening (often the result of what is called nonrestorative sleep). 

Insomnia can lead to daytime sleepiness; impaired work or school perfor-

mance; difficulties with attention, concentration, and memory; increased 

risk for medical illness; poorer immune functioning; and increased risk of automobile 

accidents (Taylor, 2006). 

Sleep problems are common, even among 
young people. Lack of sleep can have a sig-
nificant impact on daily functioning including 
academic achievement.

primary insomnia a condition characterized 
by difficulty in initiating or maintaining sleep, 
or nonrestorative sleep, over a period of at 
least 1 month and with significant distress 
and/or interference with functioning

Women have significantly more sleep problems than men do (Morin et al., 

2006; Nau et al., 2005), with differences beginning to emerge after the first menstrual 

period, known as menarche ( Johnson et al., 2006). Older adults have more sleep dif-

ficulties than middle-aged adults (Nau et al.) although the relationship between sleep 

and age varies with ethnicity. African American adults sleep more poorly and have 

more insomnia than white adults overall, but for African Americans, prevalence peaks 

in middle, rather than older adulthood (Durrence & Lichstein, 2006). Ethnic differ-

ences in sleep may reflect socioeconomic differences between ethnic groups (Roberts 

et al., 2006). At the other end of the developmental spectrum, adolescents can develop 

sleep difficulties as they experience increased social pressures and greater demands at 

school (Pegram et al., 2004). Thus, normal age-related sleep changes occur through 

the life span (Pegram et al.).

Sleep problems can result from stress, anxiety, or depression. In fact, sleep difficul-

ties are part of the diagnostic criteria for depressive disorders and generalized anxiety 

disorder. Sleep problems also may result from medical problems such as pain, gastroin-

testinal reflux, and sleep apnea (a condition in which air passages are blocked and disrupt 

DSM-IV-TR

Primary Insomnia

A.  The predominant complaint is difficulty initiating or main-
taining sleep, or nonrestorative sleep, for at least 1 month. 

B.  The sleep disturbance (or associated daytime fatigue) 
causes clinically significant distress or impairment in social, 
occupational, or other important areas of functioning.

C.  The sleep disturbance does not occur exclusively dur-
ing the course of Narcolepsy, Breathing-Related 
Sleep Disorder, Circadian Rhythm Sleep Disorder, or a 
Parasomnia.

D.  The disturbance does not occur exclusively during 
the course of another mental disorder (e.g., Major 
Depressive Disorder, Generalized Anxiety Disorder, a 
delirium).

E.  The disturbance is not due to the direct physiological 
effects of a substance (e.g., a drug of abuse, a medication) 
or a general medical condition.

Reprinted with permission from the American Psychiatric Association. 
Diagnostic and Statistical Manual of Mental Disorders (4th ed.), Text 
Revision (Copyright 2000). American Psychiatric Association.
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sleep). Poor sleep habits such as drinking caffeine and exercising too close to bedtime may 

disrupt sleep. Other poor sleep behaviors include irregular sleep schedules and excessive 

napping. These kinds of behaviors can occur when patterns of nighttime behaviors do not 

foster relaxation and sleep. For children, when the last activity before bedtime involves 

roughhousing with Dad, falling asleep can become difficult. And, when children are 

“helped” to fall asleep (e.g., Jacob cannot fall asleep at bedtime or after wakening in the middle 

of the night unless Mom rubs his back), they may have trouble falling asleep on their own.

Understanding how people develop poor sleep habits suggests behavioral 

interventions to improve sleep. For example, teaching parents how to change bed-

time routines and respond to nighttime awakenings can help children learn to 

comfort themselves and fall asleep on their own. For adults, behavioral treatment 

involves teaching new sleep habits such as using the bed only for sleep or sex 

(e.g., getting up out of bed when one can’t sleep and reading quietly until feeling 

tired again), setting a regular bedtime that doesn’t vary more than 30 minutes or 

so even on weekends, limiting naps, and restricting alcohol and nicotine intake 

(Morin & Espie, 2003; see Table 14.2). Relaxation training and cognitive therapy 

(changing beliefs about sleep) also can help (Irwin et al., 2006; Morin et al., 2009; 

Rybarczyk et al., 2005).

PSYCHOLOGICAL FACTORS AND MEDICAL ILLNESSES

We turn now to the role of psychological, behavioral, and social factors in medical 

illnesses such as HIV/AIDS, cancer, chronic pain, insomnia, and chronic fatigue. 

Certainly, psychological factors can affect many other physical conditions, but we 

focus here on this subgroup of illnesses.

HIV/AIDS The human immunodeficiency virus (HIV) destroys the body’s abil-

ity to fight infection and some types of cancer. Early symptoms of HIV infection 

TABLE 14 .2

P.M.
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include fever, headache, and fatigue. These symptoms, however, generally disap-

pear after a short time and may not return in a chronic or severe fashion for as 

much as 10 years (DiMatteo & Martin, 2002). Yet, the virus continues to grow 

in the body. Acquired immunodeficiency syndrome (AIDS) is diagnosed when 

HIV-infected people have a particularly low number of T-cells or when one of 26 

clinical conditions appears as a result of opportunistic infections (those that do not 

usually cause disease in healthy persons). The first case of AIDS in the United 

States was diagnosed in 1981. At present, more than one million people in the U.S. 

and over 33 million people worldwide are living with HIV/AIDS. (http://www

.niaid.nih.gov/topics/HIVAIDS/Understanding/Pages/quickFacts.aspx; Retrieved 

May 28, 2011).

HIV is spread through unprotected sex, contact with infected blood, shar-

ing contaminated needles or syringes, and from mother to child. People with other 

sexually transmitted diseases are more susceptible to HIV infection, and rates of 

HIV are increasing rapidly among minority groups and women. Although African 

Americans constitute only about 12% of the U.S. population, they account for the 

highest proportion of people with HIV/AIDS (http://www.niaid.nih.gov/topics/

HIVAIDS/Understanding/Pages/quickFacts.aspx; Retrieved May 28, 2011). 

Among African Americans, the progression from HIV to AIDS occurs more rap-

idly, mortality rates are higher, and survival time is shorter than in non-African 

Americans. In fact, HIV/AIDS is now a leading cause of death among African 

Americans. In 2004, Hispanics accounted for 18% of new HIV/AIDS diagnoses, 

and increasing rates also are reported among women, particularly African American 

and Hispanic women. Women now account for over 25% of new HIV/AIDS diagno-

ses, and 80% of these women are African American or Hispanic.

High-risk behaviors that facilitate susceptibility to HIV and its transmission are 

affected by many social and psychological variables including knowledge, attitudes, 

social support, and self-efficacy (perceived ability) for changing risky behavior (Taylor, 

2006). Even in our current information technology age, many people remain unin-

formed about HIV and AIDS. Risky behaviors are still common. They are influenced 

by mood, cultural values, social pressure, and modeling. The stigma of AIDS and 

potential negative reactions directly affect the willingness to get tested, which then 

affects early detection and treatment (Herek et al., 2003). Sexual health education 

about the disease, modes of transmission, and risky/safe behaviors can help to change 

behaviors that increase the risk of HIV transmission although actual rates of transmis-

sion are not always impacted (Ross, 2010).

People with HIV face many challenges including gradual deterioration of health 

and cognitive abilities, potential loss of employment, increased reliance on others, and 

stigma, fear, and prejudice. Depression, anxiety, and substance abuse are common 

(Pence et al., 2006) and occur more often among patients with poor social support 

or severe medical symptoms (Heckman et al., 2004). However, the impact of physi-

cal symptoms on negative mood can be reduced when people see some benefit from 

the illness as in the case of Magic Johnson who has taken an active role in the fight 

to reduce stigma and increase research (Siegel & Schrimshaw, 2007) (see the feature 

“Real People, Real Disorders: Magic Johnson—Living with HIV”). Social support 

is particularly important because it helps the patient adjust to the disease and obtain 

appropriate treatment.

Depression, stress, trauma, and social support also affect disease progres-

sion and adjustment (Cruess et al., 2004; Leserman, 2008). Negative beliefs about 

http://www.niaid.nih.gov/topics/HIVAIDS/Understanding/Pages/quickFacts.aspx
http://www.niaid.nih.gov/topics/HIVAIDS/Understanding/Pages/quickFacts.aspx
http://www.niaid.nih.gov/topics/HIVAIDS/Understanding/Pages/quickFacts.aspx
http://www.niaid.nih.gov/topics/HIVAIDS/Understanding/Pages/quickFacts.aspx
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oneself, the future, and disease course are associated with decreased T-cell counts 

and more rapid progression from HIV to AIDS (Taylor, 2006). Increased levels of 

stress reduce immunity to infection and increase the rate of progression from HIV 

to AIDS (Leserman et al., 2000) although social support can mitigate the effects 

of stress (Cruess et al., 2000). Depression also increases disease progression and 

mortality rates in both men and women (Ickovics et al., 2001; Mayne et al., 1996). 

Bereavement-related depression is a key issue. People with HIV/AIDS frequently 

live in communities where disease risk is high and where loss of important 

relationships is frequent.

A number of medicines are now available to slow HIV progression and 

reduce AIDS-related deaths. These drugs are expensive and have significant 

side effects including decrease in red or white blood cells, pancreatic inflam-

mation, nerve damage, and gastrointestinal symptoms. HIV/AIDS is now 

often a chronic disease (i.e., many people like Magic Johnson live with the 

disease for a long time), but long-term management requires complicated 

drug treatment. Adhering to these drug regimens is very difficult, particu-

larly when other stressors are also present. Depression, substance abuse, and 

reduced social support are associated with poorer treatment adherence in HIV 

positive patients (Gonzalez et al., 2004; Malta et al., 2008) whereas education, 

stress management, and social support may increase adherence and promote 

improved health.

Demographic variables also affect treatment: Minority patients (African 

American and Hispanic) are less likely than whites to get newer medications 

quickly, and people with higher socioeconomic status have greater access to 

treatment programs than those who do not have such access (Taylor, 2006). 

Treatment programs, in general, need to be sensitive to the specific needs of 

demographic and cultural groups that vary with regard to beliefs, self-percep-

tions of risk, and common behaviors (Taylor).
Each row represents one day’s dose of HIV 
medications.

On November 7, 1991, Magic Johnson shocked 
the world with an announcement that he was HIV 

positive and was retiring from an amazing basketball 
career. He was tested during a routine exam and sud-
denly faced with a life-threatening illness and fear for 
his wife, who was pregnant at the time. Her test came 
back negative, but his adjustment was difficult. He 
missed playing basketball and suffered from medication 
side effects, stress, and mood swings. Nevertheless, 
Johnson has survived long and well (more than 

19 years), probably as a result of his excellent 
physical condition and his daily “multi-drug 
cocktail.” Magic Johnson also has used his 
celebrity status and financial advantages to 
reduce stigma (AIDS isn’t just a “gay dis-
ease”), educate the public about risks (with 
particular focus on black men and women among 
whom prevalence is high), and support AIDS research.

http://www.usatoday.com/news/nation/2006-11-30; Retrieved May 
28, 2011.

real people, real disorders

http://www.usatoday.com/news/nation/2006-11-30
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Cancer Cancer is the second leading cause of death in the United States (follow-

ing heart disease). Cancer rates have declined in recent years, probably as a result of 

decreased smoking and improved treatments. However, more than 1 million people 

per year are diagnosed with it, and more than 500,000 per year die from the disease 

(see Table 14.3) (National Cancer Institute, seer.cancer.gov/statfacts/html/all.html). 

The effects of cancer reach far beyond the patient as family and friends also suffer 

from the effects of the disease and the grueling nature of the treatment process.

Although genetic factors play a role in the development of many kinds of cancer, 

some behavioral and lifestyle variables are also important. Socioeconomic status, for 

example, plays a role in cancer prevalence (Downing et al., 2007), and economic vari-

ables influence the use of cancer screening tools such as mammography (McAlearney 

et al., 2007). Unhealthy behaviors such as unprotected sun exposure, smoking, 

alcohol use, and fatty diet without sufficient fruits and vegetables also are linked to 

increased cancer risk (DiMatteo et al., 2002; Taylor, 2006). Early detection through 

self-examination or medical testing may also improve outcomes and reduce mortality. 

As discussed previously, many psychological and social factors including knowledge 

and beliefs, peer pressure, and stress influence these behaviors in turn (Henderson & 

Baum, 2004). Although not all data are consistent, there is some evidence that depres-

sion increases the risk of developing cancer (Carney et al., 2003; Henderson & Baum), 

possibly by altering cortisol, noreprinephrine, and the immune system. Although 

much has been written about the potential links between cancer and personality style 

(McKenna et al., 1999), many studies that demonstrate such links have small samples 

and are not prospective (assessing people over time). A recent study of more than 

50,000 people who were assessed over a period of at least 25 years found no relation 

between personality characteristics (extraversion, neuroticism) and risk of cancer or 

risk of death after cancer (Nakaya et al., 2010).

Many of the variables that are linked to cancer onset also affect its progres-

sion and course as well as patient adjustment to the disease. Depression, pessimism, 

negative expectations, and an avoidant coping style (one that involves failure to con-

front the disease and/or express negative feelings) are associated with more rapid dis-

ease progression (Allison et al., 2003; Brown et al., 2003). Similarly, increased stress 

TABLE 14 .3

Incidence Rates by Race

Race/Ethnicity Male Female
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and reduced social support are associated with more rapid physical deterioration and 

increased rates of recurrence (Henderson & Baum, 2004; Kerr et al., 2001). Although 

the effects may vary across different forms of cancer, stress and reduced social support 

affect natural killer cell activity, which decreases the body’s ability to fight virus and 

tumor growth.

Because many patients diagnosed with cancer survive for many years, adjustment 

to cancer as a chronic illness is an important issue. Even when a person becomes can-

cer free, uncertainty about future recurrences can continue to impact adjustment to life 

(Lee et al., 2009). Patients with cancer deal with many significant challenges includ-

ing fatigue, physical limitations and pain, decreased immune function and increased 

susceptibility to other infections, surgical removal of organs, body image difficulties, 

and prostheses. Emotional reactions such as depression, anxiety, and hopelessness, as 

well as changes in interpersonal relationships, are also common. Marital and sexual 

relationships may change after breast cancer or prostate cancer treatment, for example. 

Survivors of childhood cancer and their parents sometimes develop symptoms of 

PTSD as a result of their diagnosis and treatment (Norberg et al., 2011; Stuber et al., 

2010), and male partners of women with breast cancer have increased risk of depres-

sion (Nakaya et al., 2010). When parents are ill, children may have significant fears, 

and changes in family roles and interaction patterns can be quite stressful (e.g., older 

children may take on more responsibility at home or have less time with either parent 

when one parent is ill). Children’s adjustment to their parent’s cancer is influenced to 

some degree by family communication and by their mother’s depression and level of 

adjustment (Osborn, 2007).

Predictors of adjustment to cancer overlap with factors that influence its onset 

and course. Interpersonal support is important, particularly from a spouse or partner. 

Good marital adjustment predicts less distress from the diagnosis (Banthia et al., 2003), 

and active conversations about the disease and problem solving between partners are 

particularly useful (Hagedoorn et al., 2000). Optimism, active coping, feelings of con-

trol, and finding meaning in the experience also enhance adjustment and in some cases 

improve immune functioning and physical health (Barez et al., 2007; Taylor, 2006). 

Some evidence indicates that psychosocial treatments including cognitive-behavior 

therapy, supportive treatments, and exercise programs improve adjustment and coping 

for patients and their partners (Badger et al., 2007; Mutrie et al., 2007), but generally 

not survival (Coyne et al., 2007).

Chronic Pain

When Howard woke up, he knew immediately that it was the beginning of another 2- to 

3-week bout of back pain. He had played golf the day before after a morning of yard work, 

and it must have been too much strain. Howard was only 50, but he had been dealing with 

chronic back pain ever since he hurt himself playing football when he was 30. He’d also had 

surgery for a ruptured disc 3 years ago and since that time regularly had episodes of pretty 

severe pain. As he tried to roll over in bed, he thought about what was ahead. He wouldn’t 

be able to play golf for at least a few weeks, and he would need to increase his daily dose 

of anti-inflammatory medication. He also wouldn’t be able to sit at his desk for very long or 

play catch with his kids. Sleep wouldn’t be easy either; he knew he would be up walking the 

floor when the pain got bad. Howard knew he needed to get back on track with the exer-

cises the physical therapist had recommended. When he did those regularly, his back was 

better, but he has been just too busy lately. He was really tired of dealing with this ongoing 

problem. It made him tired and grumpy and even a little depressed.
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Pain disorder is diagnosed when a patient’s primary complaint is persistent pain that occurs 

without sufficient medical explanation (see Chapter 5). In Howard’s case, persistent back 

pain had a medical explanation and did not qualify for a DSM diagnosis. Nevertheless, his 

symptoms produced ongoing distress and dysfunction. Chronic back pain like Howard’s is 

one of the most common causes of disability in the United States. As many as 85% of peo-

ple have back pain at some point, and arthritis pain and chronic headaches affect millions 

of people every year (Taylor, 2006). Pain is useful when it provides feedback about changes 

that are needed to keep the body healthy or safe (e.g., when to change positions, exercise, 

or move away from a potential danger such as intense heat). However, there is not always a 

direct correlation between the location of the pain and its source, making its diagnosis and 

management a very complex issue. Pain is a huge source of disability, reduced productivity, 

and cost. It is the reason for at least 10% of physician visits in the United States, and associ-

ated costs to society are more than $70 billion each year as the result of increased health 

care needs and reduced productivity (Gatchel & Maddrey, 2004). Pain is such a common 

problem that it is now considered the “fifth vital sign,” in addition to pulse, blood pressure, 

body temperature, and respiration in medical evaluations.

Pain is generally classified as acute (lasting less than 6 months) or chronic (last-

ing 6 months or longer). Acute pain usually occurs as a result of injury and resolves 

when the body heals. Chronic pain can be ongoing, as with chronic back pain, or asso-

ciated with recurrent episodes of acute pain, as with migraines. Some chronic pain gets 

progressively worse over time, as with rheumatoid arthritis. Biologically, pain involves 

transmission of information from nerves at the injury site through the spinal cord and 

to the cerebral cortex. Other messages then go back to the site of the injury and other 

body parts where physical changes (e.g., muscle contractions, breathing changes) occur 

to help block the pain (Taylor, 2006).

The experience of pain is not always tied directly to the severity of a medical 

illness or other biological process. Many environmental, psychological, and social-

cultural factors are involved. For example, the situation in which pain occurs affects its 

meaning and interpretation, which in turn influences the amount of distress and inter-

ference. Psychological variables are also important. Depression and anxiety commonly 

accompany pain and worsen its experience (Dickens et al., 2003; Vowles et al., 2004). 

People in pain feel unable to do things they used to enjoy, have decreased feelings of 

control, and worry about what will happen if the pain gets worse.

Pain is also common among people with depression and predicts poorer 

response to treatment (Bair et al., 2004). Negative thoughts (e.g., “I’ll never get bet-

ter”; “Things are only going to get worse”) and unnecessary withdrawal from plea-

surable activities (e.g., “I’d better not go to that basketball game; sitting on those 

bleachers will be too hard on my back”; “I just can’t be around people anymore—it’s 

too hard to concentrate on what they are saying when I am in so much pain all 

the time”) worsen depression and limit the efficacy of treatment (Bishop & Warr, 

2003; Severeijns et al., 2004). The experience and expression of pain are sometimes 

reinforced by people or events. People who express pain through words or behavior 

sometimes get more attention, are relieved of responsibility, and receive financial 

compensation. These environmental reinforcers can be powerful motivators for the 

continued experience and/or expression of pain.

There also are individual differences in the frequency with which people report pain, 

seek help from their doctors, and respond to pain treatments (Turk & Monarch, 2002). 

These differences are not always related to actual physical conditions but can be influ-

enced by biological factors, learning history, and sociocultural variables. Women, for 

example, are typically more sensitive to pain than men (Gatchel & Maddrey, 2004), and 

Pain can be acute or chronic—it is common 
and accounts for 10% of all physician visits.
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they visit their doctors more often in response to pain (Kaur et al., 2007). Pain prevalence 

and experience also are related to racial and ethnic differences. African American and 

Hispanic patients, for instance, show more pain sensitivity and less pain tolerance than 

non-Hispanic whites do although these differences are also influenced by variables such 

as education, income, and racial/ethnic identity (Cano et al., 2006; Deyo et al., 2006; 

Rahim-Williams et al., 2007). Race and ethnic status also affect pain treatment. African 

Americans and Hispanics are less likely to receive adequate treatment for pain than whites 

(Cintron & Morrison, 2006) although these differences may be influenced to some extent 

by economic variables. Hispanic and non-Hispanic white women with private insurance, 

for example, are more likely to receive pain medication during childbirth than women 

from these same racial-ethnic groups who have no insurance (Glance et al., 2007). For 

black women, however, rates of pain medication were lower than for the other ethnic 

groups regardless of insurance status.

The goals of pain treatment may be to eliminate pain, reduce pain, or improve 

function in the face of some pain. Treatment includes both medical (medication, sur-

gery, etc.) and nonmedical (acupuncture, psychological) approaches although medi-

cation is used most often. People spend significant amounts of money each year on 

over-the-counter and prescription pain medications. The most popular prescrip-

tion medication is morphine although this and other analgesic medications in the 

opioid family (e.g., codeine, hydrocodone [Vicodin], oxycodone [OxyContin]) can 

cause dependence (see Chapter 9), leading to significant controversy over their use 

(see the feature “Examining the Evidence: Are Opioid Medications Useful or Too 

Risky in the Treatment of Pain?”). Anti-inflammatory drugs and antidepressants can 

also reduce pain. Antidepressant drugs reduce anxiety and depression and also act on 

neural pathways that relay pain information. Anti-inflammatory drugs reduce pain 

but do not change mood. Nonmedical treatments for pain include relaxation train-

ing, biofeedback, and hypnosis. During biofeedback, patients learn to modify physi-

cal responses such as heart rate, respiration, and body temperature. During hypnosis,

patients are taught to relax, a trance-like state is induced, and hypnotic suggestions are 

used to reduce pain and change pain-related thoughts. All of these interventions show 

positive effects although the additional value of biofeedback over relaxation alone is 

not well established (Taylor, 2006). Cognitive-behavioral treatments that involve 

relaxation, imagery (imagining a positive scene to induce relaxation or picturing cancer 

as an enemy to be destroyed), cognitive therapy (changing thoughts about pain), and 

behavioral changes (becoming more active in managing one’s own pain, engaging in 

positive behaviors despite pain) also can be useful. Typically, both medical and non-

medical strategies are integrated into a pain management program that is individually 

tailored to meet a patient’s needs (Gatchel & Maddrey, 2004).

analgesic medications a group of medica-
tions that reduces pain

biofeedback a process in which patients 
learn to modify physical responses such as 
heart rate, respiration, and body temperature

hypnosis a procedure for treating pain dur-
ing which patients relax, a trance-like state is 
induced, and hypnotic suggestions are used 
to reduce pain

concept CHECK

� Many behaviors have a significant impact on health including eating, sleeping, exercise, 

use of alcohol and nicotine, level of sun exposure, and risky sexual behaviors.

� Sleep difficulties can include trouble falling asleep, staying asleep, waking too early, or 

feeling tired upon waking.

� Poorer health habits are typically seen in people with lower education and income as 

well as in those with increased depression and anxiety.

� Anxiety and depression are common correlates of serious medical illnesses such as 

HIV/AIDS and cancer, and variables such as negative beliefs, poor social support, and 

increased stress can accelerate the progression of medical symptoms.
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examining the evidence

� The Facts  Opium, derived from the seedpod of pop-
pies, was used to treat pain and other illnesses thousands 
of years ago. Opium-derived drugs became very popular in 
the nineteenth century although concerns about misuse and 
overuse led to serious controls over their legal use by the 
1940s (Ballantyne & Mao, 2003). Legal penalties for inap-
propriate use are severe, and many physicians are reluctant 
to prescribe these drugs. Are physicians correct to limit 
their use of opioids for the treatment of pain? Does caution 
lead to inadequate treatment for many pain sufferers? Can 
these drugs be used appropriately to manage pain without 
addiction?

� What Evidence Suggests That Use of Opioids Is Too Risky?
Opioids are the most commonly abused prescription drug. 
Rates of its abuse increased significantly from 1994 to 2000 
(Atluri et al., 2003).
Human and animal studies suggest that long-term use can 
increase sensitivity to pain (Ballantyne & Mao, 2003).
Opioid use is sometimes accompanied by problematic or 
illegal behavior including escalating doses without physi-
cian recommendation, requesting multiple prescriptions 
from different providers, and requesting refills without a 
physician visit (Webster & Webster, 2005).
Rapid dose increases can create life-threatening respiratory 
depression (although this occurs rarely).

�  What Evidence Supports the Value of Opioid
Medications for Pain Treatment?
Studies show that opioid medication is effective for reducing 
pain in short-term and longer-term (up to 32 weeks) treatment 

(Ballantyne & Mao, 2003) although mixed results occur with 
regard to how these medications improve functioning.
Approximately 15% of cancer patients and 80% of noncan-
cer patients with chronic pain fail to receive adequate treat-
ment for pain (Chapman & Gavrin, 1999).
Addiction occurs infrequently when opioid medications are 
used to treat pain (Atluri et al., 2003; Taylor, 2006).
If one particular medication no longer manages pain, 
switching to an alternative opioid medication may be of 
value (rather than increasing the dose of a current drug) 
because all types of opioids do not act on the same pain 
receptors (Ballantyne & Mao, 2003).

� Conclusions  Consensus statements from experts suggest 
that opioids can be used appropriately to manage pain when 
guidelines about recommended drugs, doses, and duration of 
treatment are followed. Generally, a full medical examination 
is conducted before an initial prescription is given as well as 
a careful review of the benefits and risks of opioid use (e.g., 
the risk of overuse increases if the patient has a personal or 
family history of substance use and/or if a psychiatric disorder 
is diagnosed). Patients appropriate for opioid medication 
are those whose symptoms have not improved with alterna-
tive approaches and who have limited risk factors for abuse. 
Opioids may even be prescribed, however, when risk factors 
for abuse are present but the pain is sufficiently severe that 
treatment of both pain and abuse are necessary. Patients pre-
scribed opioids should work solely with one physician and one 
pharmacy, and careful follow-up and monitoring are needed 
to check for signs of overuse or abuse (e.g., requests for early 
refills, requests for refills without a physician visit, etc.).

� Pain is such a common problem that it is now considered the “fifth vital sign” in medical 

evaluations.

� The experience of pain is not always directly related to severity of a medical illness or 

injury. Many psychological, environmental, and cultural factors influence the perception 

of pain. A diagnosis of pain disorder is not appropriate when chronic pain has a medical 

explanation.

CRITICAL THINKING QUESTION Your roommate drinks caffeinated soft drinks all the time. 

After her morning classes, she takes a nap for several hours, and she often stays up all 

night trying to catch up on schoolwork. Today, she tells you that for the last week she has 

had trouble falling asleep. What can you tell her to help her understand how some of her 

behaviors might be affecting her sleep?
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Psychological Treatments for Health-
Related Conditions
Psychologists and psychological interventions may help in the overall treatment pro-

gram for many health problems. Treatment may occur in private practice, in a medical 

setting such as an outpatient clinic or hospital, or within an organization, such as a 

workplace or school that offers health and wellness programs.

THE ROLE OF A HEALTH PSYCHOLOGIST

A health psychologist typically has a doctoral degree (Ph.D. or Psy.D.) in psychology (clin-

ical, counseling, social, cognitive, or physiological areas) and specialty training in medical/

health issues completed during doctoral training (e.g., a specialized Health Psychology 

track) and/or during postdoctoral work. Most health psychologists are trained in the scien-

tist-practitioner model with combined expertise in clinical care and research. In clinical set-

tings, health psychologists work with a patient or medical team to change behaviors, atti-

tudes, or beliefs to promote health and improve adjustment to illness. They may work with 

patients individually or in groups, and they sometimes provide assistance to family mem-

bers. Health psychologists in research careers typically work in university or medical school 

settings where they conduct research examining the relations between psychological and 

physical variables or the effectiveness of interventions to improve health and quality of life.

ETHICS AND RESPONSIBILITY

A health psychologist faces unique ethical issues. They typically function within mul-

tidisciplinary teams in which different clinical disciplines are represented, each of 

which has its own set of professional ethical standards. In situations when guidelines 

of different professionals diverge (e.g., with regard to confidentiality), a psycholo-

gist needs to continue to adhere to the standards of practice set out by the American 

Psychological Association (APA, 2002; see Chapter 15). Within medical teams, 

health psychologists often have the responsibility of determining whether a patient is 

psychologically well suited for a particular medical procedure such as an organ trans-

plant, bariatric surgery, or an implantable pain device (e.g., spinal cord stimulator, 

pain pump). In some cases, even though a medical procedure may seem warranted, 

the psychologist may decide that a patient is not a good candidate because of psycho-

logical problems (e.g., depression, substance abuse) or other behavioral issues (e.g., 

inability to comply with follow-up care). The medical team then may decide not to 

recommend the procedure or may recommend a more comprehensive treatment plan 

that includes mental health or other behavioral interventions.

HEALTH PSYCHOLOGY INTERVENTIONS

In addition to strategies that health psychologists might use to help patients man-

age pain and improve sleep, interventions can help people increase healthy behaviors, 

manage stress, and adjust to chronic illness.

Increasing Healthy Behaviors It might be interesting to take stock of your own 

inventory of healthy behaviors. Do you:
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If you have ever tried to change your behavior in these areas, you know that it 

is not always easy. Certainly, it is easier to prevent poor health habits than to change 

them. Increasing healthy behaviors among people without disease is called primary 

prevention (DiMatteo et al., 2002). Developing a program to prevent smoking in 

teens is an example of this approach.

Secondary prevention includes health-promotion programs for people at 

increased risk for health problems, such as people with a family history of stroke or 

heart attack. Initiating a low-cholesterol diet and exercise program for someone whose 

parent died young from a heart attack is an example of a secondary prevention strategy. 

The goal is to help people initiate or change behaviors to improve health.

Two of the first areas in which to increase healthy behaviors are education and 

awareness. Public education campaigns can increase healthy behaviors. For example, 

in the mid-1960s, there was a mass media campaign to educate the public about 

the hazards of smoking. This campaign had a significant influence on attitudes and 

beliefs about smoking (Taylor, 2006). Education also occurs individually when doctors 

explain the importance of certain health-related behaviors to their patients (e.g., when 

pediatricians advise parents about a balanced diet and healthy exercise program for 

their child). Education is sometimes combined with self-monitoring or keeping daily 

records of health-related behaviors. For example, modifying one’s diet might involve 

first keeping daily records of food intake. Sometimes the simple act of monitoring 

behavior can lead to positive changes although often other strategies are also needed.

Other interventions are based on classical conditioning or operant condition-

ing. Stimulus control is a behavior change strategy based on classical conditioning. It 

involves modifying behavior by changing the stimuli that bring on the behavior. For 

example, changing one’s diet is much easier if unhealthy “stimuli” such as cookies and 

chips that provoke more snacking (the unhealthy behavior to be changed) are removed 

from the home. Learning to eat only when sitting down at the table (not when watching 

television or standing in front of the refrigerator) is another way to control stimuli 

associated with eating. Contingency contracting is a strategy that relies on setting up a 

reinforcement program to encourage healthier behavior. For example, a family might 

set up a program for a child with poor eating habits by offering tokens that can be 

exchanged for a special (nonfood) treat, such as a trip to the zoo.

Increasing healthy behavior sometimes requires changing attitudes such as self-

efficacy (how much someone believes he or she can do something). We know that self-

efficacy can affect people’s ability to maintain exercise programs. Thus, health behavior 

plans that involve changing beliefs about abilities can be important for improving health.

Stress Management Remember that important relationship between stress and 

health? If stress can negatively affect health, then programs to help people manage 

stress can help people stay healthy. Stress management skills, such as biofeedback, 

relaxation, and meditation, can be taught individually or in group or classroom-type 

settings at the workplace, school, or other community site. Stress management suc-

cessfully reduces blood pressure in patients with hypertension (Linden et al., 2001), 

improves anxiety, depression, and quality of life among patients with HIV (Scott-

Sheldon et al., 2008), improves health status for patients with arthritis (Somers et al., 

2009), and reduces risk factors in patients with coronary heart disease (Daubenmier 

et al., 2007).

As with increasing healthy behaviors, the first step in stress management is edu-

cation and awareness. People learn to identify personally stressful situations and how 

primary prevention an intervention program 
that focuses on increasing healthy behaviors 
among people without disease

secondary prevention a health-promotion 
program for people at increased risk for 
health problems

stimulus control the modification of behav-
ior by changing the stimuli that bring on the 
behavior

contingency contracting the strategy that 
relies on setting up a reinforcement program 
to encourage healthy behavior

learning objective 14.6
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they respond to them. Self-monitoring is one good strategy for increasing 

awareness. Keeping daily records helps patients understand their personal 

stressors and the thoughts, feelings, behaviors, and coping patterns that are 

part of their stress response. Remember Marek? He had difficulty adjusting 

to the stresses associated with beginning college, such as being away from 

home, having a much heavier school workload, and making new friends. His 

typical coping patterns included eating fast food to save time and reducing 

the amount of time he spent exercising. He also stayed up late trying to keep 

up with reading and studying.

When Marek went to the infirmary the third time, the nurse suggested that 

he consider taking a stress-reduction class. He decided to give it a try. When 

he started paying closer attention, he realized just how tense his body was in 

many situations and how often he had negative thoughts about himself when 

he was under stress (“I am just not smart enough to succeed here.” “I must be the only 

one here who is homesick. What a wimp I am.”). Marek also began to realize that he 

actually wasn’t very good at managing his study time. School had always been easy for 

him before, so he never had to spend much time planning his studies. Now things were 

different.

Once someone is aware of stress-producing situations and responses, the next step 

is to learn new coping skills such as improving diet and increasing exercise. Exercise 

training appears to increase resistance to stress (Salmon, 2001). Other coping skills 

include relaxation training, learning time management skills, and changing thoughts.

For Marek, learning to stop and take a deep breath during stressful situations was very 

useful.

Well-structured strategies such as progressive deep muscle relaxation can also help 

reduce stress (see Chapter 4) as can goal setting and changing thoughts.

Marek also benefited from learning how to plan ahead and set specific goals for studying 

each day. This helped him feel less overwhelmed by the increased academic load. He also 

learned how to think differently about himself. Instead of cutting himself down when he 

was under stress, he learned to say things like: “College is tough, but I am doing ok.” 

“My grades don’t have to be as good as they were in high school as long as I am doing 

my best.”

Adjusting to Chronic Illness As we have seen, people with chronic illness, such 

as HIV/AIDS, cancer, chronic pain, diabetes, and coronary heart disease experi-

ence many changes including decreased physical capacity, altered relationships with 

family and friends, financial strain, and high rates of anxiety and depression. How 

does a health psychologist help people cope with these changes? First, we know 

that good social support can improve disease outcomes. We also know that stress 

and negative beliefs about the disease, oneself, and the future predict poor out-

comes. Therefore, adjustment to chronic illness might involve continuing social 

interaction, managing stress, and modifying beliefs. Encouraging patients to seek 

social support and providing education and support to family members enhance 

everyone’s adjustment. Some patients and families also benefit from formal sup-

port groups that provide emotional support and information about ways that oth-

ers have coped successfully.

Yoga and meditation are effective stress man-
agement techniques.
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In many ways, coping with a medical illness is similar to coping with other 

stressful experiences, suggesting that stress management can be useful. Learning 

about the disease (e.g., what to expect in terms of progression, what treatment 

choices are available) and identifying potential stressors (e.g., trips to the doctor, 

changing medication) are important first steps. Relaxation and exercise can also 

improve adjustment, and patients with chronic disease often learn new skills to 

effectively integrate ongoing medical care into their lives. For example, they may 

need to learn to eat differently and change their routines to make time for compli-

cated medical treatments (e.g., insulin shots for diabetes before every meal; che-

motherapy treatments that affect functioning for days or weeks at a time). Health 

psychologists help patients integrate long-term medical care into their lives while 

helping them maintain their identities as parents, spouses, co-workers, and friends 

(DiMatteo et al., 2002).

Behaviors and thoughts that encourage feelings of control over illness can 

be helpful. Self-efficacy or confidence can affect health behaviors. Increased feel-

ings of self-efficacy and control are associated with good adjustment to illnesses 

such as chronic obstructive pulmonary disease (Kohler et al., 2002), sickle cell 

disease (Edwards et al., 2001), and chronic pain (Turner et al., 2007). Therefore, 

treatments that increase confidence and control can help people adjust to chronic 

disease. Magic Johnson illustrates the importance of finding benefit or meaning in 

the experience of disease. Health psychologists can help patients identify positive 

outcomes associated with their disease and positive ways to use their experiences 

to help others.

concept CHECK

� Health psychologists work to help people change behaviors, attitudes, or beliefs in ways 

that promote health and adjustment to illness.

� The first step toward increasing healthy behavior involves education about the way behav-

iors can affect health and gaining awareness of one’s own health-related behaviors.

� Stress management can improve the health of patients with medical problems such as 

cancer, HIV/AIDS, and coronary heart disease.

� Strategies for reducing stress and coping with chronic illness include relaxation, chang-

ing behaviors, and changing thoughts.

CRITICAL THINKING QUESTION  What behaviors could you change to improve your health?

Health psychologists play an important role 
in helping patients with chronic and life-
threatening diseases to feel empowered.
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THE TREATMENT OUTCOME

THE TREATMENT

THE PROBLEM

THE PATIENT

Sandy—Victory Over Cancer

 science life

Sandy is 37 years old. She has a great career and a wonderful 
family. She exercises three times per week. She does not really 
watch her diet, but her weight is well within the normal range. 
People tease Sandy all the time, calling her a “Type A personality 
without the hostility.”

When Sandy was 16 years old, her mother (who was 37) was 
diagnosed with breast cancer. Despite treatment, her mother 
died about 10 years after her diagnosis. Because of her mother’s 
history, Sandy’s physician insisted that she start having 
mammograms at a very early age. Sandy just thought of them 
as routine—surely the same thing would not happen to her. 
But now, at age 37, Sandy’s mammogram shows a suspicious 
spot and a biopsy confirmed it—Sandy has breast cancer. She 
could not believe it—she felt absolutely healthy. How could she 
have such a life-threatening disease? Sandy cried for 2 days—
then she decided to do something about it. With the help of a 
friend, she found the nearest breast cancer treatment center, 
met with a surgeon, and had the surgery to remove the cancer.

Following her surgery, Sandy had many choices—radiation 
therapy, chemotherapy, hormonal therapy. Everything was 
happening fast, and it seemed overwhelming. Sandy was not 
sure what to do. She felt that her life was out of control. Her 
family, though emotionally supportive, seemed unable to help 
her make decisions or chart a course. One member of the com-
prehensive treatment team at the breast cancer center was a 
health psychologist. Sandy asked to meet with her—to discuss 
her concerns and fears, and to find a way to cope with the over-
whelming nature of the disease.

The health psychologist had several recommenda-
tions. First, it was clear that throughout Sandy’s life, she had 

responded to adversity with problem-focused coping strate-
gies. So the psychologist decided to build on these strengths 
by helping Sandy find more functional ways of coping with 
her current stress. Sitting around crying, her health psycholo-
gist pointed out, was completely natural in the circumstances 
but would not be very helpful. She assigned Sandy tasks to 
enhance her coping style. For example, Sandy investigated 
various forms of breast cancer therapy. Second, because she 
was such an active person, the health psychologist (after con-
sultation with Sandy’s surgeon) asked Sandy to restart her 
exercise program. Not only did this reduce her stress level 
but also it helped restore her energy and hastened her reha-
bilitation from surgery. Third, to deal with Sandy’s feelings of 
being out of control, the health psychologist encouraged her 
to return to work—on a part-time basis at first and then full-
time. The health psychologist suggested that Sandy consider a 
breast cancer support group. Sandy attended one session but 
did not go back. The women in the group, though nice, spent 
a lot of time talking about breast cancer but did not seem 
interested in figuring out what to do about it. Instead, Sandy 
joined more “active” support groups—participating in the 
Komen Foundation “Race for the Cure” and the LIVESTRONG 
Foundation. These organizations were much more consistent 
with her coping style.

Sandy began to realize that although she might not have 
complete control of the cancer that was in her body, she still 
had control over other aspects of her life. Finally, the health 
psychologist helped Sandy break her upcoming course of 
treatment into a series of smaller steps. By focusing on these 
short-term goals, Sandy felt more capable of dealing with the 
long treatment course ahead of her. Sandy’s family remained an 
important source of emotional support, cheering her on as she 
overcame each hurdle and remained cancer free.
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1 Health psychology uses the principles and methods of 
psychology to understand the effects of attitudes and 
behaviors on health and illness. Health psychologists study 
how people develop positive and negative health habits 
(e.g., exercise, eating, smoking), how stress and health are 
related, and which psychological variables affect the onset 
and treatment of medical illnesses.

2 Mind-body dualism suggests that mind and body function 
independently. This point of view is not supported by cur-
rent empirical research, which demonstrates that psycholog-
ical and social variables have a significant impact on health 
and physical functioning.

3 Stress is determined by an interaction between a person 
and an event. Stress can be acute (short term) or chronic
(long term) and can be caused by daily hassles or major life 
events. Stress can be measured in the laboratory where its 
impact on physiological, neuroendocrine, and psychologi-
cal responses can be assessed or by questionnaires that ask 
people about major events and daily hassles.

4 Stress has been linked to an increase in unhealthy behaviors, 
a higher rate of accidents, increased frequency of anxiety 
and depression, and poorer immune functioning (e.g., 

reduced resistance to disease). Variables that affect the role 
of stress in health include personality style, such as the Type 
A behavior pattern, economic resources, and social support.

5 Behaviors that have a significant impact on health include 
eating, sleeping, exercise, use of alcohol and nicotine, 
level of sun exposure, and risky sexual behaviors. People 
with lower education and income, as well as those with 
depression and anxiety, have poorer health habits. Health 
psychologists can help people develop healthier patterns 
of eating and exercising, as well as reduce harmful behav-
iors such as smoking.

6 Anxiety and depression occur commonly in patients with 
serious medical illnesses such as HIV/AIDS and cancer. 
Variables such as negative beliefs, poor social support, and 
increased stress can accelerate the progression of medical 
symptoms. Many psychological, environmental, and cultural 
factors also influence the perception of pain. Health psy-
chologists work to help people change behaviors, attitudes, 
or beliefs in ways that promote health and adjustment to ill-
ness. Strategies for reducing stress and coping with chronic 
illness include relaxation, changing behaviors, and changing 
thoughts.

R E V I E W I N G

learning objectives

TEST yourself
1. The subdiscipline of psychology that studies the interac-

tions among biological, psychological, and social factors 
is called
a. developmental psychology
b. medical psychology
c. social psychology
d. health psychology

2. In 1948 the World Health Organization defined health for 
the first time in terms of
a. a lack of illness, disease, or suffering
b. both physical and mental illness
c. positive lifestyle values
d. mental, physical, and social well-being

3. The person most associated with the concept of mind-body 
dualism is
a. Flanders Dunbar c. Franz Alexander
b. René Descartes d. Sigmund Freud

4. Stress is most likely to be present when an event
a. has an anticipated negative outcome that affects the 

family
b. is unpredictable or ambiguous with no clear plan of action
c. generates an intense emotional reaction
d. requires a specific set of coping skills

5. Kevin was delayed on his way to a movie by road construc-
tion. As he approached the box office, he noticed that the 
person in front of him was purchasing tickets for a large 
school group. When he finally got to the ticket agent, he 
realized he did not have cash and the theater did not take 
credit or debit cards. These events represent
a. daily hassles
b. acute stress
c. chronic stress
d. continuous negative outcomes

6. Which of the following is not one of Hans Seyle’s general 
adaptation syndrome stages?
a. adaptation c. resistance
b. alarm d. exhaustion

7. Bodily responses to stress, such as increased blood pressure, 
rapid breathing, and sweaty palms, indicate
a. extreme emotion-focused coping
b. increased sympathetic nervous system activity
c. overwhelming daily hassles
d. detrimental responses to chronic stressors

8. Inflammation in the body is a sign that
a. a specific immune system response has been triggered by 

disease
b. natural immunity has been triggered by stress

For more review plus practice tests, flashcards, 
and Speaking Out: DSM in Context videos, 
log onto www.MyPsychLab.com
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c. the nonspecific immune system is at work
d. all normal bodily systems have been overwhelmed by stress

9. Depression, alcoholism, and eating disorders have all been 
linked to elevated
a. T-cell secretion c. HPA activity
b. phagocytosis d. natural killer cell reuptake

10. The Type A characteristic that predicts an increased risk of 
cardiovascular disease and heart attack is
a. anger and hostility
b. time urgency and impatience
c. sensation and stimulus seeking
d. competitiveness and achievement orientation

11. Recent research suggests that men and women tend to use 
different coping styles when under stress. Women more 
often use
a. religion and spiritual coping
b. problem-oriented coping
c. emotion-focused coping
d. humor and distraction coping

12. Approximately what percentage of people who start an 
exercise program continue it for up to 6 months?
a. 80% c. 60%
b. 70% d. 50%

13. African Americans and other minorities account for a dis-
proportionate percentage of the deaths from HIV/AIDS 
because
a. they have acquired immunological vulnerabilities
b. culturally specific practices make the disease progress 

rapidly
c. they are less likely to receive newer medications and have 

less access to medical treatment
d. all of the above

14. The psychological disorder that some evidence has associ-
ated with an increased risk for cancer is
a. depression c. anorexia nervosa
b. anxiety d. substance abuse

15. The oncologist described Sarah, a newly diagnosed patient 
with lung cancer, as having the classic Type C personality. 
Sarah is likely to be
a. uncooperative, hostile, and oppositional
b. assertive, extroverted, and achievement oriented
c. hostile, angry, and extremely vocal
d. cooperative, unassertive, and compliant

16. Which of the following statements most accurately character-
izes the relationship between pain and psychological disorders?
a. Psychological problems seldom have much influence on 

physical pain.
b. Pain is linked to psychological distress regardless of per-

son or context.
c. Pain must be treated and reduced before psychological 

problems are addressed.
d. Pain may cause psychological distress, and psychological 

distress may make the experience of pain worse.

17. Physicians are often reluctant to prescribe opiate medica-
tions for patients with severe chronic pain because opiates
a. significantly decrease sexual desire and performance
b. are more expensive than synthetic alternatives available
c. quickly lose their effectiveness in relieving chronic pain
d. are the most commonly abused prescription drugs

18. Which of the following statements about insomnia is true?
a. Most insomnia is caused by medical illness, not stress.
b. Insomnia is a chronic problem that affects more than 50% 

of the population.
c. Insomnia is more common among women and the elderly 

than other groups in the population.
d. Sleep difficulties are always a normal part of adolescence.

19. Andre has a desk job and is overweight. Because several 
members of his family have diabetes, the doctor recom-
mended a program for Andre emphasizing healthy diet and 
exercise. This program focuses on
a. primary prevention
b. secondary prevention
c. coping skills
d. psychological medicine

20. Using self-monitoring, biofeedback, coping skills, and relax-
ation techniques to improve health is known as
a. restorative health counseling
b. primary prevention
c. stress management
d. psychosomatics
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Answers:  1 d, 2 d, 3 c, 4 b, 5 a, 6 a, 7 b, 8 c, 9 c, 10 a, 11 c, 12 d, 13 c, 14 
a, 15 d, 16 d, 17 d, 18 c, 19 b, 20 c.
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Colorado therapists Julie Ponder and 

Connell Watkins were convicted of reck-

less child abuse and sentenced to 16 years 

in prison after a young girl died during a 

“rebirthing” therapy session in April 2000. 

During the “rebirthing” session, 10-year-

old Candace Newmaker was wrapped 

tightly in a blanket and pushed on with 

pillows in an effort to re-create the birth 

process. Watkins, who was neither licensed 

nor registered to conduct therapy, held the 

rebirthing session in her home. At the trial, 

jurors saw and heard Candace on video 

begging for her life from under her fab-

ric “womb.” The Denver Rocky Mountain 
News published excerpts of dialogue from 

the video providing a first-hand account of 

Candace’s last hour of life. Throughout the 

70-minute tape, Candace begs the thera-

pists to get off of her and let her breathe. 

At one point, as she cries and pleads for 

her life, the four adults present pushed even 

harder on the girl, putting all their adult 

weight on top of the 70-pound fourth-

grader. Here are excerpts from the tape:

candace newmaker: I can’t do it. 
(Screams) I’m gonna die.
julie ponder: Do you want to be 
reborn or do you want to stay in there 
and die?
candace newmaker: Quit pushing 
on me, please.… I’m gonna die now.

julie ponder: Do you want to die?
candace newmaker: No, but I’m 
about to.… Please, please I can’t 
breathe.…
candace newmaker: Can you let 
me have some oxygen? You mean, like 
you want me to die for real?
julie ponder: Uh huh.
candace newmaker: Die right now 
and go to heaven?
julie ponder: Go ahead and die right 
now. For real. For real.
candace newmaker: Get off. I’m sick. 
Get off. Where am I supposed to come 
out? Where? How can I get there?
connell watkins: Just go ahead 
and die. It’s easier.… It takes a lot of 
courage to be born.
candace newmaker: You said you 
would give me oxygen.
connell watkins: You gotta fight for 
it.… (Candace vomits and defecates.)
connell watkins: Stay in there with 
the poop and vomit.
candace newmaker: Help! I can’t 
breathe. I can’t breathe. It’s hot. I can’t 
breathe.…
connell watkins: Getting pretty 
tight in there.
julie ponder: Yep.… less and less air 
all the time.
julie ponder: She gets to be stuck in 
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her own puke and poop.
connell watkins: Uh huh. It’s her 
own life. She’s a quitter.
candace newmaker: No.… (This is 
Candace’s last word.)

The women’s lawyers tried to convince 

the jury that Candace was a severely troubled 

young girl and was lying when she said she 

could not breathe. Watkins stated in a mes-

The tragic case of Candace Newmaker illustrates what can happen when untrained 

(or undertrained) therapists use a treatment for which there is no scientific sup-

port. Certainly, this is a very dramatic example, but many therapists use untested or 

poorly tested treatments every day. Why would these therapists use such a danger-

ous procedure? There are many reasons including lack of clinical experience, inabil-

ity to appropriately evaluate the supporting research, and mistakes about treatment 

efficacy because of conclusions based on correlational, not causal, data (Doust & Del 

Mar, 2004). Some therapists deny that empirical data alone should be used to deter-

mine whether a therapy works. They argue that clinical expertise is equally important 

(American Psychological Association Task Force on Evidence-Based Practice, 2005). 

However, from the scientist-practitioner perspective that we have used throughout 

this book, clinical experience alone is no substitute for data that emerge from well-

controlled, internally and externally valid, empirical studies.

In this chapter, we examine legal, ethical, and professional issues relevant to 

understanding abnormal behavior and its treatment. Why do we include these issues 

in a book on abnormal psychology? Quite simply, by offering clinical services or con-

ducting research, psychologists assume obligations to patients, to research participants, 

and to society. To the person seeking treatment, psychologists have the responsibility 

of practicing in their area of expertise, using treatments that are not harmful (and that 

preferably have a strong scientific basis), and never doing anything that would sacri-

fice their patient’s health and safety. Furthermore, patients have the right to choose 

whether to participate in treatment, to choose the type of treatment (pharmacological, 

psychological), and to expect that their participation in therapy will remain confiden-

tial. In a research study, participants have the right to be fully informed of all study 

requirements and the right to refuse to participate. Their participation in a project 

must clearly involve more benefits than risks, and their rights and dignity must be 

respected.

As a society, we sometimes decide that protecting the public from potential risk 

is more important than respecting the rights of an individual in treatment or the needs 

of a researcher. To protect the public, psychologists must inform appropriate third 

parties if a patient threatens bodily harm to another person. Sometimes courts decide 

that people with mental illness who have been arrested for a crime can be forced to 

take medications to treat their condition. In these instances, basic rights such as the 

right to confidentiality and the right to refuse treatment are compromised to protect 

society. In the next section, we examine society’s laws and psychologists’ ethical obli-

gations when they provide clinical services.

sage to her supporters saying that “some-

how the 10-year-old inexplicably stopped 

breathing.” A day after the verdict, Colorado 

became the first state to make rebirth-

ing therapy illegal. The court case did not 

address the issue that in Colorado a license 

is not required to practice psychotherapy.

Radford, B. [managing editor]. Skeptical Inquirer. Copyright 
© 2001 by the Committee for the Scientific Investigation of 
Claims of the Paranormal.
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Law, Ethics, and Issues of Treatment
Many laws regulate common activities such as driving a car, buying and consuming 

alcohol, voting, and getting married. Other laws strictly prohibit actions such as driv-

ing while intoxicated, breaking and entering, and assault. Still other laws regulate the 

practice of various professions, such as psychology, to protect vulnerable people from 

unqualified practitioners.

In contrast to laws, ethics are accepted values that provide guidance in making 

sound moral judgments (Bersoff, 2003). Groups including families, religions, colleges, 

and professional organizations develop them to guide their members’ behavior. In psy-

chology, the American Psychological Association’s code of ethics guides the behav-

ior of most psychologists. The code of ethics covers five core values: beneficence and 

nonmaleficence, fidelity and responsibility, integrity, justice, and respect for people’s 

rights and dignity (American Psychological Association, 2002; see Table 15.1).

When psychologists join a professional organization such as the American 

Psychological Association or the Association for Psychological Science, they agree 

to behave in a manner consistent with the association’s code of ethics. Failure to do 

so could result in expulsion from the association. Read the following paragraph and 

identify which ethical principles were violated.

Dr. Smith is conducting research on psychotherapy. He recruits his students to 

participate in the research project, promising them extra credit in class. He promises that 

any information they provide will remain confidential. After looking at the videotapes, he 

realizes that responses illustrate “classic” responses, and he decides to use the tapes in 

a professional workshop he will do next month.

Dr. Smith violated the aspirational goals of integrity (he was not honest about 

how he would use the videotapes, He also violated the aspirational goal of respect for 

TABLE 15 .1

Aspirational Goals Definition

-

-

ethics the accepted values that provide 
guidance to make sound moral judgments

learning objective 15.1
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people’s rights and dignity because showing the videos at a workshop without the per-

mission of his students violates their right to confidentiality.

Other guidance on professional practice comes from state laws. Each state 

has a licensing board that sets the criteria for who can practice as a psychologist. When 

psychologists apply for a license, they must agree to adhere to the state’s code of eth-

ics (similar to that of many professional organizations) as well as its laws and statutes. 

If they fail to do so, the state could revoke the psychologist’s license, resulting in an 

inability to practice. Both licensing laws and codes of ethics promote positive behav-

ior, and the vast majority of psychologists adhere to both sets of standards.

Even when ethical standards are being carefully upheld, psychologists and soci-

ety struggle to provide optimal treatment to people with psychological disorders. 

Throughout history, favored approaches to treatment have varied. One of the most 

dramatic changes has been the shift in views regarding the need for institutionalizing 

patients. Currently, we are in a phase of deinstitutionalization.

DEINSTITUTIONALIZATION

Since the time of Hippocrates, physicians have advocated removing patients from soci-

ety and housing them in environments where treatment can be provided in a humane 

setting (see Chapter 1). This idea sparked the nineteenth-century “humane move-

ment,” which advocated the removal of mentally ill persons from the community to 

hospital-like or residential settings where they could receive appropriate and adequate 

care. But many such hospitals and residences proved so inadequate—even harmful—

that a twentieth-century movement arose to get patients out of institutions and back 

into the community. At the time, the idea was that needed care would be provided in 

smaller, more homelike environments where patients could live with fewer restrictions.

Confining patients in hospitals was common mainly because until the 1960s, 

few treatments controlled aggressive behaviors effectively, making institutionaliza-

tion the simplest way to protect the public. Institutionalization was also common for 

people with schizophrenia and mood disorders because effective medications for seri-

ous psychological disorders had yet to be discovered. In the United States, state hos-

pitals cared for increasing numbers of people with psychological disorders from their 

inception in the 1800s to their peak in 1955. At that time, psychiatric institutions had 

559,000 beds, and institutionalization was the most common form of psychological 

treatment (Talbott, 1979/2004). By mid-century, however, it was the institutional 

setting that was considered inhumane. Hospitals were grossly understaffed, treatment 

was primarily limited to medications, and few, if any, patients were ever discharged. 

Few psychosocial treatments were available, and most patients spent their days in their 

beds or watching television. Discharging patients from these institutions so that they 

could obtain better care in the community was promoted as the humane alternative.

Beginning in the 1960s, effective medications became available, and treatment 

options expanded dramatically. Many mental health professionals and others outside 

the profession believed that when properly medicated, people with serious psycho-

logical disorders could function outside institutions if appropriate medical and com-

munity support were provided. So began the process of deinstitutionalization, the 

release of inpatients from hospitals to community treatment settings. Proponents of 

deinstitutionalization argued that community care would be better and cheaper than 

institutional care, particularly when medications constituted at least part of the treat-

ment. Although medications could not cure serious mental illnesses, they could con-

trol seriously disordered behavior, allowing some people to leave the locked wards and 

Until the late 1960s, people with psychologi-
cal disorders were hospitalized in restrictive 
settings, and most were simply confined with-
out treatment. Few efficacious psychothera-
pies or medications existed at that time.

deinstitutionalization the release of inpa-
tients from hospitals to community treatment 
settings

learning objective 15.2
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contribute to society (see the case of John Nash, Chapter 10). If we look only 

at the reductions in numbers of hospitalized patients, the deinstitutionaliza-

tion movement was very successful. In the year 2000, only 59,403 state mental 

hospital beds remained available in the United States (Lamb & Weinberger, 

2005), a decrease of about 90% in the last 30 years. A similar deinstitutional-

ization effort in 2001 pressed states to provide alternative community settings 

for persons with mental retardation, because their continued institutionaliza-

tion in mental hospitals and state schools was viewed as unjustified and as a 

form of discrimination (Lakin et al., 2004).

Looking back through a 50-year lens, deinstitutionalization clearly reduced 

the number of people involuntarily housed in state mental hospitals, but as early 

as 1979, signs emerged that the community care solution would fail (Talbott, 

1979/2004). While the total number of people hospitalized for reasons of men-

tal illness decreased during this time, the number of people with mental illness in state 

and federal prisons, local jails, and other locked settings increased dramatically (Lamb & 

Weinberger, 2005). These data suggest that the movement never achieved its original 

objective: to allow those with psychological disorders to reintegrate into the community.

Why did the deinstitutionalization movement fail? Perhaps the most important 

reason was that discharged patients did not receive the outpatient care and supervision 

they needed. Outpatient clinics, many of which were state funded, were understaffed 

and could not provide the treatment needed by patients with severe and chronic disor-

ders. Furthermore, the available staff was often inadequately trained to deal with people 

suffering from severe psychological disorders. Patients with schizophrenia, for example, 

did not keep clinic appointments and stopped taking their medication, allowing their 

psychotic symptoms to reemerge. Without continued treatment, their mental status 

deteriorated and many patients became a danger to themselves and society, again neces-

sitating forced removal from the community, sometimes to prisons.

The lack of appropriate follow-up care for deinstitutionalized patients 

illustrates the basic flaw in the deinstitutionalization process, which involves 

much more than unlocking the hospital doors and allowing patients to leave. 

Discharged patients must have appropriate places in the community where 

they can live, psychological support, and easy access to mental health services. 

Furthermore, most of the patients had been unemployed for many years, so 

they needed vocational counseling and vocational rehabilitation services to help 

them re-enter the workforce. Many people with psychological disorders who 

were released from hospitals quickly became homeless. This additional negative 

effect of deinstitutionalization became a major social problem in many cities.

ETHICS AND RESPONSIBILITY

One of the most negative effects of deinstitutionalization was that many people with 

psychological disorders ended up living on city streets. Their disheveled appearance 

and active psychotic symptoms created concern and sometimes fear among commu-

nity residents (Talbott, 1979/2004), although people with mental disorders are far 

more often victims of violence than perpetrators (Brekke et al., 2001). Depending 

on the particular sample, 32.7 to 73% of those who are homeless have psychological 

disorders (Cougnard et al., 2006; Langle et al., 2005; Mojtabai, 2005), rates that are 

higher than the rate in the overall population (15.7%: Cougnard et al.).

At particularly high risk for homelessness are people with schizophrenia. Once 

they leave an institutionalized setting, patients with this disorder often stop taking 

In a group home, people with psychologi-
cal disorders can live in an environment less 
restricted than institutions and learn skills 
necessary to stay in the community.

When people with psychological disorders are 
released from institutions but not given appro-
priate social supports, they may have difficulty 
coping with the demands of everyday life. A 
significant number become homeless.
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their medication, and their symptoms return (see Chapter 10). Among people with 

serious mental illnesses who were being treated in a large public mental health sys-

tem, 15% were homeless including 20% of people with schizophrenia, 17% with 

bipolar disorder, and 9% with depression (Folsom et al., 2005). The risk of homeless-

ness is higher among people who were young, male, Caucasian, or African American. 

People who were more likely to be homeless were also more likely to have substance 

use disorders.

Homelessness among patients with severe mental illness is an international 

problem. In rural China, 7.8% of people with schizophrenia were homeless at some 

point during a 10-year period (Ran et al., 2006). People most likely to be homeless 

had ramshackle or unstable housing, had a family history of schizophrenia, had no 

income, and were unmarried. Among French patients with schizophrenia, people 

who were homeless were more likely to be male and single, to abuse drugs, and to 

have had frequent hospitalizations (Cougnard et al., 2006). Across cultures, poor 

social support and substance use increase the likelihood of homelessness among the 

mentally ill.

If we consider deinstitutionalization as a process rather than a singular event, it 

appears that homelessness among people with psychological disorders is not a prob-

lem of deinstitutionalization per se but the implementation of the process. Successful 

deinstitutionalization requires continued outpatient care as well as the ability and 

resources for living independently (Lamb & Bachrach, 2001). When this does not 

occur, recently discharged patients may find themselves returning temporarily to 

locked or structured institutions (including jail) and/or requiring rehospitalization 

(Lamb & Weinberger, 2005). Even when an adequate community treatment plan 

exists, patients’ adjustment is difficult and in one sample, only 33% of recently dis-

charged patients were living stable lives in the community and did not require rehos-

pitalization (Lamb & Weinberger). Clearly, clinicians working with seriously mentally 

ill people need to be able to identify which patients need which resources to move 

successfully from a hospital to a community setting. When patients with psychological 

disorders cannot care for themselves in the community, or if they become a danger to 

themselves or others, they may have to be institutionalized against their will, a process 

known as civil commitment.

CIVIL COMMITMENT

Miguel was brought to the psychiatric emergency room by ambulance. His landlord 

had called the police because smoke was coming from under Miguel’s apartment door. 

When the police finally broke down the door, they found him burning the furniture. 

He explained that about a month ago, he became suspicious about his co-workers. He 

feared that they were reading his mind, so he quit his job. Without any other source of 

income, he was unable to pay his bills and the electric company shut off his heat. To stay 

warm, he was burning his furniture in the fireplace, creating a significant fire hazard to 

everyone in the building.

Miguel’s behavior (burning furniture in the fireplace) constituted a danger to himself 

and to others living in the building. Civil commitment is a state-initiated procedure 

that forces involuntary treatment on people who are judged to have a mental illness, 

present a danger to themselves (including the inability to care for themselves) or oth-

ers (Appelbaum, 2006), and refuse to participate in treatment voluntarily. During the 

early twentieth century, civil commitment usually meant inpatient hospitalization, and 

civil commitment a state-initiated proce-
dure that forces involuntary treatment on 
people who are judged to have a mental ill-
ness and who present a danger to themselves 
(including the inability to care for themselves) 
or others

learning objective 15.3
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sometimes it still does. However, with the deinstitutionalization movement, there 

has been a shift to outpatient commitment: “a court order directing a person suffer-

ing from severe mental illness to comply with a specified, individualized treatment 

plan that has been designed to prevent relapse and deterioration. Persons appropri-

ate for this intervention are those who need ongoing psychiatric care owing to severe 

illness but who are unable or unwilling to engage in ongoing, voluntary, outpatient 

care” (Lamb & Weinberger, 2005, p. 530). Outpatient commitment is more coercive 

than voluntary treatment but is less coercive than inpatient hospitalization (Swartz & 

Monahan, 2001) because the person remains in the community with continued access 

to social supports.

In some instances, outpatient commitment is a condition for being discharged 

from a hospital. It is also an alternative to hospitalization for people who are currently 

in the community and whose condition is deteriorating. Outpatient commitment also 

may be used as a preventive measure for people considered to be at high risk for psy-

chological deterioration and possible hospitalization (Monahan et al., 2001). There is 

continued controversy regarding the effectiveness of outpatient commitment for posi-

tive treatment outcomes (Steadman et al., 2001; Swartz et al., 2001; Zanni & Stavis, 

2007), but patients have better success when therapy is sustained (commitment lasts 

for more than 6 months) and intensive (approximately seven contacts per month). 

With this type of planning, hospital admissions are reduced following initiation of 

outpatient commitment (Swartz et al., 1999; Zanni & Staves).

Nevertheless, outpatient commitment is controversial (Monahan et al., 2001; 

Petrila et al., 2003). The American Psychiatric Association considers outpatient com-

mitment a “useful tool in an overall program of intensive outpatient services aiming 

to improve compliance, reduce rehospitalization rates, and decrease violent behavior 

among a subset of the severely and chronically mentally ill” (Gerbasi et al., 2000). 

However, some members of the public, mental health law advocates, and clinicians 

oppose treatment coercion of any type, considering it an infringement of civil liber-

ties, an extension of social control, and the alienation of the mentally ill from treat-

ment (Swartz & Monahan, 2001). In some instances, patients receive social services 

(welfare benefits and subsidized housing) only if they agree to participate in treatment. 

In other instances, patients must agree to outpatient commitment to avoid additional 

severe restrictions (jail, inpatient hospitalization). However, forcing someone to par-

ticipate in treatment raises ethical concerns for many people (Monahan et al., 2001). 

In instances such as Miguel’s, his right to refuse treatment ended when his actions 

(burning furniture in his fireplace) put the public (others in the building) at risk.

Miguel was hospitalized for a week at which time he denied the presence of hallucina-

tions or delusions. He was discharged to a group home where the staff could monitor his 

medication compliance.

To ensure that he continued to comply with all aspects of this treatment, Miguel 

was under an outpatient civil commitment order.

CRIMINAL COMMITMENT

Civil commitment is a response to behavior that poses a danger to the self or others. 

Criminal commitment occurs when a person with a psychological disorder commits a 

crime. Within the courtroom, those who are criminally committed may be judged not 

guilty by reason of insanity, guilty but mentally ill, or incompetent to stand trial. Such 

court cases are often widely publicized, such as the trials of Andrea Yates and Ted 

outpatient commitment a court order that 
directs a person to comply with a specified, 
individualized outpatient mental health treat-
ment plan

criminal commitment a court-ordered pro-
cedure that forces involuntary mental health 
treatment on a person with a psychological 
disorder who commits a crime

learning objective 15.4
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Kaczynski (see Chapters 1 and 10). Despite the media coverage, misconcep-

tions surround what is commonly known as the insanity defense.

Mental Illness vs. Insanity On March 30, 1981, John W. Hinckley, Jr., 

attempted to assassinate President Ronald Reagan. Hinckley was obsessed with 

the actress Jodie Foster and had been stalking her for some time. He made 

numerous attempts to gain her attention including trying to assassinate the presi-

dent. Hinckley claimed that he had repeatedly watched the movie  in 

which a disturbed man plots to assassinate a presidential candidate. Hinckley shot 

and severely injured President Reagan; Reagan’s press secretary James Brady; a 

police officer; and a Secret Service agent. A jury found Hinckley not guilty by rea-

son of insanity, and for the past 25 years, he has been confined to Saint Elizabeth’s 

Hospital in Washington, D.C., for treatment of depression and psychosis although 

since 2009 he has been able to visit his parents for several days at a time.

For a person to be found guilty of a crime, the state must demonstrate that 

the accused committed the illegal act and behaved with criminal intent (Borum 

& Fulero, 1999). Not guilty by reason of insanity (NGRI) is a legal decision 

that describes people who commit a crime but whose psychological disorder 

prevents them from understanding the seriousness and illegality of their actions. 

Therefore, they are considered not to have criminal intent. Andrea Yates, for 

example, was initially convicted of murdering her five children, but in a sec-

ond trial, she was found NGRI. A jury found her incapable of understanding 

her actions because of her psychotic illness. Not every state allows for a NGRI 

defense, and medical professionals have long been divided on whether those 

with psychological disorders who commit crimes should be held accountable.

Charles Julius Guiteau shot President James Garfield in 1881. Garfield did not die until 80 days 

later as a result of infection rather than the gunshot itself. Guiteau appeared to be delu-

sional, yet he was tried and executed for the assassination despite the protests of some 

medical professionals. His autopsy revealed chronic brain inflammation and other symptoms 

consistent with a diagnosis of neurosyphilis, a neuropsychological disorder .

Understanding that insanity is a legal term, not a psychological disorder, is 

important. Determining whether a person is sane or insane occurs as a result of legal 

proceedings. How such a determination is made differs by state, but in most cases, 

it is based on one of two insanity rules (Borum & Fulero, 1999). The first is the 

M’Naghten Rule, established in England in 1843.

Daniel M’Naghten, possibly as a result of paranoid schizophrenia, believed that the 

English Tory party was persecuting him. He planned to kill the British prime minister but 

killed the Prime Minister’s secretary instead.

M’Naghten was tried for the crime, but the court ruled that he was not responsible for 

his actions if (a) he did not know what he was doing, or (b) he did not know that his 

actions were wrong.

There have been several changes to the standard originally established by the 

M’Naghten Rule. In 1929, the District of Columbia added an “irresistible impulse” 

test, allowing consideration of whether the defendant suffered from a “diseased mental 

condition” that did not allow the resistance of an irresistible impulse, acknowledging 

the idea of volition (freedom to choose or the ability to control behavior). The stan-

dard was changed again in 1954 when a judge in the U.S. Court of Appeals created 

John Hinckley, who attempted to assassinate 
President Ronald Reagan, was found not 
guilty by reason of insanity. He remains insti-
tutionalized in a psychiatric hospital.

not guilty by reason of insanity a legal 
decision that describes people who commit a 
crime but who are prevented by a psychologi-
cal disorder from understanding the serious-
ness and illegality of their actions

M’Naghten Rule a legal principle stating 
that a person is not responsible for his actions 
if (a) he did not know what he was doing or 
(b) he did not know that his actions were wrong
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the Durham Rule, which held that an accused person is not criminally responsible if 

the unlawful act was the result of a mental disease (Lehman & Phelps, 2004). Because 

of this rule, the court decision hung on the testimony of an expert witness—if the wit-

ness said the person had a mental disease, the court had little choice but to find the 

defendant not criminally responsible. Therefore, the Durham Rule was discarded and 

replaced by the American Law Institute (ALI) model penal code definition (American 

Law Institute, 1962). This code states that a person is not responsible for criminal acts 

if the psychological disorder results in the inability to appreciate the wrongful conduct 

or if the person is unable to conform her or his conduct to the requirement of the law 

(i.e., the person cannot control her or his behavior).

Finally, the Insanity Defense Reform Act of 1984 states that as a result of mental ill-

ness, the defendant lacks the capacity to appreciate the nature and quality or wrongful-

ness of the act. Compared with the M’Naghten test, which is based solely on a cognitive 

standard (did the person understand his or her actions and know they were wrong?), 

the more recent criteria consider cognition or volition (Borum & Fulero, 1999).

Committing an illegal act is not the same as committing a crime. To be convicted 

of committing a crime, a person must possess mens rea, which is Latin for a guilty mind 

or criminal intent. To be considered guilty of committing a crime, the person must 

engage in illegal behavior and have criminal intent. In many instances, people with psy-

chological disorders lack the intent to commit the crime with which they are charged.

Eric Clark had been acting oddly for years, convinced that Flagstaff, Arizona, was popu-

lated by hostile space aliens. He slept surrounded by a burglar alarm made from fishing 

line and wind chimes. He decided that the police were aliens as well, and when he was 

stopped for driving erratically through a residential neighborhood, he shot and killed a 

Flagstaff police officer (Appelbaum, 2006).

Clark’s lawyers contended that he lacked mens rea (criminal intent) because his delu-

sions interfered with his ability to recognize that the victim was a police officer, not 

a hostile space alien. Unfortunately, Arizona law does not allow the introduction of 

mental illness when juries consider criminal intent. Thus, without being able to intro-

duce his psychotic disorder, Clark was convicted and sentenced to 25 years in prison.

Eric Clark’s inability to use the insanity defense is a situation that is more com-

mon than most people believe. Among the many misconceptions about the plea of 

NGRI (Borum & Fulero, 1999) is that it is overused. In fact, NGRI is used in less 

than 1% of all felony cases and is successful only 15 to 25% of the times that it is used. 

This means that very few people successfully use an insanity defense (see the feature 

“Real People, Real Disorders: Kenneth Bianchi, Patty Hearst, and Dr. Martin Orne”).

Another common misperception is that people who are acquitted as NGRI are 

simply set free. In fact, most people who are acquitted as NGRI are hospitalized for 

periods of time as long as, and sometimes longer than, they would have served if found 

guilty of the crime as has happened to John Hinckley. Finally, the NGRI defense is 

not limited to murder cases, and despite public opinion, people who are acquitted are 

no more likely to be re-arrested than those who are convicted felons (Pasewark et al., 

1982; Steadman & Braff, 1983).

Remember that NGRI is an affirmative defense: If it is successful, the individual 

is not subject to criminal incarceration but is subject to civil proceedings regarding 

confinement (Borum & Fulero, 1999). This means that the person does not go to jail 

but may be required to go to an inpatient treatment facility and receive treatment. In 

contrast, a person who is found guilty but mentally ill (GBMI) or guilty except insane is 

mens rea Latin term for guilty mind or crimi-
nal intent

guilty but mentally ill a legal decision 
in which a person is considered criminally 
guilty and is subject to criminal penalties. 
The addition of the phrase “but mentally ill” 
acknowledges the presence of a psychologi-
cal disorder when the offense was committed 
but does not change the person’s criminal 
responsibility



C H A P T E R  1 5554

considered criminally guilty and is subject to criminal penalties such as incarceration 

in a penal institution. The addition of “but mentally ill” acknowledges the presence 

of a psychological disorder when the offense was committed but does not change the 

person’s criminal responsibility. Although proponents of GBMI hoped that it would 

address the public’s concerns regarding NGRI, it has not done so. Specifically, GBMI 

has not reduced the number of NGRI acquittals (perhaps because that number is 

already so small). Of even more concern to mental health professionals, GBMI does 

not ensure that the defendant receives treatment while in prison (Borum & Fulero).

Mental Health Problems in Jails and Prisons As we noted, one of the unfortunate 

outcomes of deinstitutionalization is that many people with psychological disorders 

often end up in jails or prisons. The reasons for their incarceration are many but may 

include diminished capacity and poor judgment, substance use disorders that lead to 

criminal activity to support their addiction, and charges such as vagrancy or trespass-

ing. The number of people who are in jails and prisons is quite high with some varia-

tion based on age, sex, and ethnicity (see Table 2).

Despite the substantial number of inmates who are suffering from psychologi-

cal disorders, prisoners may not always receive the treatment that they need. In other 

instances, people with psychological disorders may be so impaired that they are not 

even capable of assisting with their own legal defense. This is known as being incompe-

tent to stand trial, the issue to which we now turn our attention.

TABLE 15 .2

Bureau of 
Justice Statistics Special Report.

   Percent of Inmates in

Characteristic State Prison Federal Prison Local Jail
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Incompetence to Stand Trial Elizabeth Ann Smart, age 14, was kidnapped from her 

bedroom on June 5, 2002. She was found alive 9 months later not far from her home in 

the company of two homeless adults, Brian David Mitchell and Wanda Ileen Barzee. It 

was alleged that Mitchell and Barzee kidnapped Elizabeth to be Mitchell’s second wife. 

After his arrest, a psychological competency evaluation revealed that Mitchell suffered 

from a delusional disorder. Although he understood the charges against him, he had an 

impaired capacity to (a) disclose to counsel pertinent facts, events, and states of mind, 

and engage in reasoned choice of legal strategies and options; (b) manifest appropri-

ate courtroom behavior; and (c) testify relevantly. During court appearances, Mitchell 

would begin to sing and had to be forcibly removed from the courtroom. His disorder 

substantially interfered with his relationship with counsel and his ability to participate in 

the proceedings against him. On July 26, 2005, he was found incompetent to stand trial 

and was committed to the custody of the executive director of the Utah Department of 

Human Services for treatment intended to restore him to competency.

In March 2010, a federal judge ruled that Mitchell was faking mental illness and on 

November 1, 2010, his trial began. However, because Mitchell disrupted the court pro-

ceedings by singing hymns when he entered the courtroom, he watched his trial on video 

from his holding cell. In December 2010, Brian David Mitchell was found guilty of the 

kidnapping of Elizabeth Smart. As the verdict was announced, Mitchell loudly sang “He 

died, the Great Redeemer died.”

An accused person who is considered to be so functionally impaired as to be unable 

to assist in his or her own defense is considered incompetent to stand trial. Under our 

system of justice, to receive a fair trial, someone accused of illegal behavior must have a 

rational and factual understanding of court procedures and must be able to consult with 

his lawyer and assist in the defense. Determining whether a defendant is competent 

to stand trial is the job of a specially trained mental health professional who assesses 

the person’s competency to assist in his or her defense. Although few empirical data 

exist, 77.5% of people in one sample who were referred for evaluation were found to 

be incompetent (Stafford & Wygant, 2005). They were more likely to have a psychotic 

diagnosis than people found to be competent. Psychiatric treatment restored compe-

tency in 47% of the individuals initially determined to be incompetent so that they could 

later stand trial. However, medicating patients just so that they can be tried for illegal 

behaviors they committed when they lacked criminal intent raises serious ethical issues.

The Right to Refuse Medication/Treatment When faced with serious, disabling, 

or terminal illnesses, people often make choices about treatments. They might refuse 

treatments that produce serious side effects or do not improve their quality of life. 

U.S. law accepts the right to refuse treatment and respects the wishes of competent 

individuals. The use of an advance directive (a document that specifies in advance the 

types of treatments a patient wishes to receive or not receive) allows family members 

or others responsible to act in accord with the person’s wishes. In some states, advance 

directives exist for the treatment of mental illness as well. But does that right extend to 

someone who committed a crime but was found to be incompetent to stand trial as a 

result of a psychological disorder?

Dr. Charles Sell was charged with Medicaid fraud, mail fraud, and submitting false insur-

ance claims. He had a 20-year history of abnormal behavior, beginning with his belief that 

communists had contaminated the gold that he used for filling teeth. Over the years, he 

Brian David Mitchell initially was judged by 
the court to be incompetent to stand trial 
for the crime of kidnapping and imprisoning 
Elizabeth Ann Smart. Later a judge ruled he 
was faking and he was found guilty of the 
crimes.
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real people, real disorders

In October 1977 and February 1978, 10 women were 
found tortured, strangled to death, and abandoned in the 

hills surrounding Los Angeles, thus giving the offender the 
name The Hillside Strangler. The police finally arrested cousins 
Kenneth Bianchi and Angelo Buono, both of whom had 
committed the crimes. After his capture, Bianchi claimed 
that he had a multiple personality disorder (MPD—now 
renamed DID dissociative identity disorder; see Chapter 5) 
and that he was insane. Two experts in the disorder exam-
ined Bianchi and reported the existence of a second per-
sonality, Steve. Both experts agreed that Bianchi was insane, 
even though people with multiple personality usually have 
at least three separate personalities and Bianchi did not.

Martin Orne, M.D., Ph.D. (1927–2000), was a preemi-
nent scientist who conducted research in many different 
areas of psychology including hypnosis, memory, and 
lie detection. Because of his expertise in basic studies of 
memory and lie detection, Dr. Orne had developed pro-
cedures to determine when people were faking a diagnosis 
or faking being hypnotized.

Called by the prosecution to conduct an additional 
examination of Mr. Bianchi, Dr. Orne first discussed multiple 
personality disorder with him. Bianchi told Dr. Orne about 
Steve. Dr. Orne told Bianchi that it was rare for someone 
with MPD to have only two personalities—most people had 
at least three. Dr. Orne then hypnotized Bianchi, and sud-
denly a third personality named Bill appeared. In his court 
testimony, Dr. Orne pointed out that he was not better than 
the other clinicians, but he showed that Bianchi faked a 
third personality because of Dr. Orne’s prehypnotic sugges-
tion. Dr. Orne also identified another clue that Bianchi was 
faking MPD. During his initial examination of Mr. Bianchi, 
Dr. Orne asked him, under hypnosis, to imagine that his 

lawyer was sitting in the room; Bianchi actually 
stood up, walked across the room, shook hands 
with the imagined attorney, and insisted that 
Dr. Orne had to be seeing the attorney as well. 
Dr. Orne testified that people under deep hyp-
nosis do not get out of their seats and attempt 
to shake somebody’s hand unless told by the hyp-
notist to do so. Dr. Orne did not tell Bianchi to do 
that. Furthermore, deeply hypnotized subjects do 
not insist that others also see the image. Later, 
police discovered that Bianchi had numerous 
books on psychology, diagnostic testing, hyp-
nosis, and criminal law in his home, suggesting 
that he could have studied how to present himself 
in an “insane” manner.

Dr. Orne was not always a witness for the prosecu-
tion. In 1976, Patricia Hearst, the heiress who had been 
abducted by an American radical group known as the 
Symbionese Liberation Army (SLA), was arrested and tried 
for participating in a bank robbery. Hearst’s lawyers said that 
her abduction and torture were responsible for her actions 
whereas the prosecution suggested that Hearst’s appear-
ance during the robbery (she was casually holding a gun) 
suggested that she was there of her own free will. Although 
initially concerned that she was faking, Dr. Orne conducted 
numerous tests, giving her many opportunities to exagger-
ate or fabricate her story. Unlike Bianchi, Ms. Hearst never 
picked up on any cues, and according to Dr. Orne “really, 
simply didn’t lie” (Woo, 2000). In summary, Dr. Orne was a 
scientist-practitioner who developed scientific methods in 
a laboratory setting and then applied his research in clini-
cal and legal settings. His work is the embodiment of the 
scientist-practitioner model of psychology.

suffered from many different psychotic symptoms. He had occasionally been treated with 

antipsychotics but stopped taking the medication. He continued to have hallucinations and 

delusional beliefs including telling the police that “God told me every [FBI] person I kill, 

a soul will be saved” (Appelbaum, 2003). In 1999, Sell was examined and found mentally 

incompetent to stand trial. He was hospitalized to determine whether there was a prob-

ability that he would ever become competent. After 2 months, the staff recommended 

that he take antipsychotic medication. Dr. Sell refused, and the medical staff went to court 

seeking the right to administer antipsychotic medication against his will (Annas, 2004). 

In 2005, Sell pleaded no contest charges of fraud and conspiracy to kill a federal agent. 

Bianchi

Orne
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He spent eight years without trial in federal prison. The U.S. District Judge sentenced him 

to time served, 6 months in a halfway house and 3 years on parole.

While patients in mental hospitals are often medicated against their will if they are a 

danger to staff or to other patients, this was not the case for Dr. Sell. He was not a danger 

to hospital personnel, so forcible medication was solely to restore his competence for trial. 

The United States Supreme Court ruled in this case that someone could be involuntarily 

medicated solely for the purpose of restoring competency only if (a) important governmen-

tal interests were at stake (e.g., having a fair but speedy trial); (b) forced medication made 

it “substantially likely that the defendant will be competent” and “substantially unlikely 

that the drug will have effects that renders the trial unfair”; (c) no less intrusive means were 

available; and (d) the medication is “medically appropriate” (Annas, 2004). What did this 

ruling mean for Dr. Sell? He could not be forced to take medication until these issues were 

resolved, and his legal status remains unclear. Should a patient be forced to accept treat-

ment if his behavior is not harmful to himself or others? When psychologists participate 

in legal proceedings, they must balance society’s rights with the APA ethical principles of 

beneficence and nonmaleficence as well as respect for people’s rights and dignity.

concept CHECK

� As members of society, psychologists are bound to abide by laws and codes of ethics.

� The Code of Ethics of the American Psychological Association includes the core values 

of beneficence and nonmaleficence, fidelity and responsibility, integrity, justice, and 

respect for people’s rights and dignity.

� The deinstitutionalization movement developed to stop the process of hospitalizing 

psychiatric patients for the rest of their lives. However, despite the promise of deinstitu-

tionalization, one unfortunate outcome has been the lack of appropriate living arrange-

ments for those with psychological disorders. The result is that many people with severe 

psychological disorders are homeless or in jail.

� Outpatient commitment can be used as a condition for release from an inpatient unit, as 

an alternative to hospitalization, or as a way to provide intensive treatment in order to 

prevent inpatient hospitalization.

� Insanity is a legal term, not a psychological disorder. Rarely are patients with serious psy-

chological disorders found to be not guilty by reason of insanity. They are also unlikely 

to be found guilty but mentally ill.

CRITICAL THINKING QUESTION Patients and mental health professionals alike value the 

right to refuse treatment. The interesting paradox is that even when patients clearly lack 

the capacity to understand their actions, their negative behavior so horrifies the public that 

there is pressure to restore their mental faculties so that they can be imprisoned for their 

actions. In such instances, society’s need for patients to be accountable for their actions 

appears to override patients’ right to refuse treatment. Is it ethical to treat people who are 

criminally insane in order to punish them for committing a horrific crime?

Privacy, Confidentiality, and Privilege 
in Abnormal Psychology
Fiona has obsessive-compulsive disorder. She has many intrusive thoughts, but the most 

frightening is that when using a sharp knife, she loses control and stabs her son, severely 

injuring or perhaps even killing him. Fiona loves her son and is a good mother. She is 
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horrified about these thoughts and does not want to act on them. Yet she is so 

afraid that she will lose control that she has taken all the knives out of the house 

(including the butter knives). She has also removed all the scissors. She made an 

appointment to see a psychologist, but she is worried. What if the psychologist 

thinks she is crazy?

As we have noted throughout this book, psychological disorders are accompa-

nied by significant emotional distress. Part of this distress relates to patients’ 

concerns that they are “crazy” or that others will think that they are “crazy.” 

To help patients feel comfortable, mental health professionals agree that what 

is discussed within the therapy session will not be revealed to others. The 

terms privacy, conf identiality, and privilege describe environments that pro-

vide protection against unwilling disclosure of patient information. There are, 

however, certain conditions in which the therapist must violate these protections, 

and we address these exceptions later in the chapter when we examine the issue of 

duty to warn.

The concept of privacy has a long history in the United States and is the basis 

for many laws. The right to privacy limits the access of other people to one’s body or 

mind including one’s thoughts, beliefs, and fantasies (Smith-Bell & Winslade, 1994).

Fiona has not told anyone about her intrusive thoughts. At this time, her thoughts are 

private.

Privacy is a right of the individual who alone can give it away. When a person reveals 

thoughts, behavior, and feelings to another person, privacy is lost. In the context of 

therapy, the private information shared with a therapist is considered confidential. 

Confidentiality is an agreement between two parties (in this case, the therapist and 

patient) that private information revealed during therapy will not be discussed with 

others.

Although it makes her quite uncomfortable, Fiona tells the psychologist, Dr. Jones, about 

her thoughts. Because she and her therapist have established a therapeutic relationship, 

the content of her intrusive thoughts is now considered confidential. Dr. Jones may not 

disclose it to others.

The psychologist agrees to keep confidential the information that the patient reveals. 

Even if the patient decides to discuss that information, the psychologist still is bound 

by confidentiality.

The third concept is privilege, a legal term that prevents a therapist from revealing 

confidential information during legal proceedings. You may have heard the term privi-

leged communication, which is often used to describe conversations between a lawyer 

and client. Sometimes physicians and psychologists hold privilege, meaning that they 

are legally protected against being forced to reveal confidential information in a legal 

proceeding. If communication is privileged, the psychologist cannot be compelled to 

reveal it in court (or any other legal setting). Privileged communication is not an au-

tomatic right of the therapist or the patient. Whereas confidentiality is considered to 

be an ethical commitment, state law establishes privilege. For mental health clinicians, 

privilege extends to therapists who are licensed to practice therapy in a particular state.

Dr. Jones is a licensed psychologist. Therefore, should she ever be subpoenaed in a court 

case, Dr. Jones would not have to testify about Fiona’s mental status or the nature of the 

treatment because that is privileged information.

confidentiality an agreement between two 
parties (in this case, the therapist and patient) 
that private information revealed during ther-
apy will not be discussed with others

privilege a legal term that prevents a thera-
pist from revealing confidential information 
during legal proceedings

Psychologists must adhere to the concept 
known as privilege. Even if called to testify 
in court, they cannot be compelled to reveal 
what a client told them in a therapy session.
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Although confidentiality is often assumed to be absolute, it does not apply in 

certain situations. Psychologists discuss these situations with the patient at the start of 

treatment. For example, a graduate student in clinical psychology in training to pro-

vide therapy requires supervision by a senior psychologist. In supervisory sessions, the 

trainee shares patient information with the supervisor to make sure that the treatment 

is conducted appropriately. In this case, the supervisor is bound by the same confiden-

tiality standard as the therapist.

Other situations that require or call for exceptions to confidentiality include 

instances in which patients make their mental health an aspect of a lawsuit or a crimi-

nal defense strategy (such as insanity pleas or malpractice lawsuits). In these cases, 

neither confidentiality nor privilege applies because the case cannot be decided with-

out knowledge of the situation. Confidentiality is also limited when health insurance 

companies require information about diagnosis and aspects of treatment (number of 

sessions, frequency of sessions) to provide payment for mental health treatment.

Disclosing confidential information is also necessary during civil 

commitment proceedings when involuntary treatment is necessary because 

the individual presents a danger to self (such as wanting to commit sui-

cide) or others (a deliberate expression of intent to harm another person).

Fiona denied any thoughts of hurting herself. She vehemently denied that 

she wanted to harm her son and, in fact, had taken steps to make sure that it 

would not happen (removing the knives and scissors from the house).

Therefore, she did not need involuntary commitment, and the psychologist 

did not have to violate confidentiality. Finally, confidentiality must also 

be breached when adults admit that they are physically or sexually abusing 

children or elders in which case the therapist must report the abuse to the 

appropriate state authorities.

When the patient is a minor child or an adolescent, other exceptions to con-

fidentiality apply, and, again, therapists discuss these issues at the start of treatment 

so that the minor and the parent or guardian can make an informed decision about 

participating in therapy. With respect to children and adolescents, all mental health 

clinicians including psychologists, are required by state law to report physical, sexual, 

or emotional abuse to the proper state authorities, thereby violating confidentiality. 

State laws may cover other behaviors (such as substance abuse) because parents have a 

right to information about their child’s treatment. Each state has its own guidelines, 

and, in some cases, different clinics in the same state may have different guidelines 

(Gustafson & McNamara, 1987). Exceptions to confidentiality also apply when a 

child or an adolescent is actively contemplating suicide or homicide as is the case for 

adults. Psychologists violate confidentiality in order to keep their patients and others 

physically safe. In certain instances, breaking confidentially is a medical or legal neces-

sity. In other cases, unfortunately, it can occur as a result of carelessness. To help 

safeguard patient confidentiality, the federal government enacted a law discussed next.

HEALTH INSURANCE PORTABILITY AND
ACCOUNTABILITY ACT (HIPAA)

When you check in at your doctor’s office, particularly if you are a new patient, you 

sign various consent forms including one with the abbreviation HIPAA, which 

stands for Health Insurance Portability and Accountability Act. Although HIPAA was 

originally designed to protect Americans who had been previously ill from losing their 

When treating a child, confidentiality issues 
become more complicated than with most 
adults. Some information must be shared with 
parents whereas other information remains 
confidential.

Health Insurance Portability and 
Accountability Act a system of laws and 
regulations that protect the security and 
privacy of health information
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health insurance when they changed jobs, HIPAA also provided a uniform standard 

for transmission of health care claims forms, thereby streamlining the health care sys-

tem. Legislators took the opportunity to include safeguards to protect patients’ confi-

dential health information. HIPAA is a complicated system of laws and regulations, 

but two of its components, security and privacy, have implications for psychological 

treatment as it relates to protected health information.

The HIPAA security rule attempts to ensure patient confidentiality by securing 

administrative, physical, and technical office procedures. Psychologists and physicians 

restrict information to only those people who have a right to know it. The security 

rule also requires keeping information received on fax machines, written on telephone 

message pads, and even on sign-in sheets from being viewed by an unauthorized per-

son, usually defined as someone who does not work in the office.

Protected health information (PHI) refers to facts about your health or health 

care maintained as a medical record or transmitted to another person. The HIPAA 

privacy rule requires that psychologists must obtain a patient’s consent before using 

any PHI to carry out treatment, health care operations, or submitting information 

in order to be paid. In other words, when you sign the HIPAA consent form, you 

agree to allow your clinician to share your health information with (a) other health 

care professionals who may be involved in your treatment, (b) companies responsible 

for billing your insurance or paying your physician for services, and (c) companies 

responsible for arranging medical or legal reviews of services and auditing of medical 

care facilities. It also covers some other business-related functions, but they are less 

relevant to psychology. HIPAA consent does not include permission to share records 

with an employer or a school. Similarly, the psychologist’s patient notes (called psy-

chotherapy notes or process notes) are not considered part of the information included in 

the general HIPAA consent.

Therefore, although consent is almost always necessary before a psychologist 

can reveal content of the therapy session, exceptions exist. When a patient expresses 

a threat or desire to hurt others, the confidentiality of the therapeutic relationship 

becomes secondary to a duty to warn the third parties who may be at risk.

DUTY TO WARN

In 1969, University of California student Prosenjit Poddar sought therapy with a 

psychologist at the university’s student health center because a young woman named 

Tatiana Tarasoff had spurned his affections. The psychologist believed that Poddar 

was dangerous because he had a pathological attachment to Tarasoff and he told the 

psychologist that he had decided to purchase a gun. The therapist notified the police 

both verbally and in writing. He did not warn Ms. Tarasoff because that would have 

violated patient–psychologist confidentiality. Poddar was questioned by the police, 

who found him to be rational. They made him promise to stay away from Tarasoff. 

Two months later, however, on October 27, 1969, Poddar killed Tarasoff. The 

Supreme Court of California found that the defendants (the Regents of the University 

of California) had a duty to warn Ms. Tarasoff or her family of the danger. In a second 

ruling, the court charged therapists with a duty to use reasonable care to protect third 

parties against dangers posed by patients. In short, the court found that a person has 

no right to confidentiality when the patient’s actions might put the public at risk.

More than 30 years later, the Tarasoff decision (as it is known) still has broad impli-

cations for the mental health profession. One is that society does not hold confidentiality 

in the same high esteem as do therapists and patients. Society dictates that safeguarding 

the public welfare, particularly in the case of potential homicide, is more important than 

duty to warn the duty of therapists to use 
reasonable care to protect third parties from 
dangers posed by patients
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confidentiality. However, duty to warn is a slippery slope. What if the potential threat is 

not outright death, as was the case for Tatiana Tarasoff, but bodily infection?

Michael is 33 years old. He has been married for 8 years and has two children. He had an 

affair with a neighbor several years ago. His wife never knew about the affair. He recently 

discovered that the neighbor died of AIDS. Michael had an HIV test, which was positive. 

He told his therapist that he had no intention of telling his wife about his test results 

(Chenneville, 2000).

If Michael were your patient, what would you counsel him to do? The laws are not 

clear in this type of situation. Depending on the particular state where Michael lived, 

the therapist may be permitted to make a disclosure to the health department or 

Michael’s spouse, required to make a disclosure to the health department or Michael’s 

spouse, or required to maintain confidentiality at all costs.

Prediction of Dangerousness The psychologist’s duty to warn is based on the belief 

that mental health clinicians have the ability to predict human behavior. Psychologists 

and psychiatrists are often asked to determine how likely it is that a person will become 

violent when the need for civil commitment is an issue (Skeem et al., 2006). In the past, 

mental health professionals were unable to predict patient dangerousness at a rate higher 

than chance alone (Steadman, 1983). In some instances, clinical intuition may help pre-

dict dangerousness. In an emergency room, male patients who worried clinicians (based 

on a diagnostic evaluation but no real empirical data) were more likely than other patients 

to subsequently commit violent acts and be involved in serious violence (Lidz et al., 1993).

Over the past decade, the ability of mental health clinicians to predict patient vio-

lence has significantly improved through the use of actuarial (quantitative) prediction 

measures, particularly when the prediction is based on specific psychological symptoms

(such as anger or sadness), not psychological disorders (major depression, schizophre-

nia; Skeem et al., 2006). In particular, anger/hostility is predictive of violence over 

both short-term (1 week) and long-term (6 month) follow-up periods (Gardner et al., 

1996; Skeem et al.). Other symptoms such as anxiety, depression, or delusional beliefs 

did not predict acts of violence, at least not in the short term (Skeem et al.).

concept CHECK

� When a person reveals private thoughts to a psychologist, the information is considered 

confidential. When the therapist is a licensed psychologist, the information is also con-

sidered privileged.

� Sometimes confidentiality must be violated. Such cases include behaviors that are con-

sidered dangerous to the patient or others, abuse of children or elders, or substance 

abuse by children or adolescents.

� If a patient threatens to harm another person and that person can be identified, the psy-

chologist has a duty to warn the threatened person as well as the police.

� Actuarial predictions allow psychologists to predict violence at levels better than chance 

alone. One factor that appears to play a role is patients’ anger and hostility.

CRITICAL THINKING QUESTION Remember Michael, who did not want to tell his wife that 

he had HIV. What if instead of being married, Michael were single, had gotten HIV as a 

result of a single encounter with someone he had met in a bar, and now was so angry that 

he told his therapist that he intended to go out and infect every woman that he could. 

Does a psychologist have a duty to warn?
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Licensing, Malpractice Issues, 
and Prescription Privileges
Requiring mental health professionals to have a license serves several functions. It sets 

minimum standards of training and education and it protect the public from unskilled or 

dangerous mental health services or providers. Insurance companies recognize the impor-

tance of licensing: They usually will not pay for psychological services unless the profes-

sional has a license.

LICENSING

Psychologists who wish to provide therapy must be licensed by the state in which 

they practice. Psychologists who do not provide therapy (such as cognitive psycholo-

gists, biological psychologists, or social psychologists) are not required to be 

licensed. State law specifies who can use the word psychologist, who can pro-

vide specific psychological services, and what type of training a person must 

have to practice psychology. Licensing laws vary by state, and there are many 

ways that nonqualified individuals can practice what some consider a form 

of therapy. In some states, people who are not psychologists but who wish 

to provide therapy can do so by avoiding the use of the words psychology and 

psychologist and instead using the term psychotherapy.

State laws protect the public by setting forth the minimal acceptable level 

of training and experience necessary for the practice of psychology. Most states 

have very similar requirements including a doctorate in psychology and two 

years of postdoctoral experience (or one year predoctoral internship and one 

year postdoctoral experience). The psychologist must also pass a national exam 

and a state exam. Once licensed, psychologists must adhere to the laws and the 

code of ethics. Failure to do so could result in loss of the license or claims of malpractice. 

Furthermore, to maintain their license, psychologists must engage in continuing educa-

tion by continuing to attend workshops, read articles, and participate in other professional 

activities to refine and improve their knowledge and skills in psychology.

MALPRACTICE

Psychologists, like all professionals, must meet certain standards when caring for their 

patients, legally defined as “that degree of care which a reasonably prudent person 

should exercise in same or similar circumstances” (Black, 1990, p. 1405). For example, 

although the law does not require all psychologists to use the same form of therapy, the 

care they do provide must meet commonly accepted professional standards (Baerger, 

2001). If care is not consistent with standards, the psychologist may be guilty of 

malpractice: “professional misconduct or unreasonable lack of skill” (Black, 1990, p. 959). 

Although psychologists are less likely to be sued for malpractice than are physicians, 

the number of lawsuits filed against psychologists increases each year.

Few studies of malpractice offenses committed by mental health clinicians (either 

psychiatrists or psychologists) exist, but in one anonymous survey, 3.5% of psycholo-

gists engaged in an inappropriate relationship. The majority of offenders were male 

psychologists who established a relationship with former female patients (Lamb et al., 

2003). The American Psychological Association prohibits interpersonal relationships 

between psychologists and patients until at least 2 years after therapy has ended and 

only when several other conditions can be met. Malpractice lawsuits are generally filed 

against psychologists when there is suspicion of a negligent or improper diagnosis. 

The most common reason that a psychologist 
is sued for malpractice is a result of a custody 
evaluation. It is common for the parent who 
does not get custody to identify the psy-
chologist as the person responsible for the 
negative outcome.

malpractice professional misconduct 
or unreasonable lack of skill
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Malpractice accusations tend to involve child custody evaluation decisions intended to 

assess how the child’s psychological needs can best be met. To arrive at their decisions, 

psychologists assess parenting abilities, the child’s needs, and the resulting parent– 

child fit (American Psychological Association, 1994). Child custody evaluation is a 

high-risk task for a psychologist, who must remain neutral in a highly charged situ-

ation such as a divorce. Joint physical custody is the most common custody decision 

today (Bow & Quinnell, 2001). In the second most common decision, the mother is 

granted custody and the father has visitation rights. Parents who disagree with a cus-

tody decision may file a complaint with the state ethics board and/or file a malpractice 

suit. Among psychologists who conducted custody evaluations, ethics complaints were 

filed against 35%, and 10% were sued for malpractice (Bow & Quinnell).

In addition to child custody cases, malpractice claims include failure to obtain 

informed consent for treatment, negligent psychotherapy, and negligent release 

or dangerous acts. For example, grief-stricken family members sometimes blame a 

mental health professional for not preventing a patient’s suicide (a claim of negligent 

release or dangerous acts) although predicting this type of behavior can be very dif-

ficult. Such charges were the sixth most common malpractice complaints in one survey 

of psychologists who had malpractice insurance (Bongar et al. cited in Baerger, 2001).

In summary, psychologists must adhere to both an ethical code of behavior and state 

laws and regulations. Licensure ensures that the professional has met minimum educational 

and training standards, but it does not guarantee that the therapist will always behave ethi-

cally. When unethical behaviors have occurred, a psychologist may be sued for malpractice.

PRESCRIPTION PRIVILEGES

What is the difference between a psychologist and a psychiatrist? The easy answer 

used to be, “A psychiatrist is a physician who can prescribe medication, and a psy-

chologist is a doctoral-level health care provider who cannot prescribe medication.” 

That distinction is no longer quite so clear. During the past two decades, some psy-

chologists have sought, and received, the legal right to prescribe medication for psy-

chological disorders. Prescription privileges, the legal right to prescribe medication, 

is a controversial issue throughout the psychological community (e.g., Heiby, 2002).

Medications are an important part of the treatment of many psychological dis-

orders, and in some cases, such as schizophrenia, the primary treatment. Although 

psychiatrists have always been free to use both psychotherapy and medication, psycholo-

gists have traditionally provided only psychological treatment. When their patients need 

medication, most psychologists arrange for treatment by a physician. Some psychologists 

believe that splitting treatment in this way is not in the best interest of the patient because 

different therapists may provide the patient different, and sometimes conflicting, view-

points. With the ability to prescribe medications, other psychologists believe that they 

would be able to provide both medication and psychotherapy just as psychiatrists do.

Psychologists propose several reasons for prescription privileges. First, many psy-

chologists have hospital admitting privileges, enabling them to treat the emotional 

components related to physical health problems such as stress caused by cancer, serious 

disabilities, or heart disease. These psychologists view the ability to write prescriptions 

as a natural extension of their practice (Norfleet, 2002; Welsh, 2003). Second, gradu-

ate programs in clinical psychology already offer courses in psychophysiology and psy-

chopharmacology, which are necessary but not sufficient, for prescribing medication. 

Therefore, psychologists already have some of the training necessary for prescribing medi-

cations. Third, because medications are the treatment of choice for some disorders, such 
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as schizophrenia, prescription privileges would allow psychologists to treat patients who 

might not have access to treatment. Many people lack access to psychiatrists and obtain 

their medication from general practitioners who are much less knowledgeable about psy-

chological disorders than psychologists. Allowing psychologists to prescribe medications 

would guarantee treatment by someone with specialized knowledge of abnormal behavior.

Other psychologists (Albee, 2002) suggest that prescribing medication under-

mines psychology’s unique contributions to understanding behavior, such as the role 

of learning and the importance of the environment. From this perspective, seeking 

prescription privileges suggests that psychologists no longer value psychology’s con-

tributions and deemphasizes the efficacy of highly effective psychological treatments.

Psychologists would also need additional training to prescribe medications safely 

and would require an undergraduate education such as that found in a premedicine 

curriculum (Sechrest & Coan, 2002). Providing appropriate biological training at the 

graduate level would extend the length of training (Wagner, 2002), which already 

averages about 6 years. In the past few years, psychologists have gained the right to 

prescribe medication in New Mexico, Louisiana, and the island of Guam (Stambor, 

2006) as well as appropriately trained psychologists working in the Department of 

Defense, Indian Health Service and the United States Public Health Service. If pre-

scription privileges become part of the treatment arsenal for psychologists, medica-

tion providers will face controversial issues that relate to the marketing and funding 

of pharmacological treatment. Psychiatric drugs are considered a booming business; 

they are the best-selling medications in the United States. During 2009, psychi-

atric drugs accounted for 14.6 billion of the overall prescription drug sales in the 

United States, which totaled 300 billion dollars (http://www.ngpharma.com/article/

psychiatric-drugs-a-booming-business, retrieved November 27, 2010). They are among the 

industry’s most profitable drugs. Their use is increasing both among adults and chil-

dren and more recently, there has been an increase in what is known as polypharmacy, 

being prescribed more than one medication for the same disorder (see Figure 15.1). 

The potential influence of the pharmaceutical industry extends far beyond public 

media advertisements. In one survey, 60% of published medication trials in psychiatry 

received funding from a pharmaceutical company (Perlis et al., 2005) although hav-

ing pharmaceutical company support did not guarantee a positive outcome for the 

medication. Until recently, pharmaceutical companies provided promotional materials 

(pens, mouse pads, etc.) to potential medication prescribers. Although such gifts are 

now prohibited, health professionals must always be careful to guard against market-

ing influences when deciding on forms of therapy.
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FIGURE 15 .1

The use of psychoactive medication has 
increased dramatically over time. In the 
United States, there has been a substantial 
increase in the percentage of adults using 
any type of psychoactive medication and in 
the percentage using antidepressants and a 
smaller increase in the percentage using anti-
anxiety medications.

polypharmacy the practice of prescribing 
more than one medication for a single disorder

http://www.ngpharma.com/article/psychiatric-drugs-a-booming-business
http://www.ngpharma.com/article/psychiatric-drugs-a-booming-business
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concept CHECK

� States regulate the practice of psychology in order to safeguard the public against those 

who are not qualified to perform these services.

� The practice of psychology requires a doctoral degree, at least 2 years of supervised 

experience, and a licensing examination.

� Malpractice lawsuits against psychologists are uncommon, but when they occur, the 

reasons include inappropriate sexual behavior and negative child custody decisions.

� Two states and one territory now have laws allowing psychologists to prescribe medica-

tions for psychological disorders although permitting prescription privileges continues 

to be controversial.

CRITICAL THINKING QUESTION The ability to prescribe medication leads to potentially vul-

nerable exposure to pharmaceutical marketing campaigns, all of which seek to have their 

drug prescribed to patients. Given their extensive background in research training, do you 

think that psychologists would be able to resist this influence more than physicians can?

Research and Clinical Trials
We have approached the study of abnormal behavior from a scientist-practitioner per-

spective, highlighting how designing, conducting, and understanding research in abnor-

mal behavior contributes to theories of etiology and approaches to treatment. When 

treatments are not based on science, they may result in harmful consequences. The use 

of unscientific theories and unsubstantiated treatments can result in the waste of time 

and money and public mistrust of therapy. But research itself comes with its own ethical 

issues. Here we focus on four important areas: the rights of research participants, special 

rights and issues for children and adolescents, the use of placebo controls, and the impor-

tance of conducting research that reflects the diversity of the United States population.

RIGHTS OF PARTICIPANTS IN RESEARCH

On December 9, 1946, the United States military initiated a tribunal against 23 

German physicians and administrators for war crimes and other crimes against 

humanity. During World War II, some German physicians conducted a euthanasia 

program, systematically killing people that they deemed unworthy to live. In a second 

program, physicians conducted pseudoscientific medical experiments on thousands of 

concentration camp prisoners ( Jews, Poles, Russians, and Gypsies) without their con-

sent (http://www/ushmm.prg/research/doctors, retrieved May 26, 2011). Most partici-

pants died or were permanently injured as a result of this inhumane experimentation. 

Sixteen doctors were found guilty; seven of them were executed.

The horrific and senseless nature of these “experiments” prompted the develop-

ment of the Nuremberg Code (1947), which established directives for experimenta-

tion with human subjects. This code specifies that subjects must voluntarily consent 

to participate in clinical research. Furthermore, participants should know the nature, 

duration, and purpose of the research as well as its methods and means and all incon-

veniences and hazards that could be reasonably expected as a result of participation. 

The experiment must be conducted by qualified individuals, and the participant must 

be allowed to withdraw from the research study at any time (Trials of War Criminals 

before the Nuremberg Military Tribunals, 1949).

Nuremberg Code the directives for experi-
mentation with human subjects that specify 
that voluntary consent is absolutely essential 
for clinical research

learning objective 15.5

http://www/ushmm.prg/research/doctors
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A second document developed as a result of Nazi atrocities is the Declaration 

of Helsinki, first adopted by the World Medical Assembly in 1964 and reaffirmed on 

subsequent occasions (http://ohsr.od.nih.gov/guidelines/helsinki.html). This docu-

ment also sets forth basic guidelines for the conduct of research including the need 

for clearly formulated experimental procedures, a careful assessment of risks compared 

with benefits, and the provision of adequate information to the participants including 

the aims, methods, benefits and risks, and the freedom to withdraw. The Declaration 

of Helsinki does not specify how these principles are to be implemented; that is left to 

federal, state, and local governments and professional organizations.

A third document relevant to research conducted in the United States is the 

Belmont Report, which created the National Commission for the Protection of Human 

Subjects of Biomedical and Behavioral Research in 1979. The Belmont Report identi-

fied three basic principles to guide behavioral and biomedical research with human 

subjects. The first is respect for persons, including the beliefs that (a) individuals should 

be treated as autonomous agents capable of independent thought and decision-making 

abilities and (b) persons who have limited or diminished autonomy (such as prisoners 

or those with limited cognitive ability) are entitled to special protections and should 

not be coerced or unduly influenced to participate in research activities.

The second principle is beneficence, meaning that researchers (a) do no harm 

(as in the Hippocratic Oath) and (b) maximize potential benefits and minimize pos-

sible harm. In short, the study’s potential benefits must outweigh the perceived risks 

(Striefel, 2001), both to the individual and to society at large.

The third and final principle is justice: The benefits and burdens of research must 

be imposed equally. For example, all research on heart disease (much of it funded by 

the federal government) traditionally was conducted using male subjects, so men were 

primarily benefiting from the results. Only later did researchers begin to study heart 

disease and its treatment in women. This example illustrates how the benefits of research 

were not being equally distributed; only one sex benefited from the efforts of scien-

tists. The principle of justice was violated in the Tuskegee experiment and perhaps in 

the Baltimore lead paint study (see the later section “Cultural Perceptions Regarding 

Research”). In general, the recruitment of research subjects must consider whether some 

classes of participants (welfare patients, specific racial or ethnic minorities, or persons 

confined to institutions) are selected simply because they are easily accessible or easily 

manipulated. In short, no one group should be selected as research participants because 

of their availability, lack of power, or the possibility of easy manipulation (Striefel, 2001).

Also important to the research process is informed consent. Potential subjects 

must understand the aims and methods of the research, what they will be asked to do, 

and what types of information they will be asked to provide. They must also under-

stand the risks and benefits of research participation. Before starting a research study, 

the psychologist, or anyone else who wishes to conduct research with human partici-

pants, submits their research plan to an institutional review board (IRB). This board is 

charged by the researcher’s institution with reviewing and approving the research using 

the guidelines just mentioned. An informed consent form, describing all aspects of the 

study in layperson’s language, is included with the research plan. If you participated in 

research in your introductory psychology class, you probably signed a consent form.

Informed consent is based on the idea that providing enough information will 

allow cognitively competent people to understand the research process and make a 

voluntary and rational decision about participation. However, this assumption is not 

necessarily true. In one study examining the effects of a treatment, 62% of people 

Declaration of Helsinki a document that 
sets forth basic guidelines for the conduct of 
research including the need for clearly for-
mulated experimental procedures, a careful 
assessment of risks compared with benefits, 
and the provision of adequate information to 
the participants

Belmont Report the document that sets 
forth three basic principles to guide behav-
ioral and biomedical research with human 
subjects: respect for persons, beneficence, 
and justice

informed consent the concept that all peo-
ple who participate in research must under-
stand its aims and methods, what they will be 
asked to do, and what types of information 
they will be asked to provide. In addition, 
they must understand the risks and benefits 
of research participation, and based on that 
information, have the right to agree or refuse 
to participate in the any research project

institutional review board a committee 
charged by the researcher’s institution with 
reviewing and approving scientific research

http://ohsr.od.nih.gov/guidelines/helsinki.html
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who read the consent form and agreed to participate in the study failed to understand 

that treatment would be applied in a standard fashion and not individualized to their 

needs, or they overestimated the benefit of participating because they did not fully 

understand the study’s methodology (e.g., use of a placebo control group that would 

provide little to no therapeutic benefit; Appelbaum et al., 2004).

When it came to understanding the disclosed risk, 25% failed to recall any risk 

listed in the informed consent document, whereas 45.8% understood the risks of the 

experimental treatment but not risks of the experimental design (Lidz, 2006), such as the 

possibility of being assigned to the placebo control group. So, despite the profession’s 

efforts to ensure that research participants are fully informed, many people take part in 

studies lacking full information about the risks and benefits they can expect.

CONSIDERATIONS WITH CHILDREN AND ADOLESCENTS

Oscar, 14 years old, was extremely anxious in social situations. His parents brought him to 

the clinic to participate in a research study to treat social phobia and signed the consent 

form for Oscar’s participation. When Oscar refused to sign the assent form, his father asked 

the investigator to leave the room, guaranteeing that his son would sign the form “in the 

next 10 minutes.”

Although parental or guardian consent is necessary for children and adolescents to par-

ticipate in research, ethical guidelines require that whenever they are able to do so, chil-

dren and adolescents should be allowed to assent to their own participation. Although the 

ability to give assent varies with the individual child, by age 14, adolescents can under-

stand and make decisions that are similar to the way adults do (Caskey & Rosenthal, 

2005). In Oscar’s case, the investigator could not enroll him in the study because it was 

clear that Oscar did not wish to participate although his parents wanted him to do so.

To honor the principle of beneficence, investigators who study children and ado-

lescents must protect the welfare of the participants. Researchers, like clinicians, must 

violate confidentiality when there is evidence of sexual or physical abuse. In certain 

instances, researchers must report alcohol or substance abuse to parents (Caskey & 

Rosenthal, 2005). Finally, justice in this case means that adolescents deserve the oppor-

tunity to participate in and benefit from research important to the adolescent popula-

tion. Some adults believe that asking adolescents whether they have thought about 

committing suicide will instill such thoughts and urges in people who have never con-

sidered this behavior. Psychologists know that this is simply not true, yet many school 

districts will not allow research that includes questions about suicide. This denies 

treatment opportunities to adolescents who are seriously depressed and contemplat-

ing suicide. In this case, the principle of justice is not fulfilled because adolescents are 

denied an opportunity to participate in potentially important and helpful research.

Many of the same considerations surrounding the ability of children to consent 

to participate in research also apply to older adults who have cognitive difficulties 

and to prisoners who may feel coerced to participate because of their incarcerated 

status. When the research involves people from racial or ethnic minority groups, addi-

tional considerations include making sure that (a) assessments are culturally valid, (b) 

group differences are not attributed to race or ethnicity when they may be just as 

likely to result from other demographic variables such as socioeconomic status or level 

of education, (c) behaviors or developmental patterns of the white majority are not 

considered the “normal” standard for mental health, (d) research is not coercive, and 

(e) research teams include someone who is culturally competent (Fisher et al., 2002).
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ETHICS AND RESPONSIBILITY

The most rigorous types of scientific research have designs that involve the use of a 

control group (see Chapter 2). The different types of control groups include a wait list 

or no-treatment control group, a pill placebo or psychological placebo control group, or 

another active treatment group. Placebo control groups are used to understand the effects 

of time (some conditions, such as a cold, resolve with the passage of time) and/or the 

effects of clinical attention or education (for example, people are relieved to know that 

their response to a traumatic event is typical and not a sign of pathology; see Chapter 4). 

However, questions often arise as to how and when the use of control groups is ethical 

(see “Research Hot Topic: The Use of Placebo in Clinical Research”).

Sometimes the use of a placebo control condition is not clinically acceptable. 

The possibility of denying treatment to a suicidal patient cannot be justified when 

treatments are available. Among children, the ethical use of a placebo is becom-

ing increasingly complex. Scientifically, we know that placebo effects are more pro-

nounced in children than in adults; specifically, more children than adults have a positive 

Placebo-controlled trials are considered rigorous tests used 
to determine the effectiveness of a new treatment. Deep 

brain stimulation (DBS), for example, has shown preliminary 
effectiveness for depression that does not respond to medica-
tion. The procedure involves implanting an electrode within 
the part of the brain that is associated with mood. Electrical 
impulses are transmitted to and stimulate brain cells in the 
part of the brain that regulates mood. Although used to treat 
depression, the Food and Drug Administration has not yet 
approved deep brain stimulation specifically for this purpose, 
and its effectiveness has not been demonstrated compared with 
placebo. Imagine that a researcher proposes to conduct a ran-
domized, controlled trial in which one group receives DBS and 
the second group undergoes the surgical procedure in the brain 
but the wire is not connected to the stimulator. Is the use of a 
placebo ethical?

� Argument in Favor of the Surgical Placebo Article II.3 of 
the Declaration of Helsinki states: “In any medical study, every 
patient—including those of a control group, if any—should be 
assured of the best proven diagnostic and therapeutic method. 
This does not exclude the use of inert placebo in studies where 
no proven diagnostic or therapeutic method exists.” The study 
that the researcher proposes might provide some additional 
support for the use of DBS, particularly in a group of patients 

who have not responded to standard medication treatments. 
However, the researchers must consider the potentially harmful 
consequences from surgery that has no benefit.

� Argument Against the Use of the Surgical Placebo Surgical
placebo for DBS involves actual neurosurgery, an invasive pro-
cedure. In addition to potential complications of the procedure 
itself, consequences of the placebo implant include reaction to 
anesthesia and postoperative infection (La Vaque & Rossiter, 
2001). Does the potential for symptom remission in a group 
with medication-resistant depression outweigh the potential for 
harm from surgical placebo?

� Conclusion When no known standard exists, using a placebo 
as a control condition in order to test a new treatment might 
be appropriate until the efficacy of a new intervention is known 
and available to the public. In the case of DBS or other invasive 
medical procedures, the risks associated with neurosurgery are 
the same whether or not the device is operative. In fact, those 
in the placebo condition have brain surgery for no therapeu-
tic reason, a very substantial medical risk with no benefit. Of 
course, if participants in the placebo group are later allowed 
to have the implant activated, then the benefits may outweigh 
the risks for people whose depressive symptoms have not 
responded to any currently accepted conventional treatment.

research HOT topic

20 40 60 80Birth
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�

Before children can participate in research, 
many issues must be considered. Because an 

adult must consent for a child to participate in 
research, greater scrutiny of risks and benefits 

takes place before a study is approved.
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(therapeutic) response to placebo medication (Fisher & Fisher, 1996; Malone & 

Simpson, 1998). One reason for this difference may be that children may not under-

stand the concept of a placebo (i.e., that it is an inactive treatment). Children, who are 

accustomed to getting medication from a physician for physical illness, may believe 

that the placebo pill will also make them well. When they take a pill to treat a bacte-

rial infection, a blood test will reveal that the infection has been cured. However, the 

outcome of most psychological research is based on the patient’s report of changed 

feelings; there is no “psychological blood test” to independently determine symptom 

improvement. Therefore, children’s reports may be biased based on their belief that 

they took a pill and so should be feeling better. Adult reports also may be biased by 

taking a pill, but an adult’s cognitive maturity increases the likelihood that the concept 

of a placebo is understood. To control the assumption (at any age) that taking a pill 

will make you better, it is clear that placebo controls are necessary, especially for chil-

dren (March et al., 2004). In summary, placebo controls are necessary for valid scien-

tific research, but ethical issues continue to challenge scientist-practitioners interested 

in providing effective treatments to children.

CULTURAL PERCEPTIONS REGARDING RESEARCH

An interesting and little known fact about the world’s mental health database is that 

the vast majority of research has been conducted in the United States using white col-

lege students (Sue, 1999) who represent less than 5% of the world’s population. The 

National Institutes of Health has recognized this inequity and now mandates that study 

samples recruited for federally funded research be representative of the United States 

population. However, when researchers, particularly white researchers, try to recruit a 

diverse sample, they often find that historical events have created a climate of cultural 

mistrust. People familiar with the now infamous Tuskegee experiment may worry that 

they will be mistreated and their rights ignored. In that experiment, each of the three 

core values of research (respect for persons, beneficence, and justice) was violated.

In 1932, the Public Health Service, working with the Tuskegee 

Institute, began a study to determine the long-term effects of syphilis. 

Nearly 400 poor African American men with syphilis from Macon 

County, Alabama, were enrolled. They were never told that they had 

syphilis, nor were they ever treated for it. According to the Centers 

for Disease Control and Prevention, the men were told that they 

were being treated for “bad blood,” a local term that described sev-

eral illnesses including syphilis, anemia, and fatigue. For participating 

in the study, the men were given free medical exams, free meals, and 

free burial insurance. When the study began, no proven treatment for 

syphilis existed. But even after penicillin became a standard cure in 

1947, the medicine was withheld from these men. The Tuskegee sci-

entists wanted to continue to study how the disease spread through 

the body. Of course, in some cases, the disease killed the patient. The 

experiment lasted four decades until public health workers leaked the 

story to the media in 1972. By then, dozens of the men had died, and many wives and 

children had been infected. After the National Association for the Advancement of 

Colored People (NAACP) filed a class-action lawsuit in 1973, a 9 million settlement 

was divided among the study’s participants. Free health care was given to the men who 

were still living and to infected wives, widows, and children.

Tuskegee experiment an infamous historical 
study in which core values of research (respect 
for persons, beneficence, and justice) were 
violated

In the Tuskegee experiment, medical treat-
ment was knowingly withheld from patients 
who suffered from a deadly disease so that 
the disease could be studied. This unethical 
experiment on human beings was one factor 
that led to the development of review boards 
for institutional research.

learning objective 15.6
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Not until 1997 did the government formally apologized for the unethical study. 

President Clinton delivered the apology, saying that what the government had done was 

profoundly and morally wrong. “To the survivors, to the wives and family members, the 

children and the grandchildren, I say what you know: No power on Earth can give you 

back the lives lost, the pain suffered, the years of internal torment and anguish. What 

was done cannot be undone. But we can end the silence. We can stop turning our heads 

away. We can look at you in the eye and finally say, on behalf of the American people: 

what the United States government did was shameful. And I am sorry.” ( Jones, 1993).

The use of IRBs to review research proposals before an investigator can begin 

a research study guards against many potential abuses of research participants. For 

example, it is highly unlikely that Watson’s experiment with Little Albert could be 

conducted today. Yet even with all of the current regulations of research activities, some 

studies still provoke controversy, particularly when the subjects are children. From 

1993 to 1995, the Kennedy-Krieger Institute (KKI) in Baltimore, Maryland, con-

ducted a study to determine the short- and long-term effects of environmental lead in 

older homes. Lead is a natural element in the environment, but concentrations of lead 

in the blood are naturally quite low. In the United States, higher than acceptable lead 

levels usually result from two sources: lead in gasoline and the leaded paint chips and 

dust associated with deteriorating lead paint. The elimination of lead from gasoline 

and paint decreased blood level concentrations in children dramatically although older 

homes with lead paint remain a source of concern. High lead levels lead to cognitive 

impairment (low IQ scores), inattention, hyperactivity, aggression, and delinquency 

(Committee on Environmental Health, American Academy of Pediatrics, 2005).

In Baltimore, attempts to remove lead paint through lead abatement procedures 

reduced lead dust levels by 80%, and KKI agreed to conduct a study to examine three differ-

ent abatement procedures (some representing only partial abatement). In addition to these 

three experimental groups, there were two control groups, one in which no further abate-

ment occurred and one in which the homes were newer and presumably lead free.

Some of the homes were occupied at the start of the study. In other instances, 

“inner city families who likely had no choice but to rent non-abated properties elsewhere 

in Baltimore” were recruited to live in the study houses (Lead Based Paint Study Fact 

Sheet, cited in Nelson, 2002). This resulted in two groups of children: those already 

living in a study home and those recruited to move into these homes. Inducements to 

move into the houses and participate in the study included T-shirts, food stamps, and 

$5–10 payments. For most of the children in the homes, the additional abatement pro-

cedures lowered levels of lead in the children. However, the study had some negative 

effects; lead levels increased in some children. In one instance, parental notification was 

delayed by 9 months. Mothers of two study participants later filed lawsuits, stating that 

they had not been fully informed about the goals of the study and were not promptly 

notified of the high levels of lead in their children’s blood. If they had had this informa-

tion, they would not have agreed to participate in the study.

This study raises many ethical and moral issues (see the feature “Examining the 

Evidence: Children and Nontherapeutic Research”). One is the issue of justice set forth 

in the Belmont Report. Was the research unethical if the family’s only alternative was 

to live in other homes that had not undergone any abatement procedures? Should 

social deprivation be a reason for conducting a “natural experiment,” or are researchers 

taking advantage of the subject’s social predicament (Spriggs, 2006). In other words, 

is it acceptable to induce low-income children to live in partially lead-abated houses 

because the alternative might have been worse?
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In both the Tuskegee experiment and the Baltimore lead paint study, groups with 

limited or diminished autonomy were put at risk. Poorly designed experiments such 

as these have led to grave mistrust among certain minority populations. This cultural 

mistrust, however, is not the only challenge facing those who wish to conduct sensitive, 

cross-cultural research. Some members of minority groups are unfamiliar with aspects 

of the research process, such as telephone interviews about psychological disorders 

(Okazaki & Sue, 1995). Uncomfortable telephone interviews about personal issues 

such as anxiety and depression may interfere with valid data collection. Another chal-

lenge occurs when survey instruments constructed in English are translated into other 

languages. For example, English cultural expressions such as “shake off the blues” have 

no literal Spanish translation, making the phrase meaningless to Hispanic populations. 

Without cultural sensitivity, any data collected will be meaningless (Rogler, 1999).

Issues of cultural diversity affect all aspects of the research process from the ini-

tial development of the project to recruitment of participants, to the study design and 

selection of assessment methods, and to how the data are collected and interpreted. 

examining 

Before gaining approval, all proposed research must be 
reviewed to ensure that the study provides benefit and does 
not subject participants to undue risk or harm. In the case of 
the KKI lead-based paint study, concerns were raised that this 
study did not provide sufficient benefit and exposed children 
to undue risk. Do parents have the right to enroll their children 
in “nontherapeutic” research?
Let’s examine the evidence.

� Was There a Direct Benefit for the Children Who 

Participated in the Study? The research project offered moni-
toring of blood levels and notification to the parents if the blood 
level exceeded a certain standard. But testing is not treatment, 
and the study did not provide treatment if living in the house 
resulted in high blood levels of lead in the child (Nelson, 2002).

Recall that there were two groups of children: those already 
living in the targeted houses and those who were recruited 
to live in them. Enticing someone to move into a house that 
contains lead can hardly be viewed as providing a benefit. 
For children already living in such homes, the research project 
offered the benefit of lead abatement. Therefore, the research 
offered a benefit only to those already living in a house known 
to contain lead (Spriggs, 2006).

� Did the Procedure Present More Than Minimal Risk to 

the Subjects? Monthly blood testing to determine the level 
of lead exposure presents only minimal risk. However, living in 

a home while lead removal occurs involves more than minimal 
risk because lead levels may increase when the lead is being 
removed. Parents were not informed that the three different 
methods might not have equal benefit. Is intentionally recruit-
ing families to move into homes that have had potentially 
ineffective methods of lead exposure only minimal risk? Do 
parents deserve the right to know that there was uncertainty 
about the benefits of these different procedures? Would your 
answer be different if the researchers told you that it was the 
best available option for these children?

� Did the Consent Form Allow Parents to Make a Fully 

Informed Decision? The consent document did not inform 
the parents about (a) the primary aim of the study (to exam-
ine the effectiveness of three different methods of lead 
removal), (b) the different methods used, (c) the importance 
of blood monitoring and the impact of high lead levels 
on the development of young children, and (d) the risks 
of inadequate lead removal (Nelson, 2002). Without this 
information, did parents have the opportunity to give fully 
informed consent?

� Conclusion The court noted that the Institutional Review 
Board did not adequately consider the risks to the partici-
pants. Would you agree? Because removing lead from homes 
is an important societal goal, how could you change the study 
to address the issues raised above?
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Gregory Murphy—Psychiatry and the Law

 science life

headed toward Kevin, he yelled something about hating white 
people. Kevin was white and Murphy is African American.

First, it is important to consider whether Gregory Murphy’s 
actions meet the criterion for abnormal behavior. At one court 
hearing soon after his arrest, Murphy was verbally explosive in 
the court room, calling the judge a racist. At a later hearing, he 
attacked his lawyer, knocking him unconscious. It took at least 

On April 19, 2000, 8-year-old Kevin Shifflett was playing in the front 
yard of his great-grandmother’s house in northern Virginia with 
some other children when he was stabbed 18 times by a stranger 
in an unprovoked attack. The suspect, Gregory D. Murphy, had 
been convicted for an unprovoked assault and had been paroled 
from prison only 12 days earlier. A note found in Murphy’s hotel 
room said “Kill them raceess whiate kidd’s anyway.” As the killer 

All result in scientific data that can be biased and not appropriate to much of the 

world’s population (Turner & Beidel, 2003). Many aspects of human behavior prob-

ably have no differences among racial and ethnic groups. However, until scientists 

begin to adequately address these issues, our understanding of abnormal behavior, 

indeed of all human behavior, will be limited.

concept CHECK

� Three universal documents—the Nuremberg Code, the Declaration of Helsinki, and the 

Belmont Report—set forth important ethical standards for conducting clinical research.

� Respect for persons, beneficence, and justice are important cornerstones of clinical 

research and of clinical treatment.

� Informed consent implies that the researcher provides a complete explanation of the 

research project: the aims and methods of the study, what subjects will be asked to do, 

and what type of information subjects will be asked to provide.

� When children are research participants, both the child’s assent and the parent’s con-

sent are needed before the study begins.

� Use of placebo controls is a controversial area of clinical research. They are necessary 

when no established treatments exist or when there is a suspicion that time or attention 

alone may change behavior. Once an effective treatment is established, comparing a new 

treatment to an established one rather than a placebo may be the most ethical approach.

CRITICAL THINKING QUESTION A state-affiliated medical school that provides treatment 

to almost exclusively poor populations is concerned about the number of expectant moth-

ers who are addicted to cocaine. The newborns suffer greatly and drain already limited 

state resources. The treatment team institutes a policy of drug testing for all pregnant 

mothers but tells patients that it is just “routine blood work.” Those who test positive 

are given the choice of entering a drug abuse program or being reported to the police, 

causing their arrest and going to jail. The program’s policy becomes known, and there is 

public outrage. The treatment team defends the program by calling it a research study 

to determine whether mothers who are informed of their drug addiction will choose to 

receive treatment during their pregnancy. How do the principles of respect, beneficence, 

and justice apply to this situation?
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five deputies to subdue Murphy. The new defense attorney 
asked for a competency hearing to determine whether Murphy 
was mentally competent to stand trial for the murder of Kevin 
Shifflett. If incompetent, Murphy could be forced to take medi-
cation to restore his sanity after which he would be tried for 
murder. Relying on a 1992 U.S. Supreme Court ruling, the state 
would have to show that it had considered less intrusive alter-
natives and that those drugs were medically appropriate for his 
safety and the safety of others or that treatment would be nec-
essary to adjudicate Murphy’s guilt or innocence.

The court had to determine whether Gregory Murphy was 
competent. By December 2000, the competency evaluation 
determined that Murphy suffered from psychosis, exhibiting 
both paranoia and delusions. His defense team suggested 
that the symptoms resulted from an organic brain disorder. An 
electroencephalogram (EEG) test, which measures brain waves, 
would be needed to confirm or rule out an organic cause for his 
unpredictable and aggressive behavior.

An important issue to consider was whether abnormal EEG 
activity would prove an organic cause. An EEG requires placing 
electrodes on a person’s head to record his or her brain activity. 
The irony was that Murphy’s delusions included beliefs that he 
had been attached to a machine since age 5, that the machine 
had influenced him for many years, and that he had arranged 
for “legal assistance” to turn off the machine. Murphy allowed 
the electrodes to be placed on his scalp, but then refused to 
allow the machine to be turned on. He was transferred to a 
state psychiatric facility.

Murphy’s defense team learned that during his previ-
ous incarcerations, he had tested positive for syphilis, but no 
records existed regarding his treatment. It is important to con-
sider whether issues of race and culture may have played a role 
in the defendant’s lack of treatment. If Murphy had advanced 
neurosyphilis, this could explain his psychotic behavior. A spinal 
tap would be needed to confirm the diagnosis. However, the 
information that Murphy may have suffered delusions from age 
5 would discount the idea that his abnormal behavior was the 
result of untreated syphilis. Furthermore, Murphy refused to 
submit to a spinal tap.

Prosecution attorneys petitioned the court to force Murphy 
to take medication—not only for his safety and the safety of 
others but also to treat his illness and restore him to compe-
tency. The defense team argued that because the defendant 

might suffer from neurosyphilis, antibiotic medication, not 
antipsychotic medication, was appropriate. However, the court 
ruled that antipsychotic medication was appropriate.

Several months later, a forensic psychiatrist testified that a 
spinal tap was not necessary to rule out neurosyphilis because 
Murphy’s condition had not deteriorated over the past several 
months as would be expected if he had a progressive organic 
illness. The defense team argued that antipsychotic medications 
could have dangerous and permanent side effects and should not 
be used until the possible organic illness was ruled out. However, 
the judge would not vacate the order to medicate Murphy.

Finally, a spinal tap determined that Murphy did not have 
neurosyphilis. Murphy continued to receive antipsychotic medi-
cations, and his behavior became less aggressive. At one point, 
he asked the judge to appoint Johnnie Cochran as his attorney if 
he was tried on a capital murder charge. The request for repre-
sentation by Johnnie Cochran, a famous trial lawyer, would con-
firm some level of contact with reality since he knew the name 
of the famous defense attorney. However, he continued to be 
found incompetent to stand trial.

Since the murder, Murphy has had competency evaluations 
at six month intervals but remains incompetent to stand trial. 
Although the psychologist found that his psychotic symptoms 
were largely in remission, the evaluations revealed that Murphy 
has a low intellect and puts facts together in simplistic ways. 
Murphy remains in custody and will never be released without 
going to trial.

The parents of Kevin Shifflett filed a wrongful death suit 
against the state of Virginia and a parole officer based on docu-
ments indicating that state officials were warned that Murphy 
“has the ingredients of a high degree of future dangerousness.” 
The lawsuit faulted the state for failing to civilly commit Murphy 
because “prison officials knew or should have known” that he 
suffered from a mental illness. The suit further charged that as 
a condition of Murphy’s release, he had to stay with his parents 
and be monitored electronically. Installation of the electronic 
monitoring requirement was delayed. However, the monitor-
ing system would not have notified anyone where Murphy was, 
only that he had left home. Kevin’s parents finally withdrew 
their suit once government lawyers clarified that the electronic 
monitoring was not required.

Information on this case was drawn from articles in the Washington Post filed 
by reporters Patricia Davis, Josh White, Brooke A. Masters, and Tom Jackman.
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1 The work of psychologists is regulated by various entities 
including federal and state governments as well as codes of 
ethics adopted by professional organizations. These codes 
are developed by professional societies and dictate how 
members will behave when engaged in their profession. 
Some of the most important concepts governing the treat-
ment of people with psychological disorders include benefi-
cence, fidelity, integrity, justice, and respect for people’s 
rights and dignity.

2 The goal of deinstitutionalization was to allow people with 
psychological disorders to be treated in the least restrictive 
environment. Although deinstitutionalization has allowed 
many individuals with psychological disorders to live in the 
community, a substantial number have not been successful 
in achieving community integration, resulting in homeless-
ness or return to other state facilities such as jail.

3 Civil commitment is a legal process that mandates treat-
ment for people when there is concern that they may be a 
danger to themselves or others. Patients may be committed 
to inpatient treatment or outpatient treatment, which is far 
more common. Criminal commitment occurs when someone 
commits a crime and may result from jury decisions of not 
guilty by reason of insanity or guilty but mentally ill. Criminal 

commitment involves removal from society; the person is 
committed to a psychiatric ward within a penal institution.

4 Involuntary commitment for treatment is considered 
appropriate when a person is a danger to her- or himself or 
to another person. Therefore, a person who threatens to 
commit suicide or threatens to harm another person may 
be committed to a psychiatric care facility against her or 
his will. Similarly, a person may be committed if she or he 
is so disabled as to be unable to take care of basic needs 
(does not eat or drink or take care of other activities of 
daily living).

5 Participation in research must be a choice; potential partici-
pants should never be coerced or misled. The Nuremberg 
Code, the Declaration of Helsinki, and the Belmont Report 
are important documents that set standards (rights of par-
ticipants, beneficence, and justice) that any research project 
must meet.

6 Lack of attention to these standards is reflected in the 
maltreatment of research participants in cases such as the 
Tuskegee experiment and the Baltimore lead paint study. In 
turn, these experiments, as well as cultural insensitivity, have 
left many racial and ethnic minority groups mistrustful of 
research and research participation.

R E V I E W I N G

learning objectives

TEST yourself
1. Psychologists assume ethical responsibilities for individuals 

when they
a. provide clinical services or conduct research
b. provide services for a fee
c. represent themselves to the media as psychologists
d. provide clinical services but not when they conduct research

2. Before the 1970s, severely mentally ill patients were typically 
confined to hospitals because
a.  large numbers of untreated patients overwhelmed com-

munity programs
b.  available psychosocial treatments were best provided in 

an institutional setting
c.  effective treatments and medications had yet be discov-

ered
d.  too few psychiatrists provided services in a community 

setting

3. The effects of deinstitutionalization include
a.  contributions to society by some people who would oth-

erwise not have had the opportunity
b.  fewer psychiatric hospital beds and more community-

based care

c.  higher rates of incarceration for mentally disabled individuals
d. all of the above

4. The deinstitutionalization movement failed because
a.  health insurance never adequately covered the true cost 

of care
b.  state governments gave up on the movement and 

reopened the hospitals
c.  the new outpatient clinics were underfunded and under-

staffed
d.  the stigma of mental illness led patients to avoid outpa-

tient clinics

5. Outpatient commitment is most successful when it
a. is sustained and intensive
b. alternates with inpatient treatment
c. is provided by a psychologist
d. includes pharmacologic treatment

6. A person who is judged to be not guilty by reason of insanity, 
guilty but mentally ill, or incompetent to stand trial
a. did not commit a crime
b. is likely to be confined for a definite term

For more review plus practice tests, flashcards, 
and Speaking Out: DSM in Context videos, 
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c. is under criminal commitment
d. is subject to civil commitment

7. The phrase “not guilty by reason of insanity”
a.  can be applied to individuals with a variety of psychologi-

cal disorders
b. is a legal decision, not a psychiatric diagnosis
c. is not necessarily allowed by every state
d. all of the above

8. When a person is found guilty but mentally ill (GBMI) or 
guilty except insane, the person is
a.  considered criminally guilty and is subject to criminal pen-

alties such as incarceration
b.  considered criminally guilty but is ensured additional 

mental health treatment
c. not subject to criminal incarceration
d. not subject to judgment in a court of law

9. According to the United States Supreme Court, people can 
be medicated against their wishes (involuntarily) to restore 
competency to stand trial only if
a. important government interests are at stake
b. the drug is likely to restore their competency
c. the drug is the least intrusive form of treatment
d. all of the above

10. Unlike privacy, confidentiality is held by a therapist and 
patient and
a. is legally absolute in all jurisdictions
b. does not apply in some situations
c. is an ethical ideal but impractical in reality
d. also applies to organizations

11. Dr. Amanda Stevens, a clinical child psychologist, shares 
basic diagnostic and treatment information with a 9-year-
old child’s parents and the health insurance company. 
Dr. Stevens
a. violated confidentiality
b.  was legally required to tell the insurance company but not 

the parents
c.  was ethically required to share information with the par-

ents but not the insurance company
d.  was ethically and legally required to share the information 

with the parents and the insurance company

12. HIPAA was originally designed to protect Americans 
who had been previously ill from losing their health insur-
ance when they changed jobs. However, the law also 
regulates the
a. transmission of health care claims forms
b. reimbursement levels for mental health services
c. types of treatment available for reimbursement
d. all of the above

13. John sought treatment from a clinical psychologist to deal 
with his feelings of depression. At his last therapy session, 
he revealed that he had a serious plan to harm his boss. The 
psychologist was obligated to
a. maintain confidentiality despite the risk
b. obtain John’s promise not to act on his plan

c.  warn John’s boss of the threat and inform appropriate law 
enforcement personnel

d.  consult with her supervisor or another professional practi-
tioner

14. When psychologists are accused of malpractice, the most 
common cause is
a. child custody evaluations
b. disputes during marital and family counseling
c. inappropriate relationships with former patients
d. the involuntary hospitalization of a child

15. Professionals who are licensed to provide mental health ser-
vices have credentials that
a. require a uniform and standardized training curriculum
b. can be different depending on the state in question
c. emphasize training in the scientist-practitioner model
d. call for a Ph.D. degree and specialized residency

16. Granting prescription privileges to licensed psychologists
a. will allow any patient who wants medication to get it
b.  will be determined by the laws of each state and 

territory
c.  will mean that psychologists will now be granted a medi-

cal degree
d. all of the above

17. Both the Nuremberg Code (1947) and the Declaration of 
Helsinki (1967) set forth early specific directives for
a.  conducting valid and well-controlled experiments with 

human subjects
b.  analyzing and reporting the results of placebo research 

with human subjects
c.  performing involuntary experiments with prisoners and 

other vulnerable populations
d. protecting human subjects in all experiments

18. The Belmont Report (1979) identified three basic principles to 
guide behavioral and biomedical research with human sub-
jects. Which of the following is not one of those principles?
a. respect for persons
b. justice
c. beneficence
d. informed consent

19. Conducting psychological research with children in most 
circumstances and jurisdictions requires parental or guardian 
consent and
a. cooperation from the local school district
b. each child’s assent, when possible
c. no use of placebos
d. monitoring by state authorities

20. People who are members of racial and ethnic minority 
groups are often reluctant to participate in research 
because
a. they are not aware of the value of research studies
b.  in the past, researchers mistreated members of these 

groups
c. they are more sensitive to privacy issues
d. research studies take a lot of time
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abnormal behavior: conduct that is inconsistent with the individual’s 
developmental, cultural, and societal norms; creates emotional 
distress; or interferes with daily functioning

abstinence violation effect: the core feature of relapse prevention, 
which focuses on a person’s cognitive and affective responses to 
re-engaging in a prohibited behavior

acute stress paradigm: a procedure in which short-term stress is cre-
ated in the laboratory and its impact on physiological, neuroendo-
crine, and psychological responses is measured

ageism: the tendency to attribute a multitude of problems to advanc-
ing age

agonist substitution: a type of therapy that substitutes a chemically 
similar medication for the drug of abuse

agoraphobia without history of panic disorder: the fear and/or avoid-
ance of public places without any past occurrence of a panic attack

alcohol cirrhosis: a liver disease that occurs in about 10 to 15% of 
people with alcoholism

alogia: the decreased quality and/or quantity of speech

Alzheimer’s disease: the most common form of dementia, character-
ized by a gradual onset and continuing cognitive decline, which 
includes memory loss, difficulties with language and decision 
making, and ultimately inability to care for self

amenorrhea: the absence of menstruation for at least 3 consecutive 
months

amnesia: the inability to recall important information and usually 
occurs after a medical condition or event

Amnestic MCI: the mild cognitive impairment in which cognitive 
complaints focus on memory difficulties

amphetamine: a group of stimulant drugs that prolong wakefulness 
and suppress appetite

analgesic medications: a group of medications that reduces pain

anhedonia: the lack of capacity for pleasure; a condition in which a 
person does not feel joy or happiness

animal magnetism: a force that Mesmer believed flowed within the 
body and, when impeded, resulted in disease

anorexia nervosa: a serious condition marked by an inability to main-
tain a normal healthy body weight

Antabuse: an aversive medication that pairs the ingestion of a drug 
with a noxious physical reaction

antidepressant: a group of medications designed to alter mood-
regulating chemicals in the brain and body that are highly effective 
in reducing symptoms of depression

antipsychotics: a class of medications that block dopamine receptors 
at neuron receptor sites

antisocial personality disorder: a pervasive pattern of disregard for 
and violation of the rights of others

anxiety disorder: a group of disorders characterized by heightened 
physical arousal, cognitive/subjective distress, and behavioral 
avoidance of feared objects/situations/events

anxiety: a common emotion characterized by physical symptoms, 
future-oriented thoughts, and escape or avoidance behaviors

appraisal process: an assessment of whether a person has the resources 
or coping skills to meet the demands of a situation

Asperger’s disorder: the qualitative impairment in social interaction, 
restricted and stereotyped behaviors, interests, and activities, but 
no deficits in communication and at least average intellectual 
functioning

attention-deficit/hyperactivity disorder: a common childhood disor-
der characterized by inattentiveness, hyperactivity, and impulsivity

atypical antipsychotic: a group of medication that effectively treats 
positive symptoms, is much less likely to produce tardive dyski-
nesia, and has some effect on negative symptoms and cognitive 
impairments

autism spectrum disorder: a group of disorders consisting of autistic 
disorder, Asperger’s disorder, and pervasive developmental 
disorder not otherwise specified

autistic disorder: a disorder characterized by qualitative impairment in 
social interactions and communication, and a pattern of restricted 
and stereotyped behaviors, interests, and activities

aversion therapy: a treatment approach that repeatedly pairs drug or 
alcohol use with an aversive stimulus or images

avoidant personality disorder: a pervasive pattern of social inhibition, 
feelings of inadequacy, and hypersensitivity to negative evaluation

avolition: the inability to initiate or follow through on plans

barbiturate: a sedative that acts on the GABA system in a manner 
similar to alcohol

behavioral avoidance test: the behavioral assessment strategy used to 
assess avoidance behavior by asking a patient to approach a feared 
situation as closely as possible

behavioral genetics: the field of study that explores the role of genes 
and environment in the transmission of behavioral traits

behavioral inhibition: a temperamental feature characterized by with-
drawal from (or failure to approach) novel people, objects, or situ-
ations

behavioral medicine: an interdisciplinary field that studies the rela-
tion between behavioral and biomedical science

behavioral observation: the measurement of behavior as it occurs 
by someone other than the person whose behavior is being 
observed

behaviorism: the theory that the only appropriate objects of scientific 
study are behaviors that can be observed and measured directly

Belmont Report: the document that sets forth three basic principles 
to guide behavioral and biomedical research with human subjects: 
respect for persons, beneficence, and justice

beneficence: the core ethical principle ensuring that researchers do no 
harm and maximize possible benefits and minimize possible harms

benzodiazepine: a group of sedatives that can be used responsibly and 
effectively for the short term but still have addictive properties

binge eating disorder: a condition characterized by regular binge eat-
ing behavior but without the compensatory behaviors that are part 
of bulimia nervosa

binge eating: the consuming of an unusually large amount of food in a 
short period of time and feeling out of control

biofeedback: a process in which patients learn to modify physical 
responses such as heart rate, respiration, and body temperature

biological scarring: the process by which years of living with a disor-
der cause changes in the brain
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biomedical model: a perspective that explains illnesses solely by bio-
logical processes

biopsychosocial model: a theoretical perspective that suggests that 
health is determined by complex interactions among biological, 
psychological, and social factors

biopsychosocial perspective: the idea that biological, psychologi-
cal, and social factors probably contribute to the development of 
abnormal behavior and that different factors are important for 
different individuals

bipolar disorder: a state of both episodic depressed mood and episodic 
mania

bipolar I: full-blown mania that alternates with episodes of major 
depression

bipolar II: hypomania that alternates with episodes of major 
depression

blunted affect: a condition characterized by diminished or immobile 
facial expressions and a flat, monotonic vocal tone that does not 
change even when the topic of conversation becomes emotionally 
laden

body dysmorphic disorder: an overwhelming concern that some part 
of the body is ugly or misshapen

body mass index or BMI: the formula for weight, in kilograms, 
divided by height, in meters squared (kg/m2)

borderline personality disorder: a pervasive pattern of instability in 
interpersonal relationships, self-image, and affect with marked 
impulsive features such as frantic efforts to avoid real or imagined 
abandonment

brain stem: a part of the brain located at its base that controls funda-
mental biological functions such as breathing

brief psychotic disorder: the sudden onset of any psychotic symp-
tom that may resolve after 1 day and does not last for more than  
1 month

bulimia nervosa: a disorder characterized by recurrent episodes of 
binge eating in combination with some form of compensatory 
behavior aimed at undoing the effects of the binge or preventing 
weight gain

caffeine: a central nervous system stimulant that boosts energy, mood, 
awareness, concentration, and wakefulness

candidate gene association study: the study that compares one or a 
few genes in a large group of individuals who have a specific trait 
or disorder with a well-matched group of individuals who do not 
have the trait or disorder

case study: the comprehensive description of an individual (or group 
of individuals) that focuses on the assessment or description of 
abnormal behavior or its treatment

catatonia: a condition in which a person is awake but is nonresponsive 
to external stimulation

central nervous system: one part of the human nervous system that 
includes the brain and the spinal cord

cerebral cortex: the largest part of the forebrain; contains structures 
that contribute to higher cognitive functioning including reason-
ing, abstract thought, perception of time, and creativity

cerebral senile plaque: the deposits of beta-amyloid protein that form 
between the cells found in the brains of patients with Alzheimer’s 
disease

civil commitment: a state-initiated procedure that forces involuntary 
treatment on people who are judged to have a mental illness and 
who present a danger to themselves (including the inability to care 
for themselves) or others

clang association: a condition in which a person’s speech is governed 
by words that sound alike rather than words that have meaning

classical conditioning: a form of learning in which a conditioned 
stimulus (CS) is paired with an unconditioned stimulus (UCS) to 
produce a conditioned response (CR)

clinical assessment: the process of gathering information about a 
person and his or her environment to make decisions about the 
nature, status, and treatment of psychological problems

clinical interview: a conversation between an interviewer and a patient 
whose purpose is to gather information and make judgments 
related to assessment goals

clinical significance: an observed change that is meaningful in terms 
of clinical functioning

Cluster A: a group of personality disorders that include characteristic 
ways of behaving that can be viewed as odd, quirky, or eccentric; 
includes paranoid, schizoid, and schizotypal personality disorders

Cluster B: a group of personality disorders that include characteristic 
ways of behaving that can be viewed as exaggerated, inflated, dra-
matic, emotional, or erratic; includes antisocial, borderline, narcis-
sistic, and histrionic personality disorders

Cluster C: a group of personality disorders that include characteristic 
ways of behaving that are marked by considerable anxiety or with-
drawal; includes avoidant, dependent, and obsessive-compulsive 
personality disorders

cocaine: a stimulant that comes from the leaves of the coca plant that 
is indigenous to South America

cognitive impairment: the diminishment in visual and verbal learn-
ing and memory, inability to pay attention, decreased speed of 
information processing, and inability to engage in abstract rea-
soning, any or all of which may be found in different psychotic 
disorders

cohort: a group of people who share a common characteristic and 
move forward in time as a unit

comorbidity: the co-occurrence of two or more disorders existing in 
the same person, either at the same time or at some point in the 
lifetime

compensatory behavior: any action used to counteract a binge or to 
prevent weight gain

conduct disorder: the continuous and repeated pattern of violating the 
basic rights of others or breaking societal rules including aggres-
sion toward people or animals, destruction of property, deceitful-
ness or theft, and serious rule violations

confidentiality: an agreement between two parties (in this case, the 
therapist and patient) that private information revealed during 
therapy will not be discussed with others

contingency contracting: the strategy that relies on setting up a rein-
forcement program to encourage healthy behavior

contingency management approach: a treatment approach in which 
rewards are provided for treatment compliance

control group: the comparison group for an experimental study in 
which the variable to be studied is absent

controlled group design: an experiment in which groups of partici-
pants are exposed to different conditions, at least one of which is 
experimental and one of which is a control

conventional or typical antipsychotics: medications that effectively 
reduce the positive symptoms of schizophrenia but produce seri-
ous side effects

conversion disorder: a pseudoneurological complaint such as motor or 
sensory dysfunction
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correlation coefficient: a statistical figure that describes the direction 
and strength of a correlation

correlation: the relationship between variables

covert sensitization: a treatment that uses prolonged, imaginal expo-
sure to engagement in a sexually deviant act but also imagining the 
negative consequences that result from it

criminal commitment: a court-ordered procedure that forces invol-
untary mental health treatment on a person with a psychological 
disorder who commits a crime

cross-sectional design: a research design in which participants are 
assessed once for the specific variable under investigation

crystal methamphetamine: a form of methamphetamine that pro-
duces longer lasting and more intense physiological reactions than 
the powdered form

cultural-familial retardation: the mild intellectual disability that is 
more common among children in the lower socioeconomic classes 
and is considered retardation due to psychosocial disadvantage

culture-bound syndrome: the abnormal behaviors that are specific to 
a particular location or group

culture: the shared behavioral patterns and lifestyles that differentiate 
one group of people from another

cyclothymic disorder: a condition characterized by fluctuations that 
alternate between hypomanic symptoms and depressive symptoms

Declaration of Helsinki: a document that sets forth basic guidelines 
for the conduct of research including the need for clearly formu-
lated experimental procedures, a careful assessment of risks com-
pared with benefits, and the provision of adequate information to 
the participants

deinstitutionalization: the release of inpatients from hospitals to 
community treatment settings

delirium tremens: a symptom characterized by disorientation, severe 
agitation, high blood pressure, and fever, which can last up to 3 to 
4 days after stopping drinking

delirium: an alteration in consciousness that typically occurs in the 
context of a medical illness or after ingesting a substance

delusion: a false belief

delusion of influence: the belief that other people are controlling 
one’s thoughts or behaviors

delusional disorder: a condition in which a person has a nonbizarre 
delusion, no other psychotic symptoms, and few changes in overall 
functioning other than the behaviors immediately surrounding the 
delusion

dementia: a group of different syndromes characterized by persistent 
and multiple cognitive difficulties that create significant impair-
ment in social or occupational functioning

dementia due to other general medical conditions: the cognitive 
impairment related to HIV, head trauma, Parkinson’s disease, and 
Huntington’s disease, or other medical illness

dementia praecox: the original name for schizophrenia coined by 
Kraepelin to highlight its pervasive disturbances of perceptual 
and cognitive faculties (dementia) and its early life onset (prae-
cox) and to distinguish it from the dementia associated with 
old age

dependent personality disorder: a pervasive and excessive need to be 
taken care of by others that leads to dependency and fears of being 
left alone

dependent variable: the variable in a controlled experiment that is 
assessed to determine the effect of the independent variable

depersonalization disorder: feelings of being detached from one’s 
body or mind, a state of feeling as if one is an external observer of 
one’s own behavior

depression: a mood that is abnormally low

detoxification: a medically supervised drug withdrawal

developmental trajectory: the idea that common symptoms of a dis-
order may vary depending on a person’s age

diagnosis: the identification of an illness

Diagnostic and Statistical Manual of Mental Disorders (DSM): a clas-
sification of mental disorders originally developed in 1952; has 
been revised over subsequent years and is a standard of care in 
psychiatry and psychology

diathesis-stress model of abnormal behavior: the idea that psycho-
logical disorders may have a biological predisposition (diathesis) 
that lies dormant until environmental stress occurs and the combi-
nation produces abnormal behavior

differential diagnosis: a process in which a clinician weighs how likely 
it is that a person has one diagnosis instead of another

dimensional approach: an approach to understanding behavior that 
considers it from a quantitative perspective (a little shy, moder-
ately shy, a lot shy), not a qualitative perspective (shy or not shy)

dissociative amnesia: an inability to recall important information, 
usually of a personal nature, that follows a stressful or traumatic 
event

dissociative disorder: a set of disorders characterized by disruption 
in the usually integrated functions of consciousness, memory, 
identity, or perception of the environment

dissociative fugue: a disorder involving loss of personal identity and 
memory, often involving a flight from a person’s usual place of 
residence

dissociative identity disorder: the presence within a person of two 
or more distinct personality states, each with its own pattern 
of perceiving, relating to, and thinking about the environment 
and self

dopamine hypothesis: the theory that a cause of schizophrenia is the 
presence of too much dopamine in the neural synapses

double depression: a combination of episodic major depressions 
superimposed on chronic low mood

Down syndrome: a genetic form of intellectual disability caused by the 
presence of three chromosomes rather than the usual two on the 
21st pair

duty to warn: the duty of therapists to use reasonable care to protect 
third parties from dangers posed by patients

dyspareunia: the consistent genital pain associated with sexual inter-
course

dysthymia: a chronic state of depression in which the symptoms are 
the same as those of major depression but are less severe

early-onset schizophrenia: a form of schizophrenia that develops in 
childhood or adolescence (usually before age 18)

eating disorder not otherwise specified: a residual diagnostic category 
for people who have eating disorders that do not match the classic 
profile of anorexia nervosa or bulimia nervosa

echolalia: the verbatim repetition of what others say

Ecstasy: the pill form of methylenedioxymethamphetamine (MDMA), 
a common “club” drug and a frequent trigger for emergency room 
visits

ego psychology: a form of psychodynamic theory that focuses on con-
scious motivations and healthy forms of human functioning
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electroconvulsive therapy (ECT): the controlled delivery of electri-
cal impulses, which cause brief seizures in the brain and reduce 
depressed mood

emotional contagion: the automatic mimicry and synchronization of 
expressions, vocalizations, postures, and movements of one person 
by another

encopresis: the repeated elimination of feces on or into inappropriate 
places such as the floor or clothing by someone over age 4

endocrine system: a system in the body that sends messages to the 
bodily organs via hormones

enmeshment: the overinvolvement of all family members in the affairs 
of any one member

enuresis: the voiding of urine into one’s clothing or bedding

epidemiology: a research approach that focuses on the prevalence 
and incidence of mental disorders and the factors that influence 
those patterns

ethics: the accepted values that provide guidance to make sound moral 
judgments

executive dysfunction: the condition characterized by difficulty plan-
ning, thinking abstractly, initiating, and inhibiting actions

exhibitionism: the recurrent fantasies, urges, or behaviors involving 
exposing one’s genitals to an unsuspecting stranger

experimental epidemiology: a research method in which the scientist 
manipulates exposure to either causal or preventive factors

experimental variable: the variable being tested in an experimental 
study

exposure: the crucial ingredient in behavior therapy in which a person 
learns to overcome fears by actual or imagined contact with the 
feared object or event

expressed emotion: a concept used to describe the level of emotional 
involvement and critical attitudes that exist within the family of a 
patient with schizophrenia

factitious disorder by proxy: a condition in which physical or psycho-
logical signs or symptoms of illness are intentionally produced in 
another person, most often in a child by a parent

factitious disorder: the condition in which physical or psychological 
signs or symptoms of illness are intentionally produced in what 
appears to be a desire to assume a sick role

familial aggregation: the process of examining whether family 
members of a person with a particular disorder are more likely 
to have that disorder than family members of people without the 
disorder

female orgasmic disorder: a condition with persistent and recur-
rent delay or absence of orgasm following the normal excitement 
phase; sometimes called anorgasmia

female sexual arousal disorder: a condition with persistent or recur-
rent inability to maintain adequate vaginal lubrication and swell-
ing response until the completion of sexual activity

fetal alcohol syndrome: a condition in babies that occurs when preg-
nant mothers drink alcohol and it passes through the placenta and 
harms the developing fetus. It is the leading known preventable 
environmental cause of intellectual disability. 

fetishism: the sexual arousal (fantasies, urges, or behaviors) that 
involves nonliving objects (not limited to female clothing used in 
cross-dressing)

fight or flight: a general discharge of the sympathetic nervous sys-
tem activated by stress or fear that includes accelerated heart rate, 
enhanced muscle activity, and increased respiration

forebrain: a part of the brain that includes the limbic system, basal 
ganglia, and cerebral cortex

fragile X syndrome: the most commonly inherited cause of intellectual 
disability; occurs when a DNA series makes too many copies of itself 
and “turns off ” a gene on the X chromosome. When the gene is turned 
off, cells do not make a necessary protein, and without it, FXS occurs

frontal lobe: one of the four lobes of the brain; seat of reasoning, 
impulse control, judgment, language, memory, motor function, 
problem solving, and sexual and social behavior

frotteurism: the consistent and intense sexually arousing fantasies, 
sexual urges, or behaviors involving touching and rubbing against 
a nonconsenting person

functional analysis: a strategy of behavioral assessment in which a cli-
nician attempts to identify causal links between problem behaviors 
and environmental variables; also called behavioral analysis or func-
tional assessment

gender identity disorder: the strong and persistent cross-gender 
identification and persistent discomfort with one’s own biological 
sex

gene–environment correlation: the person who contributes to a 
patient’s genetic makeup and provides the environment in which 
the patient lives

general adaptation syndrome: a three-stage process of stress adapta-
tion including alarm, resistance, and exhaustion

generalized anxiety disorder: the excessive worry about future events, 
past transgressions, financial status, and the health of oneself and 
loved ones

genomewide association study: the study of unbiased search of the 
human genome comparing cases and controls on genetic variants 
scattered across the genome for evidence of association

genomewide linkage analysis: a technique that uses samples of fami-
lies with many individuals who are ill with the same disorder or 
large samples of relatives who have the same disorder to identify 
genomic regions that may hold genes that influence a trait

geropsychology: a subdiscipline of psychology that addresses issues of 
aging including normal development, individual differences, and 
psychological problems unique to older persons

goodness of fit: the idea that behavior is problematic or not problem-
atic depending on the environment in which it occurs

guilty but mentally ill: a legal decision in which a person is considered 
criminally guilty and is subject to criminal penalties. The addition 
of the phrase “but mentally ill” acknowledges the presence of a 
psychological disorder when the offense was committed but does 
not change the person’s criminal responsibility

hallucination: a false sensory perception

hallucinogen: a drug type that produces altered states of bodily per-
ception and sensations, intense emotions, detachment from self 
and environment, and, for some users, feeling of insight with mys-
tical or religious significance

Health Insurance Portability and Accountability Act: a system of 
laws and regulations that protect the security and privacy of health 
information

health psychology: a subfield of psychology that uses its principles 
and methods to understand how attitudes and behaviors influence 
health and illness

heritability: the percentage of variance in liability to the disorder 
accounted for by genetic factors

hippocampus: the brain region that is part of the limbic system that 
also has a role in memory formation



580 G L O S S A R Y

histrionic personality disorder: a pervasive pattern of excessive emo-
tionality and attention seeking

hormone: a chemical messenger that is released into the bloodstream 
and acts on target organs

hypnosis: a procedure for treating pain during which patients relax, a 
trance-like state is induced, and hypnotic suggestions are used to 
reduce pain

hypoactive sexual desire disorder: a condition with reduced or absent 
sexual desires or behaviors, either with a partner or through mas-
turbation

hypochondriasis: the condition of experiencing fears or concerns 
about having an illness that persist despite medical reassurance

hypomania: a mood elevation that is clearly abnormal yet not severe 
enough to impair functioning or require hospitalization

hypothalamic-pituitary-adrenocortical axis: a system that responds 
to stress in which the hypothalamus produces increased cortico-
trophin-releasing factor (CRF), which in turn causes increased 
secretion of adrenocorticotropic hormone (ACTH) and increased 
cortisol

iatrogenic: the term describing a disease that may be inadvertently 
caused by a physician, by a medical or surgical treatment, or by a 
diagnostic procedure

incidence: the number of new cases that emerge in a given population 
during a specified period of time

independent variable: the variable in a controlled experiment that the 
experimenter controls

informed consent: the concept that all people who participate in 
research must understand its aims and methods, what they will be 
asked to do, and what types of information they will be asked to 
provide. In addition, they must understand the risks and benefits 
of research participation, and based on that information, have the 
right to agree or refuse to participate in the any research project

inhalant: the vapor from a variety of chemicals that yields an immedi-
ate effect of euphoria or sedation and can cause permanent dam-
age to all organ systems including the brain

institutional review board: a committee charged by the researcher’s 
institution with reviewing and approving scientific research

intellectual disability: the significantly subaverage intellectual func-
tioning and deficits or impairment in at least two areas of life func-
tioning

intelligence quotient: a score of cognitive functioning that compares a 
person’s performance to his or her age-matched peers

intelligence test: a test that measures intelligence quotient (IQ)

International Classification of Diseases (ICD): a classification system 
for mental disorders developed in Europe that is an international 
standard diagnostic system for epidemiology and many health 
management purposes

interrater agreement: the amount of agreement between two clini-
cians who are using the same measure to rate the same symptoms 
in a single patient

late-onset schizophrenia: the schizophrenia that first appears after 
age 40

learned helplessness: a term meaning that externally uncontrollable 
environments and presumably internally uncontrollable environ-
ments are inescapable stimuli that can lead to depression

learning disorder: a condition involving academic achievement below 
expectations for age, years in school, and IQ score

left hemisphere: the region of the brain primarily responsible for 
language and cognitive functions

life-span developmental diathesis-stress model: a model that con-
siders the role of biological predispositions, stressful life events, 
and personal protective factors in the etiology of depression

limbic system: the brain region involved with the experience of emo-
tion, the regulation of emotional expression, and the basic biologi-
cal drives such as aggression, sex, and appetite

lithium: a naturally occurring metallic element used to treat bipolar 
disorder

longitudinal design: a research design in which participants are assessed 
at least two times and often more over a certain time interval

loose association: a thought that has little or no logical connection to 
the next one

lysergic acid diethylamide (LSD): a synthetic hallucinogen, first syn-
thesized in 1938

M’Naghten Rule: a legal principle stating that a person is not respon-
sible for his actions if (a) he did not know what he was doing or (b) 
he did not know that his actions were wrong

major depressive disorder: a persistent sad or low mood that is severe 
enough to impair a person’s interest in or ability to engage in nor-
mally enjoyable activities

male erectile disorder: a condition with persistent and recurrent 
inability to maintain an adequate erection until completion of 
sexual activity

male orgasmic disorder: the delay of or inability to achieve orgasm 
despite adequate sexual stimulation; sometimes known as delayed 
ejaculation or retarded ejaculation

malingering: a condition in which physical symptoms are produced 
intentionally to avoid military service, criminal prosecution, or 
work, or to obtain financial compensation or drugs

malpractice: professional misconduct or unreasonable lack of skill

mania: a mood that is abnormally high

marijuana: a drug derived from the Cannabis sativa plant that pro-
duces mild intoxication

mass hysteria: a situation in which a group of people share and some-
times even act upon a belief that is not based in fact (for example, 
tarantism and lycanthropy)

medical psychology: the study and practice of psychology as it relates 
to health, illness, and medical treatment

mens rea: Latin term for guilty mind or criminal intent

methadone: the most widely known agonist substitute; used as a 
replacement for heroin

midbrain: a portion of the brain stem that coordinates sensory infor-
mation and movement; includes the reticular activating system, 
the thalamus, and the hypothalamus

mind-body dualism: a belief that the mind and body function 
independently; associated with the French philosopher René 
Descartes

mixed state: a state characterized by symptoms of mania and depres-
sion that occur at the same time

molecular genetics: the study of the structure and function of genes at 
a molecular level

mood disorder: a syndrome in which a disturbance in mood is the pre-
dominant feature

multi-infarct dementia: the cognitive dysfunction that occurs as the 
result of several small strokes

multiaxial system: a system of diagnosis and classification used by the 
DSM that requires classifying a patient’s behavior on five different 
dimensions



581G L O S S A R Y

narcissistic personality disorder: a pervasive pattern of grandiosity, 
need for admiration from others, and lack of empathy

negative symptom: the behavior, emotion, or thought process 
(cognition) that exists in people without a psychiatric disorder 
but are absent (or are substantially diminished) in people with 
schizophrenia

neuroanatomy: the brain structure

neurofibrillary tangles: the twisted protein fibers within neurons 
found in the brains of patients with Alzheimer’s disease

neuroimaging: the technology that takes pictures of the brain

neuron: a nerve cell found throughout the body, including the 
brain

neuroscience: the study of the structure and function of the nervous 
system and the interaction of that system and behavior

neurotransmitter: a chemical substance that is released into the 
synapse and transmits information from one neuron to another

nicotine: a highly addictive component of tobacco that is considered 
to be both a stimulant and a sedative

nicotine replacement therapy: a safe and effective therapy used as part 
of a comprehensive smoking cessation program

nonspecific immune system: general protection against infections 
and diseases provided by anatomical barriers, phagocytosis, 
B-lymphocytes, and inflammation

normative: a comparison group that is representative of the entire 
population against which a person’s score on a psychological test 
is compared

not guilty by reason of insanity: a legal decision that describes people 
who commit a crime but who are prevented by a psychological 
disorder from understanding the seriousness and illegality of their 
actions

Nuremberg Code: the directives for experimentation with human 
subjects that specify that voluntary consent is absolutely essential 
for clinical research

obsessive-compulsive disorder: a condition involving obsessions 
(intrusive thoughts), often combined with compulsions (repeti-
tive behaviors) that can be extensive, time consuming, and dis-
tressful

obsessive-compulsive personality disorder: a pervasive preoccupa-
tion with orderliness, perfectionism, and mental and interpersonal 
control to the point of distress

occipital lobe: one of four lobes of the brain; located at the back of the 
skull; center of visual processing

olfactory aversion: a treatment pairing an extremely noxious but 
harmless odor (such as ammonia) with either sexual fantasies or 
sexual behaviors

operant conditioning: a form of learning in which behavior is acquired 
or changed by the events that happen afterward

opioid: a drug group derived from the opium poppy that includes 
heroin, morphine, and codeine

oppositional defiant disorder: the negative, hostile, or defiant behav-
iors that are less severe than those found in conduct disorder

osteoporosis: a condition of decreased bone density

outpatient commitment: a court order that directs a person to com-
ply with a specified, individualized outpatient mental health treat-
ment plan

pain disorder: a persistent pain that defies medical explanation

panic attack: a discrete period of intense fear or discomfort (subjective 
distress) and a cascade of physical symptoms

panic disorder with agoraphobia: panic attacks combined with avoid-
ance of places where escape (in case of a panic attack) may be dif-
ficult or impossible

panic disorder without agoraphobia: a disorder in which the person 
has had at least one panic attack and worries about having more 
attacks

paranoid personality disorder: a pervasive distrust and suspiciousness 
of others such that their motives are interpreted as malevolent

paraphilias: the intense, persistent, and frequently occurring sexual 
urges, fantasies, or behaviors that involve unusual situations, 
objects, or activities

parasympathetic nervous system: the part of the autonomic nervous 
system that counteracts the effects of system activation by slowing 
down heart rate and respiration, returning the body to a resting 
state

parietal lobe: one of four lobes of the brain; integrates sensory infor-
mation from various sources and may be involved with visuospatial 
processing

pedophilia: the consistent and intense sexually arousing fantasies, 
sexual urges, or behaviors involving sexual activity with a child or 
children not yet 14 years old; the person involved is at least 16 
years old and at least 5 years older than the child or children

peripheral nervous system: one part of the human nervous system 
that includes the sensory–somatic nervous system (controls sensa-
tions and muscle movements) and the autonomic nervous system 
(controls involuntary movements)

persecutory delusion: a patient’s belief that someone is persecuting 
her or him or that the person is a special agent/individual

personality disorder: an enduring pattern of inner experience and 
behavior that deviates from the norm, is pervasive and inflexible, 
has an onset in adolescence or early adulthood, is stable across 
time, and leads to distress or impairment

personality test: a psychological test that measures personality char-
acteristics

pervasive developmental disorder not otherwise specified: the diag-
nosis assigned to children who have some but not all of the behav-
iors that characterize autistic disorder

pervasive developmental disorder: the serious impairment in a child’s 
reciprocal social interaction and communication, and the presence 
of stereotypical behavior, interests, and activities

phenomenology: a school of thought that holds that one’s subjec-
tive perception of the world is more important than the world in 
actuality

phenylketonuria: a genetic disorder in which the body cannot break 
down the amino acid phenylalanine; if untreated, leads to the 
development of intellectual disability

pica: the recurrent, compulsive consumption of nonnutritive items

placebo control: a control group in which an inactive treatment is 
provided

placebo effect: a condition in which symptoms of illness diminish or 
disappear not because of any specific treatment but because the 
patient believes that a treatment is effective

plethysmography: a method to measure sexual arousal in men or 
women

polypharmacy: the practice of prescribing more than one medication 
for a single disorder

positive symptom: a group of schizophrenic symptoms including 
unusual thoughts, feelings, and behaviors that vary in intensity and 
in many cases are responsive to treatment
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post-traumatic stress disorder: the emotional distress that occurs after 
an event involving actual or threatened death, serious injury, or a 
threat to physical integrity and that leads to avoidance of stimuli asso-
ciated with the trauma, feelings of emotional numbness, and persis-
tent symptoms of increased sympathetic nervous system arousal

premature ejaculation: the consistent ejaculation with minimal sexual 
stimulation before, immediately upon, or shortly after penetration 
and before the person wishes it

prevalence: the number of cases of a disorder in a given population at 
a designated time

primary insomnia: a condition characterized by difficulty in initiat-
ing or maintaining sleep, or nonrestorative sleep, over a period of 
at least 1 month and with significant distress and/or interference 
with functioning

primary prevention: an intervention program that focuses on increas-
ing healthy behaviors among people without disease

privilege: a legal term that prevents a therapist from revealing confi-
dential information during legal proceedings

proband: the person with a particular disorder in a familial aggrega-
tion study

projective test: a test derived from psychoanalytic theory in which 
people are asked to respond to ambiguous stimuli

pseudoseizure: a sudden change in behavior that mimics epileptic sei-
zures but has no organic basis

psychoanalysis: a theory of abnormal behavior originated by Sigmund 
Freud that was based on the belief that many aspects of behavior 
were controlled by unconscious innate biological urges that existed 
from infancy

psychoeducation: the teaching of patient and families about the 
patient’s disorder in order to reduce familial distress and equip 
them to work effectively with the patient

psychological autopsy: an attempt to identify psychological causes 
of suicide by interviewing family, friends, co-workers, and health 
care providers

psychomotor retardation: a condition in which a person has slowed 
mental or physical activities

psychoneuroimmunology: the study of the relations between social, 
psychological, and physical responses

psychophysiological assessment: the evaluation strategies that mea-
sure brain structure, brain function, and nervous system activity

psychosis: a severe mental condition characterized by a loss of contact 
with reality

punishment: the application of something painful or the removal of 
something positive

purging: causing self-induced vomiting or using laxatives or a diuretic 
(water pill) to reverse the effects of a binge or to produce weight 
loss

random assignment: the most critical feature of a randomized con-
trolled design in which each participant has an equal probability of 
being assigned to each experimental or control condition

reinforcement: a contingent event that strengthens the response that 
precedes it

relapse prevention: the treatment approach that uses functional anal-
ysis to identify the antecedents and consequences of drug use and 
then develops alternative cognitive and behavioral skills to reduce 
the risk of future drug use

reliability: the extent to which a psychological assessment instrument 
produces consistent results each time it is given

reversible dementia: the condition that occurs when the full syndrome 
of dementia appears to be present but resolves after appropriate 
treatment for another disorder; also known as pseudodementia

right hemisphere: the region of the brain associated with creativity, 
imagery, and intuition

rumination disorder: the regurgitation of recently eaten food into the 
mouth followed by either rechewing, reswallowing, or spitting  
it out

satiation: a treatment that uses prolonged, imaginal exposure to 
arousing sexual stimuli until it no longer produces positive, erotic 
feelings

schizoaffective disorder: a condition in which, in addition to all of 
the symptoms of schizophrenia, the patient suffers from a major 
depressive, manic, or mixed episode disorder at some point during 
the illness

schizoid personality disorder: a pervasive pattern of social detach-
ment and a limited expression of emotion in interpersonal con-
texts

schizophrenia: a severe psychological disorder characterized by disor-
ganization in thought, perception, and behavior

schizophreniform disorder: a condition with symptoms that are iden-
tical to those of schizophrenia except that its duration is shorter 
(less than 6 months) and it results in less impairment in social or 
occupational functioning

schizotypal personality disorder: a consistent pattern of social prob-
lems marked by significant deficits in the ability to maintain close 
relationships and by idiosyncratic behavior and distortions in 
thoughts

scientist–practitioner model: an approach to psychological disor-
ders based on the concept that when providing treatment to peo-
ple with psychological disorders, the psychologist relies on the 
findings of research and in turn, when conducting research, the 
psychologist investigates topics that help to guide and improve 
psychological care

screening: an assessment process that attempts to identify psychologi-
cal problems or predict the risk of future problems among people 
who are not referred for clinical assessment

seasonal affective disorder: a subtype of major depression that is char-
acterized by depressive episodes that vary by season

secondary prevention: the type of health-promotion program for peo-
ple at increased risk for health problems

sedative drug: a substance group including barbiturates and benzodi-
azepines, which are central nervous system depressants and cause 
sedation and decrease anxiety

selective serotonin reuptake inhibitor (SSRI): a group of medications 
that selectively inhibit the reuptake of serotonin at the presynaptic 
neuronal membrane, restoring the normal chemical balance

selective serotonin reuptake inhibitors: drugs thought to correct 
serotonin imbalances by increasing the time that the neurotrans-
mitter remains in the synapse

self-monitoring: a procedure within behavioral assessment in which 
the patient observes and records his or her own behavior as it 
happens

self-referent comparison: comparison of responses on a psychological 
instrument with a person’s own prior performance

separation anxiety disorder: the severe and unreasonable fear of sepa-
ration from a parent or caregiver

sex drive: the physical and/or psychological craving for sexual activity 
and pleasure
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sex reassignment surgery: a series of behavioral and medical proce-
dures that matches an individual’s physical anatomy to gender 
identity

sexual aversion disorder: a condition with persistent or extreme aver-
sion to, or avoidance of, genital contact with a sexual partner

sexual dysfunction: the absence or impairment of some aspect of sex-
ual response that causes distress or impairment considering age, 
sex, and culture

sexual masochism: a person’s consistent intense sexually arousing 
fantasies, sexual urges, or behaviors involving actual acts of being 
humiliated, beaten, bound, or otherwise made to suffer

sexual sadism: the consistent sexual arousal that occurs when one 
inflicts acts of humiliation, beating, bondage, or acts of suffering 
on another person

shared psychotic disorder: a condition in which two or more persons 
who have a close relationship share the same delusional belief; also 
known as folie à deux

shenjing shuairuo: loosely translated, nerve weakness, a cultural varia-
tion of somatoform disorders found among the Chinese

single-case design: an experimental study conducted with a single 
individual

social cognition: the ability to perceive, interpret, and understand 
social information including other people’s beliefs, attitudes, and 
emotions

social phobia: a pervasive pattern of social timidity characterized by 
fear that the person will behave in a way that will be humiliating 
or embarrassing

sociocultural model: the idea that abnormal behavior must be under-
stood within the context of social and cultural forces

somatization disorder: the presence of many symptoms that suggest a 
medical condition, but without a recognized organic basis

somatoform disorders: conditions in which physical symptoms or 
concerns about an illness cannot be explained by a medical or psy-
chological disorder

specific immune system: protection against specific infections and 
diseases as a result of natural or artificial processes

specific phobia: the severe and persistent fear of circumscribed events, 
objects, or situations that leads to significant disruption in areas of 
functioning

stimulus control: the modification of behavior by changing the stimuli 
that bring on the behavior

stress moderator: a variable that affects how stress is experienced and 
how it affects health and other aspects of functioning

stress: any negative emotional experience that is accompanied by bio-
chemical, physiological, cognitive, and behavioral responses that 
are aimed at changing or adjusting to the stressor

stressor: any event (or stimulus) that produces tension or other nega-
tive emotion, such as fear

structured interview: a clinical interview in which the clinician asks 
a standard set of questions, usually with the goal of establishing a 
diagnosis

subcortical dementia: the condition involving damage primarily in 
the inner layers of the brain and found frequently during the later 
stages of HIV and in Parkinson’s disease and Huntington’s disease

substance abuse: the ingestion of a substance that leads to disruption 
in social, educational, or occupational functioning

substance dependence: a condition characterized by two distinct fac-
tors, tolerance and withdrawal

substance intoxication: the acute effects of substance use

substance use: the low to moderate experience with a substance that 
does not produce problems with social, educational, or occupa-
tional functioning

substance-induced dementia: the cognitive impairment associated 
with substance use

suicidal ideation: a condition characterized by thoughts of death

sympathetic nervous system: the part of the autonomic nervous sys-
tem that activates the body for the fight-or-flight response. When 
activated, the sympathetic nervous system increases heart rate and 
respiration, allowing the body to perform at peak efficiency

sympathetic-adrenomedullary system: a system that responds to 
stress in which increased adrenal gland stimulation results in the 
secretion of epinephrine and norepinephrine

synapse: a space between neurons

synaptic pruning: a process in which weaker synaptic contacts in the 
brain are eliminated and stronger connections are enhanced

talking cure: a therapy in the form of discussion of psychological 
distress with a trained professional, leading to the elimination of 
distressing symptoms

tardive dyskinesia: a neurological condition characterized by abnor-
mal and involuntary motor movements of the face, mouth, limbs, 
and trunk

temperament: personality components that are biological or genetic 
in origin, observable from birth (or perhaps before) and relatively 
stable across time and situations

temporal lobe: one of four lobes of the brain; associated with under-
standing auditory and verbal information, labeling of objects, and 
verbal memory

test-retest reliability: the extent to which a test produces similar 
scores over time when given to the same individual(s)

tetrahydrocannabinol: the active ingredient in marijuana

thought blocking: an unusually long pause or pauses in a patient’s 
speech that occur during a conversation

tolerance: the diminished response to a drug after repeated exposure 
to it

trait anxiety: a personality trait that exists along a dimension; those 
individuals high on this dimension are more “reactive” to stressful 
events and therefore more likely, given the right circumstances, to 
develop a disorder; also called anxiety proneness

transgender behavior: the behavioral attempt to pass as the opposite 
sex through cross-dressing, disguising one’s own sexual genitalia, 
or changing other sexual characteristics

translational research: a scientific approach that focuses on commu-
nication between basic science and applied clinical research

transsexualism: another term for gender identity disorder commonly used 
to describe the condition when it occurs in adolescents and adults

transtheoretical model: a five-stage sequential model of behavioral 
change

transvestic fetishism: the sexual arousal in men that results from 
wearing women’s clothing and is accompanied by significant dis-
tress or impairment

trephination: the process in which a circular instrument was used to 
cut away sections of the skull, possibly in an attempt to release 
demons from the brain

Tuskegee experiment: an infamous historical study in which core 
values of research (respect for persons, beneficence, and justice) 
were violated
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Type A behavior pattern: a personality pattern associated with the 
onset of coronary heart disease, associated with consistent strivings 
for achievement, impatience and time urgency, and aggressiveness 
toward others

undifferentiated somatoform disorder: one or more physical com-
plaints that are present for at least 6 months and cause distress or 
functional impairment

unstructured interview: a clinical interview in which the clinician 
decides what questions to ask and how to ask them

vaginismus: the unwanted involuntary spasms of the vaginal muscles 
that interfere with intercourse or any attempt at vaginal insertion

validity: the degree to which a test measures what it is intended to 
assess

vascular dementia: the cognitive dysfunction that occurs as the result 
of cerebrovascular disease

vascular depression: a mood disorder that occurs in the context of 
cerebrovascular disease

vasovagal syncope: a common physiological response consisting of 
slow heart rate and low blood pressure that sometimes occurs in 
people with blood-illness-injury phobias.

very-late-onset schizophrenia-like psychosis: a schizophrenic-like 
disorder but with symptoms that do not include deterioration in 
social and personal functioning

vicarious conditioning: a distinct type of learning in which the person 
need not actually do the behavior in order to acquire it

viral infection theory: the theory that during the prenatal period or shortly 
after birth, viral infections could cause some psychological disorders

voyeurism: the consistent intense sexually arousing fantasies, sexual 
urges, or behaviors centered on observing an unsuspecting person 
who is naked, disrobing, or engaging in sexual activity

waxy flexibility: a condition in which parts of the body (usually the 
arms) remain frozen in a particular posture when positioned that 
way by another person

Wernicke-Korsakoff syndrome: a condition caused by deficiencies in 
thiamine secondary to alcohol dependence

withdrawal: a set of symptoms associated with physical dependence 
on a drug that occur when the drug is no longer taken

worry: the apprehensive (negative) expectations or outcomes about the 
future or the past that are considered to be unreasonable in light of 
the actual situation
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Caudate, 45
Causation, correlations and, 61–62
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CBT (cognitive-behavioral therapy),  
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for anxiety disorders, 153–156
for bipolar disorder, 234
for eating disorders, 267–269
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Cerebellum, 44, 45
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personality disorders and, 422
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and anorexia nervosa, 246
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Chronic stress, 517
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dimensional systems, 106–108
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goals of, 78–79
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Clinical expertise, 546
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Clinical predictions, 84–85
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Statistical Manual of Mental 
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viral infection theory and, 28
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epidemiology of, 333
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vaccines against, 353
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Cognitive-behavioral therapy. See CBT 
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anxiety and, 117
in older adults, 496–507

Cognitive distortion, 31
common cognitive distortions, 32
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Cognitive model, 31
Cognitive restructuring for 

paraphilias, 314
Cognitive theories

of eating disorders, 263–264
of fear acquisition, 148–150
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of substance-related disorders, 343

Cognitive therapies
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Combat-related PTSD, 135–140
Combined sexual arousal disorder, 292
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Approach, 348
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and aging, 479
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defined, 71
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dimensional systems and, 106
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scans. See CAT (computerized 
axial tomography) scans
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functioning, 436
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Conditioned response (CR), 23
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problem-focused coping, 517, 524
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with stress, 517, 539
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Cross-sectional cohorts, 66–68
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PTSD (posttraumatic stress disorder) 
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substance-related disorders and, 344
taijin kyofusho, 128

Culture-bound syndromes, 6, 34, 104
in older adults, 487

Cumulative prevalence of disorders by 
age 16, 11
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Daily hassles, 517
Daily Report Card and ADHD, 459
Dangerous behavior, 7–8
Data for clinical assessment, 78
Date rape drug, 334
Deafness and misdiagnosis, 81
Deceitfulness and conduct disorder, 461
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for depression, 233
FDA (Food and Drug Administration) 

on, 568
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Defense mechanisms, 20

functions of, 21
Deficits in social relatedness, 447
Dehydration and delirium, 498
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ethics and responsibilities of, 549–550
outpatient commitment and, 551
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Deliberate self-harm, 219
Delirium
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Statistical Manual of Mental 
Disorders) for, 497
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Delirium tremens (DTs), 326
Delta waves, 99
Delusional disorder, 376–377

common delusional themes, 377
Delusions, 14, 360

paranoid personality disorder and,  
400–403

persecutory delusions, 362–363
types of, 363–364

Delusions of influence, 363
Delusions of reference, 373
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caregivers and, 503–504
dissociative disorders and, 185
etiology of, 504–505
gender and, 504
impact of, 503–504
mild cognitive impairment (MCI) 

and, 506
multi-infarct dementia, 502
prevalence of, 503–504
race and ethnicity and, 504
reversible dementia, 480
risk factors of, 505
shared psychotic disorder and, 377
treatment of, 505–507
types of, 499–500
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Department of Health and Human 
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Depo-Provera for paraphilias, 313
Depression, 202. See also Bipolar disorder; 
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anorexia nervosa and, 247
antidepressants for, 230–231
behavioral activation treatment for 

depression (BATD), 229–230
behavioral theories of, 225

binge eating disorder (BED) and, 254
brain functioning and, 27
cancer and, 532, 533
in children, 211–212
chronic pain and, 534
cognitive theory and, 226–227
comorbidity of, 212–213
different forms of, 204
early-onset depression, 482
eating disorders and, 10
ethnicity and, 10
gender identity disorder (GID) 

and, 283
genetics and, 220–221
genome wide association studies 

(GWAS) and, 221
HIV/AIDS and, 530–531
hormones and, 48
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late-onset depression, 482–483
learned helplessness and, 225–226
lifetime prevalence of, 9
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misdiagnosis and, 81
panic attacks and, 123
postpartum depression (PPD), 210
psychodynamic theory and, 223–224
psychological treatments for, 228–230
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schizoaffective disorder and, 376
schizophrenia and, 369
screening process for, 79, 80
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sexual functioning and, 300–301
shared psychotic disorder and, 377
somatoform disorders and, 170
stress and, 521
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(TMS) for, 233
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vascular depression, 480–481
warning signs of, 211
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conduct disorder and, 461
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Detumescence, 301, 302
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in dissociative disorders, 185
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sexual dysfunctions and, 300
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comorbidity and, 103–104
cultural factors and, 34, 104
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Diaphragmatic breathing and rumination 

disorder, 466
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and stress, 524
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coping with, 539–540
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psychological factors, 529–535
sexual dysfunctions and, 300
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gender and, 184–185
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psychosocial factors in, 186–187
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psychosocial factors in, 186–188
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Distinct personality state, 183
Distress and dysfunctional behavior, 9
Disulfiram. See Antabuse
Diversity. See Culture
Dizygotic twin studies. See Twin studies
DNA (deoxyribonucleic acid), 51

fragile X syndrome (FXS) and, 439
Doctor-shopping, 172, 376–377
Domestic violence. See also Child abuse; 

Sexual abuse
in sociocultural model, 33

Dominant genes, 51
Dopamine

delirium and, 498
eating disorders and, 260
nicotine and, 324
schizophrenia and, 378–379
substance-related disorders and,  

341–342
Dopamine hypothesis, 378–379
Dopaminergic system, 341
Double depression, 206
Down syndrome, 437–438

maternal age and, 439
Downward drift, 11
Dream analysis, 22
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Drug use. See also Substance-related 

disorders; specific drugs
amphetamines, 331–332
caffeine, 322–324
inhalants, 337–338
lifetime prevalence of, 9
LSD, 337–338
in older adults, 490–491
sedative drugs, 333–335
SES (socioeconomic status) and, 10
sexual dysfunctions and, 299, 300
social phobias and, 126

DSM-I (Diagnostic and Statistical 
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DSM-IV-TR (Diagnostic and Statistical 
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ADHD (attention-deficit with 
hyperactivity disorder), 456

Alzheimer’s disease, 500
anorexia nervosa, 243
Asperger’s disorder, 448
autistic disorder, 447
avoidant personality disorder, 412
binge eating disorder (BED), 254
bipolar disorder, 206
body dysmorphic disorder (BDD), 170
borderline personality disorder, 405
bulimia nervosa, 248
Cluster A personality disorders, 401
Cluster B personality disorders, 405
Cluster C personality disorders, 412
comorbidity increases and, 104
conduct disorder, 460
conversion disorder, 165
delirium, 497
dependent personality disorder, 412
dimensional systems as alternative 

to, 106–108
dissociative disorders, 182
dysthymia, 205
eating disorders in children, 467
elimination disorders, 467
factitious disorders, 191
full diagnostic characterization, 103
gender identity disorder (GID), 284

generalized anxiety disorders 
(GAD), 123–124

histrionic personality disorder, 405
on homosexuality, 104–105, 106
hypochondriasis, 168
inanimate objects, sexual arousal 

towards, 305
insomnia, 528
learning disorders, 443
major depressive disorder, 203
manic episode, 205
mental retardation, 435
narcissistic personality disorder, 405
obsessive-compulsive personality 

disorder, 412
oppositional defiant disorder 

(ODD), 461
orgasmic disorders, 294
pain disorder, 167
paranoid personality disorder, 401
personality disorders, 398–399
primary insomnia, 528
PTSD (posttraumatic stress 

disorder), 137
schizoid personality disorder, 401
schizotypal personality disorder, 401
separation anxiety disorder (SAD), 140
sexual arousal disorders, 291
sexual desire disorders, 290
sexual pain disorders, 296
shenjing shuairuo, 174
social phobias, 125, 126
somatization disorders, 163
specific phobia, 129
stereotyping and, 104
substance abuse, 321
substance dependence, 321
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or others, sexual arousal 
involving, 309

undifferentiated somatoform 
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Durham Rule, 553
Duty to warn, 560–561
Dyscalculia, 443–444
Dysfunctional behavior, 8–9
Dysgraphia, 444
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Dysphoria, 226
Dyssocial personality disorder, 404
Dysthymia, 204–206
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Statistical Manual of Mental 
Disorders) for, 205

personality disorders and, 417, 418

Early-onset Alzheimer’s disease, 502
Early-onset depression, 482
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genetics and, 379–380

Eating disorders, 240–273. See also 
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Eating disorders not otherwise 
specified (EDNOS)
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in animals, 259–260
behavioral theories of, 263–264
biological theories of, 258–263
biological treatments for, 266–267
brain functioning and, 27, 260–261
case studies, 255
CBT (cognitive-behavioral therapy) 

for, 267–269
chaining for, 268
in children, 465–466
cognitive theories of, 263–264
depression and, 10
developmental factors in, 256–258

dialectical behavioral therapy (DBT) 
for, 268–269
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Statistical Manual of Mental 
Disorders) of, 467

environmental factors in, 262
etiology, 258–265
family-based interventions, 269–270
family models of, 263
gender and, 33, 256
genetics and, 261–263
hypothalamus and, 258–259
interpersonal therapy (IPT) for, 269
Maudsley method for treating,  

269–270
neuroendocrine and neurohormonal 

factors, 260
nutritional counseling for, 267
panic attacks and, 123
psychodynamic theories of, 263
psychological theories of, 263–265
puberty and, 13
race and ethnicity and, 256
rumination disorder, 466–467
self-monitoring and, 268
sociocultural theories of, 264–265
stress and, 521

Eating disorders not otherwise specified 
(EDNOS), 252–255

binge eating disorder (BED), 253–255
mortality rates and, 250

Eccentricity, 7
Echolalia, 367, 447
Ecstasy, 332
ECT (electroconvulsive therapy). See 

Electroconvulsive therapy (ECT)
Edema and bulimia nervosa, 250
Education

anxiety disorders and, 120
for healthy behaviors, 538
illicit drug use and, 339–340
psychoeducation, 388

EEG (electroencephalogram), 99–100
Effectiveness research, 63
Efficacy research, 63
Ego, 20
Ego-Dystonic Homosexuality, 104–105
Ego psychology, 28–29
Egyptian culture, 13
Ejaculation, 277. See also Premature 

ejaculation
delayed ejaculation, 293

Electroconvulsive therapy (ECT)
amnesia after, 180
for bipolar disorder, 235
for major depressive disorder, 231–232
older adults, treatment of depression 

in, 484
Electrodermal activity (EDA), 100
Elimination disorders, 466–469. See also 
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DSM-IV-TR (Diagnostic and 

Statistical Manual of Mental 
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Emaciation and anorexia nervosa, 243
Emergence: Labeled Autistic (Grandin), 450
Emission stage of ejaculation, 294
Emotional contagion, 15–16
Emotional development, 434
Emotional social support, 523
Emotion-focused coping, 517, 524
Empathic understanding, 32
Empathy training for paraphilias, 314
Empirical keying, 88
Employment. See also Schizophrenia

autistic disorder and, 450
in sociocultural model, 33

Encephalitis, 438
Encopresis, 468–469

treatment of, 469
Endocrine system, 47–48. See also 

Hormones
Endogenous opioid system, 342
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Endorphins as opioids, 335
Energy shots, 323–324
Enkephalins as opioids, 335
Enmeshment and eating disorders, 263
Enteroviruses and chronic fatigue 

syndrome (CFS), 173
Enuresis, 7, 12, 99, 466–469

coping with, 468
PTSD (posttraumatic stress disorder) 

in children and, 138
Enuresis alarm, 468
Environmental factors

adoption studies and, 52
and delirium, 498
and dementia, 505
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genetics and, 224
and intellectual disability, 440–441
learned helplessness and, 226
and mood disorders, 222–223
and sexual dysfunctions, 301
substance-related disorders and, 344
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Epidemiological research, 69–71
experimental epidemiology, 70
observational epidemiology, 70

Epidemiology, 69
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of amphetamines, 332
of anorexia nervosa, 245–246
of barbiturates, 334–335
of benzodiazepines, 334–335
of bipolar disorder, 211
of bulimia nervosa, 249–250
of caffeine, 323–324
of cocaine, 333
of depression, 209–210
of factitious disorders, 193–194
of hallucinogens, 337
of inhalants, 338
of marijuana, 329–330
of nicotine, 325
of opioid use, 336
of personality disorders, 418
of schizophrenia, 371
of sexual dysfunctions, 297
of somatoform disorders, 172

Epilepsy, 46
clinical biofeedback and, 100
dissociative disorders and, 185
misdiagnosis and, 81

Epinephrine
adrenal glands and, 47
in fight-or-flight response, 114
nicotine and, 324
stress and, 521

Epstein-Barr virus, 173
Erectile dysfunction, 292

biological factors and, 300
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status, 299
sex therapy for, 303

Erection, 294
Erotomanic delusions, 377
Escape behavior. See Avoidance behavior
Estrogen
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and sex reassignment surgery, 288
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Legal issues; Research and clinical 
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of animal research, 43
anorexia nervosa, involuntary treatment 

of, 266
anxiety disorders, treatment of,  

155–156

aspirational goals, 547
autistic disorder and, 452–453
borderline personality disorder 

label, 410
in clinical assessment, 86
definition of ethics, 547
of deinstitutionalization, 549–550
and dissociative disorders, 188–189
and factitious disorders, 193
and gender identity disorder (GID),  

287–288
in health psychology, 537
Lead Based Paint Study Fact Sheet,  

570–571
learning disorders and, 446
malpractice and, 562–563
older adults and, 476–477
plethysmography and, 312
in schizophrenia, 370–373
substance-related disorders, treatment 

of, 350
for suicide, 215–216

Ethnicity. See Race and ethnicity
Ethyl alcohol, 325–326
Etiology, 19. See also Older adults

of ADHD (attention-deficit with 
hyperactivity disorder), 458

of Alzheimer’s disease, 504–505
of autistic disorder, 451–452
of bipolar disorder, 221–222
of conduct disorder, 463
of dementia, 504–505
of dissociative disorders, 185–186
of eating disorders, 258–265
of factitious disorders, 194–195
of gender identity disorder (GID),  

286–287
of learning disorders, 444–445
of mood disorders, 220–227
of oppositional defiant disorder 

(ODD), 463
of paraphilias, 311
of personality disorders, 420–425
of pica in children, 466
of schizophrenia, 378–385
of sexual dysfunctions, 299–301
of somatoform disorders, 175–178
of substance-related disorders,  

340–345
Euthymic phase and medications, 235
Event recording, 98
Event-related potential (ERP), 99
Exaggerated startle response, 136
Excitement phase, 277
Executive dysfunction, 480
Executive functioning

ADHD (attention-deficit with 
hyperactivity disorder) and, 455

in Alzheimer’s disease, 500
and schizophrenia, 370

Exercise, health and, 526–527
Exhaustion stage of general adaptation 

syndrome (GAS), 519
Exhibitionism, 304, 306

covert sensitization for treating, 314
culture and, 311
DSM-IV-TR (Diagnostic and 

Statistical Manual of Mental 
Disorders) on, 307

Experimental controls, 56
Experimental epidemiology, 70
Experimental groups, 62
Experimental variable, 56
Experiments. See Research and clinical 

trials
Exposure cohorts, 66
Exposure therapy and anxiety 

disorders, 153–154
Expressed emotion (EE) and 

schizophrenia, 384
External validity, 62, 63
Extroversion in five-factor model 

(FFM), 416

Fa’afafine, 286
Facial features

of Down syndrome, 437
of fetal alcohol syndrome (FAS), 327

Factitious disorder by proxy, 191–192
Factitious disorders, 190–195

developmental factors in, 194
epidemiology of, 193–194
ethics and responsibility and, 193
etiology of, 194–195
functional impairment, 193
laboratory results for, 191
Piano Man case, 192
proxy, factitious disorder by, 192–193
race and ethnicity and, 194
treatment of, 194–195

Fairness in research, 43
Faking good/bad, 88
False alarms and panic attacks, 120
False memories, 187–188
False negatives, 80
False positives, 79–80
Familial aggregation, 51–52
Familiar MR, 438
Familisimo, 35
Familism, 35
Family. See also Genetics; Parent training

anxiety disorders and, 142–143
ataque de nervios and, 123
eating disorders and, 261–263, 

269–270
schizophrenia and, 383–385
somatoform disorders and, 175
substance-related disorders and, 344
suicide, risk factor for, 216–217

Family history method, 52
Family studies, 50, 51–52
FDA (Food and Drug Administration)

children, psychiatric medications 
for, 464

on dexamethasone, 287
on placebos in research, 568
on Prozac for bulimia nervosa,  

266–267
on selective serotonin reuptake 

inhibitors (SSRIs), 151–152
selective serotonin reuptake inhibitors 

(SSRIs) and, 231
Fear of fear model, 150
Fears, 115–116. See also Anxiety disorders; 

Panic attacks; Phobias
behavioral theories of, 147–148
in children, 118
cognitive theories of, 148–150
contemporary theories of, 149
developmental hierarchy of, 118–119
psychodynamic theories of, 147
PTSD (posttraumatic stress disorder) 

in children and, 138
vicarious learning theory, 148
virtual reality therapy for treatment 

of, 154
Feces. See also Encopresis

soiling, fecal, 12
Feeding disorders in children, 465–466
Feeding initiation, 260
Female arousal disorder, 291–292, 302
Female impersonators, 306
Female orgasmic disorder, 293

directed masturbation for, 303
DSM-IV-TR (Diagnostic and 

Statistical Manual of Mental 
Disorders) for, 294

Fertility and anorexia nervosa, 246
Fetal alcohol syndrome (FAS), 327

brain affected by, 441
causes of, 438
intellectual disability and, 440

Fetishism, 305. See also Transvestic 
fetishism

DSM-IV-TR (Diagnostic and 
Statistical Manual of Mental 
Disorders) for, 305

Fibromyalgia and clinical 
biofeedback, 100

Fight-or-flight response, 114–115, 516, 
517–518, 524

First-generation antidepressants, 230
Five-factor model (FFM) of personality 

disorders, 415–416
Fixation, 21–22
Flashbacks from hallucinogens, 337
Fluorocarbon inhalants, 338
Fluoxetine. See Prozac
Flying, fear of, 154
fMRI (functional magnetic resonance 

imaging), 27, 50
anxiety disorders and, 143
autistic disorder and brain, 452
and mood disorders, 222
temperament, tracking, 421

Folie à deux, 377
Forebrain, 44–45
Foreshortened future, 136
Formication, 326
Fragile X syndrome (FXS), 438, 439
France, homelessness in, 550
Free association, 22
Free will, 143
Frontal lobe, 46–47

personality disorders and, 422
Frotteurism, 307

DSM-IV-TR (Diagnostic and 
Statistical Manual of Mental 
Disorders) on, 307

Functional analysis, 97
in relapse prevention, 347

Functional analysis of symptoms, 80
Functional assessment, 97
Functional MRI. See fMRI (functional 

magnetic resonance imaging)
Fundamentalist zealotry, 16
Fusiform gyrus and autistic disorder, 452

GABA (gamma aminobutryic acid), 145
alcohol and, 326
anxiety disorders and, 152
barbiturates and, 334
delirium and, 498
schizophrenia and, 379
substance-related disorders and, 342

GAD (generalized anxiety disorder). 
See Generalized anxiety disorder 
(GAD)

GAD1 gene, 379
Galvanic skin response (GSR), 100
Gambling addiction, 339
Gambling and OCD spectrum 

disorders, 134
Gamma aminobutryic acid (GABA).  

See GABA (gamma aminobutryic 
acid)

Gamma knife surgery, 152
Gay men and women. See Homosexuality
GB virus and chronic fatigue syndrome 

(CFS), 173
Gender. See also Gender identity disorder 

(GID); Older adults
ADHD (attention-deficit with 

hyperactivity disorder) and,  
457–458

alcohol abuse and, 327
Alzheimer’s disease and, 504
anorexia nervosa and, 242, 256
autistic disorder and, 449–450
benzodiazepine use and, 334
binge-eating disorder (BED) and, 256
bulimia nervosa and, 256
conduct disorder and, 462
dementia and, 504
diagnosis and, 104
dissociative disorders and, 184–185
eating disorders and, 33, 256
encopresis and, 468
exercise and, 527
factitious disorders and, 194
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generalized anxiety disorder (GAD) 
and, 125

group studies, diversity in, 65
homelessness and, 550
illicit drug use and, 339–340
inhalant use and, 338
mood disorders and, 210
obsessive-compulsive disorder (OCD) 

and, 134
oppositional defiant disorder (ODD) 

and, 462
pain and, 534–535
panic attacks and, 122
paraphilias and, 310–311
personality disorders and, 419
prevalence of disorders in children 

by, 12
schizophrenia and, 371–372
sexual dysfunctions and, 297–299
sexual response and, 277–278
sleep disorders and, 527, 528
in sociocultural model, 33
somatoform disorders and, 172–174
stress and, 523–524
substance-related disorder treatment 

and, 353
suicide attempts and, 214–215

Gender identity, 283. See also Gender 
identity disorder (GID)

culture and, 286
Gender identity disorder (GID), 276,  

282–289
in Arab countries, 286
comorbidity of, 285
congenital adrenal hyperplasia (CAH) 

and, 286–287
DSM-IV-TR (Diagnostic and 

Statistical Manual of Mental 
Disorders) for, 284

ethics and responsibility and, 287–288
etiology of, 286–287
functional impairment and, 284–285
psychological treatment for, 289
psychosocial theories of, 287–288
sex reassignment surgery, 284, 286, 

288–289
treatment of, 288–289

Gender roles, 33
Gene-environment correlation, 385
Gene mapping and schizophrenia, 379
General adaptation syndrome (GAS),  

519–520
General Health Questionnaire 

(GHQ), 79, 90
Generalized amnesia, 181
Generalized anxiety disorder 

(GAD), 123–125
in adolescence, 12
benzodiazepines for, 152
defined, 12–13
in older adults, 486
relaxation training and, 155

Generalized social phobia, 125
avoidant personality disorder 

compared, 413
Generalizing in controlled group 

designs, 62
General paresis, 19
General vulnerability factor, 143
Genetic abnormalities, 24–25
Genetic control of sensitivity to the 

environment, 223
Genetic mapping, 24–25
Genetics, 50–54. See also Behavioral 

genetics
ADHD (attention-deficit with 

hyperactivity disorder) and, 458
and anxiety disorders, 142–143
autistic disorder and, 451
behavioral genetics, 50, 51–53
cancer and, 32
and dementia, 504–505
eating disorders and, 261–263

enuresis and, 467–468
environmental factors and, 224
fragile X syndrome (FXS) and, 430
intellectual disability and, 438
late-onset depression and, 483
laws of, 51
of major depressive disorder, 220–221
and mood disorders, 220–221
paraphilias and, 311
personality disorders and, 421–422
psychiatric disorders and, 11
schizophrenia and, 379–380
sexual orientation and, 2812
stressful life events and, 223
and substance-related disorders,  

340–341
and suicide, 216–217

Genital phase, 21
Genital sexual arousal disorder, 292
Genome wide association studies 

(GWAS), 54
and mood disorders, 221

Genome wide linkage analysis, 53
Genuineness, 32
GERD (gastroesophageal reflux 

disease), 513–514
Geriatric Depression Inventory 

(GDS), 85
Geropsychology, 476

research in, 485
Global Assessment of Functioning Scale 

(GAF), 90
Global Study of Sexual Attitudes and 

Behaviors, 299
Globus hystericus

behavioral treatments for, 179
in conversion disorder, 165–166

Globus pallidus, 45
Glove amnesia, 166
Glucagon, 48
Glutamate

bipolar disorder and, 235
schizophrenia and, 379

Gluten-free diet and autistic disorder, 453
The Golden Cage (Bruch), 263
Goodness of fit, 5–6
Grandiose delusions, 377
Grand mal seizures, 46
Great Smoky Mountains Study, 11
Group expectations, 6
Group studies, 59–69

controlled group designs, 62–65
correlational methods for, 59–62
diversity in, 65
randomized controlled designs,  

62–63
Guilty but mentally ill (GBMI),  

553–554
Guilty except insane (GEI), 553–554
Guns, suicide and, 215, 218
Gustatory hallucinations, 363, 364

Habit reversal for eating/feeding 
disorder, 466

Hair-pulling. See Trichotillomania
Halcion, 334
Hallucinations, 14

in conversion disorder, 166
in older adults, 494
in psychosis, 360
suicide attempts and, 216
types of, 363–364

Hallucinogen persisting perception 
disorder, 337

Hallucinogens, 337–338
functional impairment from, 337

Halstead-Reitan Neuropsychological 
Battery, 91

Hand washing, 134–135
Hassles Scale, 519
Headaches. See also Migraine headaches

separation anxiety disorder (SAD) 
and, 140

Health
behavior and, 526–529
defined, 514
exercise an, 526–527
religion and, 525
SES (socioeconomic status) and, 523
sleep and, 527–528
smoking and, 527

Health anxiety disorder, 168
Health insurance

confidentiality and, 559
HIPAA (Health Insurance Portability 

and Accountability Act),  
559–560

Health psychology, 512–543. See also 
Stress

defined, 514
ethics and responsibility in, 537
increasing healthy behaviors, 537–538
interventions in, 537–540
role of health psychologists, 537
stress management and, 538–539
treatments in, 537–540

Hearing loss and misdiagnosis, 81
Heart disease

adjusting to, 539–540
depression and, 212–213
sexual dysfunctions and, 300

Helper cells (Th), 521
Hemispheres of brain, 45–47
Hemp, 328
Hereditary Genius (Galton), 27
Heritability. See Genetics
Heroin, 335–336

stimulus avoidance and, 346–347
Herpes 6 virus abd chronic fatigue 

syndrome (CFS), 173
Heterogeneity, 107
Heterogeneity logarithm of odds 

(HLOD) scores, 221
Heterosexuality, 280
Hierarchy in behavioral model, 29
High school students. See Adolescents
Hijra, 285, 286
Hillside Strangler case, 556
Hindbrain, 44
HIPAA (Health Insurance Portability and 

Accountability Act), 559–560
Hippocampus, 44–45

fetal alcohol syndrome (FAS) and,  
441

memory and, 46
Hippocratic Oath, 566
Hispanic Americans. See Race and 

ethnicity
History of abnormal behavior, 13–24
Histrionic personality disorder, 409–410

DSM-IV-TR (Diagnostic and 
Statistical Manual of Mental 
Disorders) on, 405

ethics and responsibility of label, 410
HIV/AIDS

adjusting to, 539–540
causes of, 438, 530
confidentiality issues and, 561
dementia due to, 500
hypersexual disorder and, 292
medications for, 531
opioid use and, 335
plethysmography and, 312
psychological factors of, 529–531
race and ethnicity and, 531

HLOD scores, 221
Hoarding, obsessive-compulsive 

personality disorder and, 415
Homelessness

deinstitutionalization and, 549–550
schizophrenia and, 370

Homeopathy and reading disorders, 446
Homeostasis and hypothalamus, 44
Homicide and confidentiality 

exceptions, 559
Homogenous groups, 63

Homosexuality, 280
birth order and, 281
and congenital adrenal hyperplasia 

(CAH), 287
DSM-IV-TR (Diagnostic and 

Statistical Manual of Mental 
Disorders) and, 104–105

genetics and, 2812
suicide and, 215–216

Hopelessness and cancer, 533
Hormones, 47–48

gender identity disorder (GID) 
and, 286

oxytocin, 101
sexual orientation and, 281

Hospitalization
for anorexia nervosa, 265–266
for personality disorders, 427

HPA response, 520
psychological disorders and, 521–522

Human Genome Project, 24–25
number of genes, determination of, 51

Humanistic model, 31–32
Human Sexual Inadequacy (Masters & 

Johnson), 276
Human Sexual Response (Masters & 

Johnson), 276
Human Subjects Committees, 24
Hunger in sociocultural model, 33
Huntington’s disease, 45

dementia due to, 500, 502–503
Hurricane Andrew, 33
Hurricane Katrina, 34
Hydrocodone for pain, 535
Hydrotherapy for schizophrenia, 386
Hyperactive type of delirium, 497
Hyperactivity, 455. See also ADHD 

(attention-deficit with 
hyperactivity disorder)

Hyperarousal, 136
Hyperbilirubinemia, 438
Hyperglycemia and nicotine, 324
Hypersexual disorder, 292
Hypersexuality, 339
Hypersomnia, MAOIs for, 230
Hypertension, 300
Hypervigilance, 136
Hypnosis for pain, 535
Hypoactive sexual desire disorder,  

290–291
Hypoactive type of delirium, 497
Hypochondriasis, 167–169

CBT (cognitive-behavioral therapy) 
for, 179

functional impairment with, 171
Hypomania, 207

artistic creativity and, 209
Hypotension, 131
Hypothalamic-pituitary-adrenocortical  

(HPA) axis, 520
Hypothalamus, 44–45

and eating disorders, 258–259
fetal alcohol syndrome (FAS) and, 441
and fight-or-flight response, 114
pituitary gland and, 47
stress and, 520
weight and, 258

Hypothyroidism and depression, 204
Hysterectomy, 301
Hysteria, 14–15

brain changes and, 19
mass hysteria, 15, 17
mind-body dualism and, 514–515
somatization disorder as, 162–163

Hysterical blindness, 166

Iatrogenic disease, dissociative identity 
disorder (DID) as, 188–189

Ice, 332
Id, 20
Ideas of reference, 373

schizotypal personality disorder 
and, 403
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Identical twin studies. See Twin studies
Identity alteration, 180
Identity confusion, 180
Illicit drugs, 328–340

chart of use of, 331
gender and use of, 339–340
race and ethnicity and, 339–340

Illness. See Disease and illness
Imaginal exposure, 153
Immune system

SES (socioeconomic status) and, 523
stress and, 520–521

Immunopharmacotherapy for substance-
related disorders, 352–353

Implicit social support, 524
Impotence, 292
Impulse control disorders

bulimia nervosa and, 251
depression and, 213

Impulsivity, ADHD and, 455
Inanimate objects, sexual arousal 

towards, 304–306
Inattentiveness and ADHD, 455
Inception cohorts, 66
Incest, 308
Incidence

of anorexia nervosa, 245
of bulimia nervosa, 249–250
epidemiological research and, 69

Incompatible behavior, 29
Incompetence to stand trial, 554–555
Incongruence, 32
Incontinence. See also Enuresis

clinical biofeedback and, 100
Independent ethics Committees 

(IECs), 43
Independent variables in controlled group 

designs, 62
Individual level, research at, 54–59
Individual psychology, 28
Individuation, 6
Infants. See also Premature birth

low-birthweight infants and 
smoking, 324

neonatal asphyxia, 438
Inferiority complex, 28
Inflammation, 521
Influence, delusions of, 363
Influenza and schizophrenia, 381–382
Informational social support, 523
Information transmission, 148
Informed consent

in child custody actions, 563
documents, 43
in research and clinical trials, 566–567

Inhalants, 337–338
epidemiology of, 338
functional impairment from, 338

Initial interviews, 87
Insanity, mental illness vs., 552–553
Insanity Defense Reform Act of 

1984, 553
Insight as goal, 22
Insomnia, 528
Institutional Animal Care and Use 

Committee (IACUC), 44
Institutional review boards (IRBs), 24, 43, 

566–567, 570
Insulin

islets of Langerhans and, 48
nicotine and, 324

Integrity goals, 547
Intellectual disability, 435. See also Down 

syndrome; Mental retardation
environmental factors and, 440–441
etiology of, 437–441
identifiable causes of, 438
prevalence of specific causes of, 442
treatment of, 441–442

Intellectualization, 21
Intelligence quotient (IQ), 92–94
Intelligence tests, 92–94
Intent and suicide, 214

Internal validity, 62, 63
International adoptions, 52
International Classification of Diseases 

and Related Health Problems 
(ICD), 102, 103–104

International Society for Sexual 
Medicine, 295

Internet and cybersex, 280, 281
Interpersonal and social rhythm therapy 

(IPSRT) for bipolar disorder, 234
Interpersonal psychotherapy (IPT). See 

IPT (interpersonal psychotherapy)
Interpersonal relationships between 

psychologists and patients,  
562–563

Interpersonal support in sociocultural 
model, 33, 34

Interrater agreement, 83–84
Interval recording, 98
Intervention for substance-related 

disorders, 345
Interviews

clinical interviews, 87–88
in motivational enhancement 

therapy, 348
Intimacy anxiety, 275
Intoxication, 320
Inverted-U relationship, 60
In vivo exposure, 153
IPT (interpersonal psychotherapy)

for anxiety disorders, 153
for eating disorders, 269
for mood disorders, 229

Irresistible impulse test, 552–553
Islets of Langerhans, 47–48
Isolated sleep paralysis, 372, 528

Jail inmates with mental illness, 554
Jealous delusions, 377
Jekyll and Hyde personality, 362, 396
Johns Hopkins University, 23
Jumping to conclusions, 32
Justice

children and adolescents, research 
involving, 567

in research, 43, 566

Kennedy-Krieger Institute (KKI), 570–571
Khumbo people, Nepal, 280
Khyál, 123
Kidney disease, 300
Killer cells (Tc), 521
Kleptomania, 339
Koro, 34

La belle indifference, 166
Lapses in substance-related disorders, 347
La Salpêtrière, Paris, 17, 19
Latah, 185
Latency phase, 21
Late-onset depression, 482–483
Late-onset schizophrenia, 493
Latino Americans. See Race and ethnicity
Law of independent assortment, 52
Law of segregation, 51
Laxatives. See Bulimia nervosa
L-dopa, 378
Lead Based Paint Study Fact Sheet,  

570–571
Lead poisoning

ADHD (attention-deficit with 
hyperactivity disorder) and, 458

causes of, 438
intellectual disability and, 440
Kennedy-Krieger Institute (KKI) 

study, 570–571
Learned helplessness

mood disorders and, 225–226
in older adults, 483

Learning disorders, 442–446
DSM-IV-TR (Diagnostic and 

Statistical Manual of Mental 
Disorders) on, 443

ethics and responsibility and, 446
etiology of, 444–445
functional impairment of, 444
treatment of, 445–446

Learning theory and depression, 226
Left hemisphere of brain, 45–47
Legal issues, 547–557, 563–564

aspirational goals, 547
civil commitment, 550–551
confidentiality issues, 558–560
criminal commitment, 551–557
deinstitutionalization, 548–550
duty to warn, 560–561
incompetence to stand trial, 554–555
of insanity, 552–553
licensing of psychologists, 562
malpractice, 562–563
not guilty by reason of insanity 

(NGRI), 552
prediction of dangerousness, 561
privacy issues, 558–559
real life case study, 572–573
refusal of medication/treatment,  

555–557
Leiter International Performance Scale—

Revised, 85–86
Lesch-Nyham syndrome, 439–440
Lesions, 44
Leuprolide acetate for paraphilias, 313
Levitra, 301–302
Levodopa, 378
Libido, 20
Licensing of psychologists, 562
Licit drugs, 322–328
Lie scale, 88
Life events

brain functioning and, 146
and mood disorders, 222–223
sexual dysfunctions and, 301

Life expectancy and dementia, 503
Life-span developmental diathesis-stress 

model, 483
Lifetime prevalence, 69

observational epidemiology and, 70
of psychiatric disorders, 9

Light therapy for seasonal affective 
disorder (SAD), 232

Limbic system, 44–45
Linkage studies

of bipolar disorder, 221–222
of mood disorders, 220–221

Lithium
bipolar disorder and, 235
older adults, treatment of depression 

in, 484
Little Albert experiment, 23, 29, 55,  

147–148
Little Hans case, 147, 153
Little Peter experiment, 23, 29, 55
Liver disease, 326
Lobotomies, 386
Localized amnesia, 181
Loci of genes, 50
Loneliness and immune functioning, 521
Longitudinal cohorts, 66–68
Loose association, 364
Lou Gehrig’s disease, 5
Low-birthweight infants and 

smoking, 324
LSD, 337–338
Luria-Nebraska Neuropsychological 

Battery, 92
Luteinizing hormone secretion, 313
Luvox for anxiety disorders, 151
Lycanthopy, 15
Lysergic acid diethylamide (LSD),  

337–338

Madhouses, 16–17
Magical thinking, 373
Magnetic resonance imaging (MRI). 

See MRI (magnetic resonance 
imaging)

Magnifying or minimizing, 32
Major depressive disorder, 202–204. See 

also Suicide
anorexia nervosa and, 247
DSM-IV-TR (Diagnostic and 

Statistical Manual of Mental 
Disorders) for, 203

electroconvulsive therapy (ECT) 
for, 231–232

epidemiology of, 209–210
gender and, 210
genetics of, 220–221
seasonal affective disorder (SAD), 232
treatment of, 228–233

Major life events, 517
Male erectile disorder, 292
Male orgasmic disorder, 293
Malingering, 190

Piano Man and, 192
treatment of, 194–195

Malpractice, 562–563
Mania, 14, 202. See also Bipolar disorder

DSM-IV-TR (Diagnostic and 
Statistical Manual of Mental 
Disorders) for, 205

hypomania, 207
in older adults, 481
personality disorders and, 418

Manic-depressive disorder. See Bipolar 
disorder

MAOIs (monoamine oxidase 
inhibitors), 230

Marijuana, 328–330
case studies, 329
developmental factors and, 344–345
epidemiology of, 329–330
functional impairment and, 328–329
medical uses of, 329, 330
schizophrenia and, 367

Masochism, 309–310
Massage for reading disorders, 446
Mass hysteria, 15

modern mass hysteria, 17
Masturbation, 278

hypersexual disorder and, 292
Maternal age and Down syndrome, 439
Mathematics disorder, 443–444

treatment of, 446
Maudsley method, 269–270
McMartin preschool case, 189
MDMA (methylenedioxymethamphet-

amine), 332
Measles

chronic fatigue syndrome (CFS) 
and, 173

and intellectual disability, 442
MMR vaccine and autistic 

disorder, 451
Medical marijuana, 329, 330
Medical psychology, 514
Medications. See also specific types

for ADHD (attention-deficit with 
hyperactivity disorder), 458–459

analgesic medications, 535
for anxiety disorder, 151–152
for binge eating disorder (BED), 267
for bulimia nervosa, 266–267
children, psychiatric medications 

for, 464
compliance and schizophrenia, 388
for eating disorders, 266–267
for enuresis, 468
for HIV/AIDS, 531
misdiagnosis of reactions to, 81
for pain, 535–536
for personality disorders, 427
polypharmacy, 564
prescription privileges, 563–564
psychoactive medications, use of,  

564
refusal of, 555–557
for schizophrenia, 386–388
sexual dysfunctions and, 299
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for somatoform disorders, 178
substance abuse in older adults, 493

Meditation and stress, 539
Medroxyprogesterone acetate for 

paraphilias, 313
Medulla pons, 44
Melancholia, 14

psychodynamic theory and, 223–224
Melatonin and seasonal affective disorder 

(SAD), 232
Memantine, 507
Memoir on Madness, 17
Memory. See also Alzheimer’s disease; 

Dementia
hippocampus and, 46
recovered memories, 187–188
schizophrenia and, 370

Menarche and sleep disorders, 528
Mens rea, 553
Menstruation

amenorrhea and anorexia nervosa, 244
menarche and sleep disorders, 528

Mental filtering, 32
Mental illness, 103

deinstitutionalization and, 548–550
homelessness and, 550
insanity compared to, 552–553
in prisons and jails, 554
suicide, risk factor for, 216

Mental representations of self, 28
Mental retardation, 434–442. See also 

Down syndrome
cultural-familial retardation, 440–441
DSM-IV-TR (Diagnostic and 

Statistical Manual of Mental 
Disorders) on, 435

functional impairment, 436–437
misdiagnosis of, 81
pervasive developmental disorders 

(PDD) and, 449
shared psychotic disorder and, 377

Mescaline, 337
Mesmerism, 18
Metacognition, 434

worry and, 117
Methadone, 335–336

heroin, replacement for, 351
Methamphetamine, 331
Methedrine, 331
Midbrain, 44
Middle Ages, 15–17
Migraine headaches

clinical biofeedback and, 100
dissociative disorders and, 185

Mild cognitive impairment (MCI),  
504, 506

Mild intellectual disability, 435
Military. See also PTSD (posttraumatic 

stress disorder)
chronic fatigue syndrome (CFS) 

and, 173
Millon Clinical Multiaxial Inventory 

(MCMI), 89
Mind-body dualism, 514–515
Mind reading, 101
Minnesota Multiphasic Personality 

Inventory (MMPI), 88–89
revised version of, 88–89

Misdiagnosis, 81
Mislabeling, 32
Mixed state of bipolar disorder, 207
MMPI (Minnesota Multiphasic 

Personality Inventory). See 
Minnesota Multiphasic Personality 
Inventory (MMPI)

MMPI-2, 88–89
MMR vaccine and autistic disorder, 451
M’Naghten Rule, 552–553
Modeling and somatoform disorders, 175
Models, 25

behavioral models, 29–31
biological models, 25–28
biopsychosocial model, 35–36

diathesis-stress model, 36
psychological models, 28–32
sociocultural models, 32–35

Moderate intellectual disability, 435
Moderator variable, 61
Molecular genetics, 53–54
Monitoring in single-case designs, 57
Monozygotic twins. See Twin studies
Mood disorders, 200–239. See also Bipolar 

disorder; Depression; Dysthymia; 
Major depressive disorder

antidepressants for, 230–231
artistic creativity and, 209
attachment theory and, 225
behavioral activation treatment for 

depression (BATD), 229–230
behavioral theories of, 225
biological factors of, 220–222
biological treatments for, 230–233
CBT (cognitive-behavioral therapy) 

for, 228–229
cognitive theory and, 226–227
environmental factors and, 222–223
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(PKU)
Phenylketonuria (PKU), 438–439
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Plateau stage, 276–277
Play, traumatic, 138
Pleasure neurotransmitter, 342
Plethysmography, 312
PNS (peripheral nervous system), 43, 

47, 114
Polypharmacy, 564
Polyunsaturated fatty acids and 

dementia, 505
Pons, 45
Poor conflict resolution and eating 

disorders, 263
Population level, research at, 69–71
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Primary prevention, 538
Primary reinforcers, 30
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of substance-related disorders,  

342–343
Psychological treatments

for anxiety disorders, 153–154
for bipolar disorder, 234

for gender identity disorder (GID), 289
for mood disorders, 228–230

Psychologists
licensing of, 562
malpractice by, 562–563
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287–288
of paraphilias, 311
and sexual dysfunctions, 300–301
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placebos, use of, 568
at population level, 69–71
rights of participants in, 565–567
translational research, 42
Tuskegee experiment, 569–570
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and, 173
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CBT (cognitive-behavioral therapy) 

for, 388–390
children and, 373
cognitive impairment and, 365
culture and, 369–370, 384
defined, 361–362
depression and, 369
developmental factors and, 373–375
diagnosis of, 372
dopamine hypothesis, 378–379
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374–375
employment

supported employment, 390
work performance, 371

epidemiology of, 371
ethics and responsibility and, 370–373
etiology of, 378–385
executive functioning and, 370
expressed emotion (EE) and, 384
family influences, 383–385
functional impairment with, 368–370
gender and, 371–372
gene-environment correlation, 385
genetics and, 379–380
homelessness and, 549–550
institutionalization and, 548
medications for, 386–388
misdiagnosis of, 81
negative symptoms, 365

serotonin and, 379
neuroanatomy of, 381
neurodevelopment model of, 382–383
neurotransmitters and, 378–379
obstetrical complications and, 382
in older adults, 493–496
positive symptoms of, 362–365
prenatal development and, 381–382
psychosocial treatments, 388–390
race and ethnicity and, 371–373
real life case study, 391
recovery, periods of, 369
schizoeffective disorder, 376
schizophreniform disorder, 375–376
social cognition and, 365–366
social skills training for, 390

speech abnormality and, 364
subtypes of, 366, 367
suicide and, 216, 366–367
supported employment for, 390
synaptic pruning in, 382–383
traits associated with, 385
transcranial magnetic stimulation 

for, 389
treatment of, 386–390
twin studies on, 52–53
types of delusions and 

hallucinations, 363–364
violence and, 370
viral theories of, 381–382
work performance and, 371

Schizophrenic spectrum disorder, 380
Schizophreniform disorder, 375–376
Schizophrenogenic mother, 383–384
Schizotypal personality disorder, 401,  

403–404
DSM-IV-TR (Diagnostic and 

Statistical Manual of Mental 
Disorders) on, 401

Scientific evidence, 16
Scientist-practitioner model, 25
Screening assessments, 78–80
Seasonal affective disorder (SAD), 232
Secobarbitol, 334
Seconal, 334
Secondary appraisal, 517
Secondary enuresis, 466
Secondary premature ejaculation, 295
Secondary prevention, 538
Secondary reinforcers, 30
Second-generation antidepressants, 231
Sedative drugs, 333–335

for schizophrenia, 386
Seizures. See also Epilepsy

alcohol withdrawal and, 326
in conversion disorder, 166

Selective amnesia, 181
Selective optimization and 

compensation, 478
Selective serotonin reuptake inhibitors 

(SSRIs), 145
for anxiety disorders, 151–152
for autistic disorders, 454
for depression, 231
for older adults, 488
paraphilias, treatment of, 313
sexual dysfunction and, 301
for somatoform disorders, 178

Selective thinking, 227
Self-efficacy, 527, 538

illness and, 540
Self-esteem

anorexia nervosa and, 244
binge eating disorder (BED) and, 254
bulimia nervosa and, 251
depression and, 224
eating disorders and, 244, 251, 254, 

264
personality disorders and, 423
sexual dysfunctions and, 297

Self-fulfilling prophecies, 104, 227
sexual dysfunctions and, 301

Self-harm. See also Suicide
borderline personality disorder 

and, 408, 409
schizophrenia and, 366–367

Self-medication hypothesis, 367–368
Self-monitoring

in behavioral assessment, 97–98
and eating disorders, 268

Self-referent comparisons, 83
Self-report measures, 87
Self-significance, delusions of, 363
Semi structured interviews, 88
Sensate focus and pleasuring, 303
Sensitivity of screener, 79
Sensory deficit and conversion 

disorder, 166
Sensory-somatic nervous system, 47

Separation. See also Separation anxiety 
disorder (SAD)

depression and, 225
Separation anxiety disorder (SAD),  

6, 12, 140–141
DSM-IV-TR (Diagnostic and 

Statistical Manual of Mental 
Disorders) on, 140

panic disorder and, 140
Serotonergic system, 221
Serotonin, 498

alcohol use and, 342
anxiety disorders and, 145
cocaine and, 342
eating disorders and, 260
schizophrenia and, 379
stressful life events and, 224
suicide and, 216

SES (socioeconomic status)
ADHD (attention-deficit with 

hyperactivity disorder) and, 458
cultural-familial retardation, 440–441
eating disorders and, 256
erectile dysfunction, prevalence of, 299
generalized anxiety disorder (GAD) 

and, 125
health and, 523
intellectual disability and, 440
intelligence tests and, 94
pica and, 465
psychological disorders and, 10–13
PTSD (posttraumatic stress disorder) 

and, 139–140
smoking and, 527
in sociocultural model, 33
substance-related disorders and, 344
suicide and, 215

Set shifting, 91
Severe intellectual disability, 435
Sex drive, 277–278
Sex education for paraphilias, 314
Sex reassignment surgery, 284, 286, 

288–289
Sex therapy, 303
Sexual abuse

dissociative disorders and, 186–187
personality disorders and, 422
somatoform disorders and, 175–176

Sexual addiction, 292
Sexual arousal disorders, 291–292

combined sexual arousal disorder, 292
DSM-IV-TR (Diagnostic and 

Statistical Manual of Mental 
Disorders) for, 291

Sexual assault/harassment and 
PTSD, 139

Sexual aversion disorder, 291
Sexual behavior. See also HIV/AIDS; 

Sexual dysfunctions
age and, 279
cancer and, 533
culture and, 279–280
cybersex, 280, 281
excessive sexual behaviors, 339
frequency of thinking about, 279
race and ethnicity and, 279–280
understanding, 278–282

Sexual Behavior in the Human Female 
(Kinsey), 276

Sexual Behavior in the Human Male 
(Kinsey), 276

Sexual desire disorders, 290–291
DSM-IV-TR (Diagnostic and 

Statistical Manual of Mental 
Disorders) for, 290

Sexual dysfunctions, 274–317, 276, 
290–304. See also Gender identity 
disorder (GID); Paraphilias; Sexual 
arousal disorders; Sexual desire 
disorders; Sexual pain disorders

behavioral theories of, 300–301
biological factors of, 300
biological treatments of, 301–302
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case study comparisons, 293
development factors and, 299
epidemiology of, 297
etiology of, 299–301
functional impairments and, 297
gender and, 297–299
hypersexual disorder, 292
male erectile disorder, 292
orgasmic disorders, 292–294
prevalence by gender, 298
psychosocial factors and, 300–301
psychosocial treatments for, 303–304
race and ethnicity and, 297–299
real life case study, 315
sexual addiction, 292
sexual aversion disorder, 291
treatment of, 301–304

Sexual functioning, 276–277. See also 
Sexual dysfunctions

depression and, 301
gender differences in, 277–278
sexual response cycle, 277

Sexual masochism, 309–310
Sexual orientation. See also 

Homosexuality
biological factors and, 281
development of, 281–282
fluidity in, 280

Sexual pain disorders, 295–296
DSM-IV-TR (Diagnostic and 

Statistical Manual of Mental 
Disorders) for, 296

Sexual response cycle, 277
Sexual sadism, 309–310
Sham TMS, 389
Shaping, 30

for autistic disorder, 453
for intellectual disability, 441

Shared psychotic disorder, 377
Sharing the Final Journey: Walking with the 

Dying (Wylie), 501
Shenjing shuairuo, 173–174
Short-term stress, 518
“Should” statements, 32
Shubo-kyofu, 173
Shyness, 10
Sibling rivalry, 28
SIDS (sudden infant death syndrome) and 

smoking, 324
Significant subaverage intellectual 

functioning, 435
Sildenafil, 301–302
Simple deviance, 8–9
Single-case designs, 56–57

limitations of, 58–59
Single individuals, multiple baseline 

design with, 58
Situational animal phobias, 143
Situationally bound panic attacks, 120
Situationally cued panic attacks, 120
Situational phobias, 129, 131

animal phobias, 143
60 Minutes, 352
Skills training. See Social skills training 

(SST)
Sleep, 527–529. See also Enuresis; 

Nightmares
bipolar disorder and, 234
EEG (electroencephalogram) for 

monitoring, 99–100
good sleep habits, 529
health and, 527–528
hypersomnia, MAOIs for, 230
insomnia, 528
isolated sleep paralysis, 372, 528

Sleep paralysis, 372, 528
Sleeptalking, 99
Sleep terrors, 527
Sleepwalking, 99, 527
Smell. See Olfaction
Smoking

cancer and, 532
health and, 527

older adults and, 491
Youth Risk Behavioral Survey on, 67

SNRIs (serotonin and norepinephrine 
reuptake inhibitors), 231

SNS (sympathetic nervous system), 47, 
114–115. See also Parasympathetic 
nervous system

diagram of, 115
Social anxiety disorder, 125–128
Social class. See SES (socioeconomic 

status)
Social cognition and schizophrenia,  

365–366, 385
Social dysfunction, 9. See also Social 

phobias
anxiety disorders and, 120

Social learning theory
no trial learning, 31
substance-related disorders and, 343

Social Phobia and Anxiety Inventory for 
Children (SPAI-C), 85

Social phobias, 12, 125–128
benzodiazepines for, 152
distressful social situations, 

developmental differences 
in, 127

genetics and, 143
IPT (interpersonal psychotherapy) 

for, 153
real story of, 127
taijin kyofusho, 128
virtual reality therapy for, 154

Social Readjustment Rating Scale 
(SRRS), 518–519

Social relatedness, deficits of, 447
Social skills training (SST)

for anxiety disorders, 154
for paraphilias, 314
for schizophrenia, 390
for substance-related disorders, 348

Social support
cancer and, 533
and health, 523

Social zeitgeber hypothesis, 234
Sociocultural model, 32–35

of dissociative identity disorder 
(DID), 188–189

Sociocultural theories
of eating disorders, 264–265
of personality disorders, 424–425
schizophrenia and, 372

Socioeconomic status (SES). See SES 
(socioeconomic status)

Sociopathy, 404
Somatic amplification, 176
Somatic delusions, 363, 377
Somatic hallucinations, 363
Somatic sensory system, 114
Somatic symptoms disorders, 170–171
Somatization disorders, 162–164

common symptoms, 164
DSM-IV-TR (Diagnostic and 

Statistical Manual of Mental 
Disorders) on, 163

medical use and, 171
Somatoform disorders, 161–179. See 

also Body dysmorphic disorder 
(BDD); Conversion disorder; 
Hypochondriasis

cognitive theories of, 176–177
common factors in, 170–171
developmental factors in, 174
doctor-shopping and, 172
epidemiology of, 172
etiology of, 175–178
functional impairment with, 171–172
gender and, 172–174
integrative model of, 177–178
medical use and, 171–172
psychosocial factors in, 175–177
race and ethnicity and, 172–174
sexual abuse and, 175–176
shenjing shuairuo, 173–174

treatment of, 178–179
Somnambulism, 99
Somniloquy, 99
Sounding out words, 443
Specific immune system responses, 520
Specificity of screener, 79
Specific phobias, 128–131

DSM-IV-TR (Diagnostic and 
Statistical Manual of Mental 
Disorders) on, 129

percentage of adults with, 130
Speech

Alzheimer’s disease, aphasia in, 500
schizophrenia and, 364

Speed, 331
Spinal cord, 43, 45
Spirituality and older adults, 494–495
Split personality, 362
SSRIs (selective serotonin reuptake 

inhibitors). See Selective serotonin 
reuptake inhibitors (SSRIs)

St. Mary of Bethlehem, London, 16–17
Standard deviations (SDs), 82–83
Standardization of scores, 82–83
Stanford-Binet Intelligence Scale, 93
Startle response, 136
States vs. traits, 396
Statistical prediction, 84–85
Statistical significance, 64–65
Stereotyping in diagnostic categories, 105
Stigmas, 104

bulimia nervosa and, 249
group studies, stimatization in, 65

Stillbirth, smoking and, 324
Stimulants and ADHD, 458–459
Stimulus control, 538
Stomachaches and separation anxiety 

disorder (SAD), 140
Stop-squeeze technique, 303
The Strange Case of Dr. Jekyll and Mr. Hyde 

(Stevenson), 362
Stress, 515–525. See also Life events; 

PTSD (posttraumatic stress 
disorder)

appraisal process, 516–517
brain functioning and, 146
chronic fatigue syndrome (CFS) 

and, 173
defined, 516–517
gender and, 523–524
immune system and, 520–521
impact on health, 519–523
life-span developmental diathesis-stress 

model, 483
management of, 538–539
measuring, 518–519
moderators of, 522–523
mood disorders and, 222–223
older adults and, 484–485
physiology of, 519–512
psychological impact of, 521–522
race and ethnicity and, 523
recurrent abdominal pain (RAP) 

and, 523–524
religion and, 525
sexual dysfunctions and, 300–301
Social Readjustment Rating Scale 

(SRRS), 518–519
Type A behavior pattern and, 522

Stress moderators, 522
Stressors, 516
Stress reaction, 517–518
Stroke

amnesia after, 180
dissociative disorders and, 185

Structured interviews, 87–88
Studies in Hysteria (Freud & Breuer), 20
Subcortical dementia, 502–503
Subjective binge, 249
Subjective responses, 87
Subjective sexual arousal disorder, 291–292
Sublimation, 21
Substance dependence, 320–321

Substance-induced dementia, 500, 502
Substance intoxication, 320
Substance-related disorders, 318–357, 

320–321. See also Withdrawal
agonist substitution therapy, 351
antagonist treatments, 351
aversion therapy for, 348–349, 

351–352
avoidance of stimulus, 346–347
behavioral theories of, 342–343
biological factors and, 340–342
biological treatments for, 350–353
classical conditioning and, 348–349
cognitive theories of, 343
conduct disorder and, 462
contingency management 

approaches, 349
depression and, 213
developmental factors, 344–345
environmental factors and, 344
ethics and responsibility in treatment 

of, 350
etiology of, 340–345
gender and treatment for, 353
genetics and, 340–341
HIV/AIDS and, 530–531
intervention for, 345
lapses in, 347
motivational enhancement therapy 

for, 347–350
neurobiology and, 341–342
in older adults, 489–493
operant conditioning and, 348–349
poly-substance abuse, treating,  

354–355
principles for treatment of, 346
psychological factors, 342–343
race and ethnicity and treatment 

for, 353
real case study, 354–355
relapse prevention, 347
severity of problem, 320–322
social skills training and, 348
sociocultural factors and, 344
stress and, 521
suicide attempts and, 216
treatment of, 345–353
twelve-step programs, 349–350
vaccines for, 352–353

Substance use. See Alcohol use; Drug use; 
Substance-related disorders

Substantia nigra, 45
Subthalamic nucleus, 45
Subthreshold conditions

of anorexia nervosa, 245
for bulimia nervosa, 249

Subthreshold syndromes, 106
Subtypes of schizophrenia, 366, 367
Succubi, 16
Suffering or humiliation to oneself 

or others, sexual arousal 
involving, 309–310

Suicidal ideation, 214
Suicidal thinking, 8

selective serotonin reuptake inhibitors 
(SSRIs) and, 231

Suicide, 213–219
by adolescents, 215
of anorexia nervosa, 246
at-risk groups, focus on, 218
attempts, 214

treatment after, 219
biological factors and, 216
bipolar disorder and, 216
body dysmorphic disorder (BDD) 

and, 169, 174
by children, 215–216
conduct disorder and, 462
confidentiality exceptions and, 559
copycat suicides, preventing, 218–219
critical incident debriefing (CID) 

and, 219
family history and, 216–217
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Suicide (continued )
Hispanic Americans adolescents 

and, 35
homosexuality and, 215–216
mental illness and, 216
older adults and, 481–482
panic attacks and, 123
portrait of suicidal persons, 214–215
prevention of, 218–219
psychological autopsy for, 217–218
race and ethnicity and, 215
risk factors for, 216–217
schizophrenia and, 216, 366–367
societal level prevention, 218–219
substance-related disorders and, 336
understanding, 217–218

Suicide clusters, 218–219
Suicide hotlines, 218–219
Suicide pacts, 219
Summer Treatment Program for 

ADHD, 459
Sun exposure and cancer, 532
Superego, 20
Supported employment and 

schizophrenia, 391
Suppression, 21
Surgery. See also Neurosurgery

gamma knife surgery, 152
for obsessive-compulsive disorder 

(OCD), 152
sex reassignment surgery, 284, 286, 

288–289
Surgical placebos, 568
Suspiciousness and culture, 34
Sybil, 181, 189, 362
Symbionese Liberation Army (SLA),  

556
Sympathetic-adrenomedullary system 

(SAM), 520
Sympathetic nervous system (SNS). See 

SNS (sympathetic nervous system)
Symptoms

culture and expression of, 34
psychological tests for specific 

symptoms, 96
Symptom validity tests (SVTs) for 

ADHD, 195
Synapses, 26, 43–44

neurotransmitters and, 48–49
Synaptic pruning, 382–383
Syphilis, 19

Tuskegee experiment, 569–570
Systematic desensitization, 29
Systematic Treatment Enhancement 

Program for Bipolar Disorder 
(STEP-BD), 234

Tadalafil, 301–302
Taijin kyofusho, 128, 173
Talking cure, 19
Tangible social support, 523
Tangles in Alzheimer’s disease, 26
Tantrums, 30
Tarantism, 15
Tarasoff decision, 560–561
Tardive dyskinesia, 387
Taxi Driver, 552
Teeth and bulimia nervosa, 250
Temperament, 146–147

childhood, tracking from, 421
personality disorders and, 420

Temporal lobe, 46
personality disorders and, 422

Tend and befriend strategy, 524
Test battery, 87
Testosterone

paraphilias, treatment of, 313
and sex reassignment surgery, 288
for sexual dysfunctions, 301

Test-retest reliability, 83
Tetrahydrocannabinol (THC), 328
Thalamus, 44–45

fetal alcohol syndrome (FAS) and,  
441

Theft and conduct disorder, 461
Thematic Apperception Test (TET), 94, 

96
Thiamin and alcohol use, 326
Thimerosal and autistic disorder, 452
Thinking errors, 226–227
Thought blocking, 364
Thought broadcasting, 363
Thought insertion, 363
Thought restructuring record, 229
Thought withdrawal, 363
The Three Faces of Eve, 181, 362
Thumb-sucking and PTSD, 138
Thyroid hormones, 47
Time-outs, 30
T-lymphocytes, 520–521
TMJ (temporomandibular joint) 

dysfunction, 100
Tolerance, 320

to cannabis, 329
substance dependence and, 321–322

Toluene inhalants, 338
Touched with Fire ( Jamison), 209
Traditional antidepressants, 230
Trait anxiety, 143
Traits

schizophrenia, traits associated 
with, 385

states vs., 396
Transcranial magnetic stimulation (TMS)

for anxiety disorders, 152
for depression, 232–233
for schizophrenia, 389

Transgender behavior, 283
Transient hypochondriasis, 168–169
Translational research, 42
Transsexualism, 283
Transtheoretical model (TTM), 347–348
Transvestic fetishism, 283, 304

DSM-IV-TR (Diagnostic and 
Statistical Manual of Mental 
Disorders) for, 305

Trauma. See also PTSD (posttraumatic 
stress disorder)

causes of, 438
chronic fatigue syndrome (CFS) 

and, 173
dementia due to, 500
intellectual disability and, 438
personality disorders and, 422

Traumatic play, 138 
Treatment. See also Older adults

of ADHD (attention-deficit with 
hyperactivity disorder), 458–460

of Alzheimer’s disease, 505–507
of anorexia nervosa, 265–270
of anxiety disorders, 150–156
of autistic disorder, 453–454
of bipolar disorder, 233–235
of conduct disorder, 463–464
of dementia, 505–507
of depression, 228–233
for dissociative disorders, 189–190
of eating disorders, 265–270
of factitious disorders, 194–195
of gender identity disorder 

(GID), 288–289
of intellectual disability, 441–442
of learning disorders, 445–446
of major depressive disorder, 228–233
of malingering, 194–195
of mood disorders, 228–236
of oppositional defiant disorder 

(ODD), 463–464

of paraphilias, 312–314
of personality disorders, 425–427
of poly-substance abuse, 354–355
refusal of, 555–557
of schizophrenia, 386–390
of sexual dysfunctions, 301–304
of somatoform disorders, 178–179
of substance-related disorders,  

345–353
and suicide attempts, 219

Trephination, 13
Trichotillomania, 57–58, 135

obsessive-compulsive disorder (OCD) 
and, 135

OCD spectrum disorders and, 134
Tricyclic antidepressants, 230
Triggers and substance-related 

disorders, 342–343
Trung gio, 123
Tuberous sclerosis complex (TSC), 438, 

439–440
Tumors, 438. See also Brain tumors
Tuskegee experiment, 569–570
Twelve-step programs, 349–350
Twentieth century, 20–23
Twin studies, 50, 52–53

on anxiety disorders, 142–143
on personality disorders, 421–422
on schizophrenia, 379–380

Two-item screening instruments, 79
Type A behavior pattern, 522
Type II diabetes, 525–526
Typical antipsychotics, 386–387

Ulcer-prone personality, 515
Unconditional positive regard, 32
Unconditional stimulus (UCS), 22–23
Unconditioned place preference, 343
Undifferentiated schizophrenia, 367
Undifferentiated somatoform 

disorder, 164
remission rates for, 171–172

Undoing, 21
Undue importance on weight, 244
Unstructured interviews, 87–88
Uplifts Scale, 519
Uppers, 331

Vaccines
autistic disorder and, 451
for substance-related disorders,  

352–353
Vaginal dilators, 303–304
Vaginal plethysmography, 312
Vaginismus, 296

environmental factors and, 301
sex therapy for, 303
treatment for, 303–304

Validity
in clinical assessments, 84–85
Rorschach Inkblot Tests and,  

94
Valium, 152, 334
Vardenafil, 301–302
Vascular dementia, 500, 501–502
Vascular depression, 480–481
Vasocongestion, 277
Vasovagal syndrome, 130–131
Ventricles of brain and schizophrenia,  

381
Ventromedial hypothalamus, 259
Very-late-onset schizophrenia, 493
Viagra, 301–302

for female arousal disorder, 302
Vicarious conditioning, 148
Vicarious learning theory, 148
Vicodin for pain, 535
Violence. See also Oppositional defiant 

disorder (ODD)

domestic violence in sociocultural 
model, 33

prediction of violent patients, 561
schizophrenia and, 370

Viral infection theory, 27–28
Virtual reality therapy, 154
Viruses. See also HIV/AIDS

chronic fatigue syndrome (CFS) and 
retroviruses, 173

schizophrenia, viral theories 
of, 381–382

viral infection theory, 27–28
Vision

conversion disorder and, 166
hallucinations, visual, 363, 364
reaction time task, 312–313

Vitamins and dementia, 505, 507
Voices, hearing, 360
Vomiting. See also Bulimia nervosa

anorexia nervosa and, 243–244
Voyeurism, 308

DSM-IV-TR (Diagnostic and 
Statistical Manual of Mental 
Disorders) on, 307

Waxy flexibility, 364
Wechsler Adult Intelligence Scale 

(WAIS-IV), 93–94
Wechsler Intelligence Scale for Children 

(WISC-IV, 6-16 years), 94
Wechsler Preschool and Primary Scale 

of Intelligence (WPPS-III, 2½-7 
years), 94

Weight. See also Anorexia nervosa; Obesity
MAOIs for, 230
undue importance on, 244

Wernicke-Korsakoff syndrome, 326
Wernicke’s encephalopathy, 326
WHO (World Health Organization)

Composite International Diagnostic 
Interview, 71

health, defined, 514
International Classification of Diseases 

and Related Health Problems 
(ICD), 102, 103–104

on suicide, 214
Whooping cough, 442
Williams syndrome, 438
Wind attacks, 123
Wisconsin Card Sorting Test 

(WCST), 91
Witchcraft, 15–16

older adults and, 494–495
Withdrawal

from alcohol use, 326
biological treatment for, 351
from opioids, 335
substance dependence and, 321–322

Within-category variability, 106
World Medical Assembly, 566
World War II, Nuremberg Code 

and, 565–566
Worry, 117

separation anxiety disorder (SAD) 
and, 140

somatoform disorders and, 178
Written expression, disorder of,  

444

Xanax, 152, 334
XX chromosome, 51
XY chromosome, 51

Yoga and stress, 539
York Retreat, England, 17–18
Youth Risk Behavioral Survey, 67
Yo-yo dieting, 254

Zoloft, 151
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DSM-IV-TR Classification: Axes I and II

AXIS I

DISORDERS USUALLY FIRST DIAGNOSED IN INFANCY,  
CHILDHOOD, OR ADOLESCENCE 

Mental Retardation (See Axis II) 
Learning Disorders

Reading Disorder
Mathematics Disorder
Disorder of Written Expression
Learning Disorder NOS (Not Otherwise Specified) 

Motor Skills Disorder
Developmental Coordination Disorder 

Communication Disorders
Expressive Language Disorder
Mixed Receptive-Expressive Language Disorder
Phonological Disorder
Stuttering
Communication Disorder NOS 

Pervasive Developmental Disorders
Autistic Disorder
Rett’s Disorder
Childhood Disintegrative Disorder
Asperger’s Disorder 

Attention-Deficit and Disruptive Behavior Disorders
Attention-Deficit/Hyperactivity Disorder
Attention-Deficit/Hyperactivity Disorder NOS
Conduct Disorder
Oppositional Defiant Disorder
Disruptive Behavior Disorder NOS 

Feeding and Eating Disorders of Infancy or Early Childhood
Pica
Rumination
Feeding Disorder of Infancy or Early Childhood 

Tic Disorders
Tourette’s Disorder
Chronic Motor or Vocal Tic Disorder
Transient Tic Disorder
Tic Disorder NOS  

Elimination Disorders
Encopresis
Enuresis (Not Due to a General Medical Condition) 

Other Disorders of Infancy, Childhood, or Adolescence
Separation Anxiety Disorder
Selective Mutism
Reactive Attachment Disorder of Infancy or Early Childhood
Stereotypic Movement Disorder
Disorder of Infancy, Childhood, or Adolescence NOS 

DELIRIUM, DEMENTIA, AND AMNESTIC  
AND OTHER COGNITIVE DISORDERS 

Delirium
Delirium Due to [Indicate the General Medical Condition]
Substance Intoxication/Withdrawal Delirium
Delirium Due to Multiple Etiologies
Delirium NOS 

Dementia
Dementia of The Alzheimer’s Type, with Early Onset
Dementia of The Alzheimer’s Type, with Late Onset
Vascular Dementia
Dementia Due to Other General Medical Conditions  

[Specify Condition] 
Amnestic Disorders

Amnestic Disorder Due to [Indicate the General  
Medical Condition]

Substance-Induced Persisting Amnestic Disorder
Amnestic Disorder NOS 

Other Cognitive Disorders
Cognitive Disorder NOS 

MENTAL DISORDERS DUE TO A GENERAL MEDICAL  
CONDITION NOT ELSEWHERE CLASSIFIED 

Catatonic Disorder Due to  
[Indicate the General Medical Condition] 

Personality Change Due to  
[Indicate the General Medical Condition] 

Mental Disorder NOS Due to  
[Indicate the General Medical Condition] 

SUBSTANCE-RELATED DISORDERS 
Alcohol-Related Disorders 
Amphetamine (or Amphetamine-Like)-Related Disorders 
Caffeine-Related Disorders 
Cannabis-Related Disorders 
Cocaine-Related Disorders 
Hallucinogen-Related Disorders 
Inhalant-Related Disorders 
Nicotine-Related Disorders 
Opioid-Related Disorders 
Phencyclidine (or Phencyclidine-Like)-Related Disorders 
Sedative-, Hypnotic-, or Anxiolytic-Related Disorders 
Polysubstance-Related Disorder 

SCHIZOPHRENIA AND OTHER PSYCHOTIC DISORDERS 
Schizophrenia

Paranoid Type
Disorganized Type
Catatonic Type
Undifferentiated Type
Residual Type 

Schizophreniform Disorder 
Schizoaffective Disorder 
Delusional Disorder 
Brief Psychotic Disorder 
Shared Psychotic Disorder 
Psychotic Disorder Due to  

[Indicate the General Medical Condition] 
Substance-Induced Psychotic Disorder 
Psychotic Disorder NOS 

MOOD DISORDERS 
Depressive Disorders 

Major Depressive Disorder
Dysthymic Disorder
Depressive Disorder NOS 

Bipolar Disorders
Bipolar I Disorder
Bipolar II Disorder
Cyclothymic Disorder
Bipolar Disorder NOS 

Mood Disorder Due to  
[Indicate the General Medical Condition] 

Substance-Induced Mood Disorder  
Mood Disorder NOS 

ANXIETY DISORDERS 
Panic Disorder 

Without Agoraphobia
With Agoraphobia 

Agoraphobia Without History of Panic Disorder 
Specific Phobia 
Social Phobia (Social Anxiety Disorder) 
Obsessive-Compulsive Disorder  
Posttraumatic Stress Disorder  
Acute Stress Disorder 
Generalized Anxiety Disorder 
Anxiety Disorder Due to  

[Indicate the General Medical Condition] 
Substance-Induced Anxiety Disorder  
Anxiety Disorder NOS 

SOMATOFORM DISORDERS 
Somatization Disorder 
Undifferentiated Somatoform Disorder 
Conversion Disorder  
Pain Disorder 
Hypochondriasis 
Body Dysmorphic Disorder 
Somatoform Disorder NOS 

FACTITIOUS DISORDERS 
Factitious Disorder 
Factitious Disorder NOS 
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DISSOCIATIVE DISORDERS 
Dissociative Amnesia 
Dissociative Fugue 
Dissociative Identity Disorder 
Depersonalization Disorder 
Dissociative Disorder NOS 

SEXUAL DYSFUNCTIONS 
Sexual Desire Disorders 

Hypoactive Sexual Desire Disorder
Sexual Aversion Disorder 

Sexual Arousal Disorders
Female Sexual Arousal Disorder
Male Erectile Disorder 

Orgasmic Disorders
Female Orgasmic Disorder
Male Orgasmic Disorder
Premature Ejaculation 

Sexual Pain Disorders
Dyspareunia (Not Due to a General Medical Condition)
Vaginismus (Not Due to a General Medical Condition) 

Sexual Dysfunction Due to a General Medical Condition  
[Specify Further] 

Substance-Induced Sexual Dysfunction 
Sexual Dysfunction NOS 

PARAPHILIAS 
Exhibitionism 
Fetishism 
Frotteurism 
Pedophilia  
Sexual Masochism 
Sexual Sadism 
Transvestic Fetishism  
Voyeurism 
Paraphilia NOS 

GENDER IDENTITY DISORDERS 
Gender Identity Disorder 
Gender Identity Disorder NOS 
Sexual Disorder NOS 

EATING DISORDERS 
Anorexia Nervosa  
Bulimia Nervosa  
Eating Disorder NOS 

SLEEP DISORDERS 
Primary Sleep Disorders

Dyssomnias
Primary Insomnia
Primary Hypersomnia 
Narcolepsy
Breathing-Related Sleep Disorder
Circadian Rhythm Sleep Disorder 
Dyssomnia NOS

Parasomnias
Nightmare Disorder
Sleep Terror Disorder
Sleepwalking Disorder
Parasomnia NOS 

Sleep Disorders Related to Another Mental Disorder
Insomnia Related to  

[Indicate Axis I or Axis II disorder]
Hypersomnia Related to  

[Indicate Axis I or Axis II disorder] 
Other Sleep Disorders

Sleep Disorder Due to a General Medical Condition
Substance-Induced Sleep Disorder 

IMPULSE-CONTROL DISORDERS NOT ELSEWHERE CLASSIFIED 
Intermittent Explosive Disorder 

Kleptomania 
Pyromania 
Pathological Gambling 
Trichotillomania 
Impulse-Control Disorder NOS 

ADJUSTMENT DISORDERS 
Adjustment Disorder with Depressed Mood 
Adjustment Disorder with Anxiety 
Adjustment Disorder with Mixed Anxiety and Depressed Mood 
Adjustment Disorder with Disturbance of Conduct 
Adjustment Disorder with Mixed Disturbance of Emotions  

and Conduct 

OTHER CONDITIONS THAT MAY BE A FOCUS  
OF CLINICAL ATTENTION 

PSYCHOLOGICAL FACTORS AFFECTING MEDICAL CONDITION 

MEDICALLY INDUCED MOVEMENT DISORDERS 

OTHER MEDICALLY INDUCED DISORDERS 

RELATIONAL PROBLEMS 
Relational Problem Related to a Mental Disorder  

or General Medical Condition 
Parent-Child Relational Problem 
Partner Relational Problem 
Sibling Relational Problem  

PROBLEMS RELATED TO ABUSE OR NEGLECT 
Physical Abuse of Child 
Sexual Abuse of Child 
Neglect of Child 
Physical Abuse of Adult 
Sexual Abuse of Adult 

ADDITIONAL CONDITIONS THAT MAY BE A FOCUS  
OF CLINICAL ATTENTION 

Noncompliance with Treatment 
Malingering 
Adult Antisocial Behavior 
Child or Adolescent Antisocial Behavior 
Borderline Intellectual Functioning 
Age-Related Cognitive Decline 
Bereavement 
Academic Problem 
Occupational Problem 
Identity Problem 
Religious or Spiritual Problem 
Acculturation Problem 
Phase of Life Problem 

AXIS II 

MENTAL RETARDATION 
Mild Mental Retardation 
Moderate Mental Retardation 
Severe Mental Retardation 
Profound Mental Retardation 

PERSONALITY DISORDERS 
Paranoid Personality Disorder 
Schizoid Personality Disorder 
Schizotypal Personality Disorder 
Antisocial Personality Disorder 
Borderline Personality Disorder 
Histrionic Personality Disorder 
Narcissistic Personality Disorder 
Avoidant Personality Disorder 
Dependent Personality Disorder 
Obsessive-Compulsive Personality Disorder 
Personality Disorder NOS   
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