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## Preface to the Second Edition

This edition includes a third part, which covers the three important topics that were omitted from the first edition, namely, the theory of factor pricing, general equilibrium theory, and welfare theory. Thus the book in its present form covers all the topics usually included in textbooks on price theory.
The additional topics are presented at an intermediate level, in keeping with the level of the first edition. The advantage of the presentation of these topics (over that of other microeconomics textbooks) is an attempt to separate clearly the basic general equilibrium theory from welfare economics. These two topics are usually presented together, with the result that students get confused as to the aims and nature of general equilibrium analysis. In addition we present a summary of recent work relating to the introduction of money in the traditional general equilibrium model.

Several new textbooks on price theory have been published since the first edition of this book. They all suffer from the same shortcoming of earlier textbooks, namely, they devote only a few pages to the analysis of the behaviour of oligopolistic firms, which are typical of the real business world. Thus this textbook continues to be the only one which devotes one-third of its total contents (length) to the new developments in the oligopoly front over the last two decades.
I would like to thank Professor John Hotson, Professor Lionel Needleman and Professor Wayne Thirsk of the University of Waterloo for their constructive criticisms and helpful comments. I am also indebted to my teaching assistant, Nicki Debiparshad, who helped me organise the contents of Part Three and clarify various issues.

# Preface to the First Edition 

This is an attempt to present a contemporary microeconomics textbook at an intermediate level. In teaching microeconomic theory at all levels and in various countries the author became increasingly aware of a twofold gap in the established textbooks in this field. Most of these texts use obsolete tools of analysis, namely smooth U-shaped cost curves and steeply sloping demand curves for the individual firms. Such cost and demand curves bear little resemblance to the real world cost and demand conditions, and hence are not suitable for the analysis of the behaviour of the modern large enterprise. Furthermore, it is a fact that in market economies oligopoly is the main market structure. Mixed and capitalistic economies continue to be characterised by increasing concentration in the industrial sector; still most micro-texts continue to do this fact scant justice, by devoting only a few pages to the analysis of oligopolistic behaviour. The impressive new developments in the oligopoly front over the last two decades are either being ignored or treated superficially in established textbooks. In this book we make an attempt to fill this gap.

The author has adopted the verbal method of presenting the material covered, with extensive use of diagrams to illustrate the verbal exposition. Mathematical proofs, where necessary, are presented in footnotes, or, when in the text, they are printed in small print so as not to interrupt the main theme.

The book is written at an intermediate level and is designed for undergraduate micro-theory courses. In addition, post-graduate courses in which micro-theory is taught not at too specialised a level, could make use of the text.

The approach adopted in this book is that of partial equilibrium analysis. We will be examining the behaviour of buyers and sellers in a particular industry in isolation from the conditions prevailing in other industries (markets). The interaction of industries as studied by various general equilibrium methods is discussed in the final chapters of this edition.

The book is divided in two parts. In Part One (Chapters 1-4) we examine the behaviour of the consumer and of other buyers, and we develop the basic tools of analysis of the behaviour of the firm, its revenue and cost curves. These curves determine the equilibrium output of the firm. The market demand and the market supply define the equilibrium of the industry. The revenue curve of the firms is closely related to market demand, while the cost curves of the firms determine the market supply. Thus the equilibrium of the firm defines and is defined by the equilibrium conditions of the industry. The revenue and costs of the firm and the demand and supply of the market determine the market price and the output of both the firm and the industry. Chapter 1 contains some definitions and a classification of the main market structures traditionally adopted in micro-economic theory. In Chapter 2 we develop the theory of consumer behaviour and market demand, paying special attention to the recent
developments in this field of microeconomics. In particular, we examine the attempts to abandon the non-operational concept of utility and to render the demand function dynamic by incorporating into it appropriate time lags. In Chapter 3 we develop the theory of production, stressing again the recent developments in this field. In Chapter 4 we examine the traditional and modern theories of cost, and we attempt a systematic analysis of the various types of economies of scale. We also present the available empirical evidence regarding the shape of cost curves, which refutes the smooth U shaped costs of the traditional theory. The main emphasis in Part One is on equipping the student with a 'kit of modern tools' of economic analysis, which will help him understand and analyse the complexities of the real business world.

Part Two of the book is divided in six sections. In Section A (Chapters 5-8) we examine the traditional theories of perfect competition, monopoly and monopolistic competition. In Chapters 5 and 6 we examine the behaviour of the firm in the basic market structures of perfect competition and monopoly. In Chapter 7 we discuss price discrimination, a practice widely used by firms in the modern business world. In Chapter 8 we examine the equilibrium of the firm and the industry in the market structure of monopolistic competition. The remaining five Sections of Part Two are devoted to the examination of the behaviour of the firm in oligopolistic market structures. Thus the greatest part of this book deals with oligopoly. There are several reasons for this. Firstly, oligopoly, as we said, is the main form of market structure in the modern industry. Secondly, there are many theories of oligopolistic behaviour, and each of them needs careful examination. Thirdly, theories of oligopoly developed since 1950 have mostly been omitted from textbooks. Almost all textbooks on microeconomics stop at the 'theory' of the kinked-demand curve. Even the classical oligopoly models of collusion and price leadership are dealt with inadequately in most textbooks. In this book we attempt a detailed examination of the main classical and modern theories of oligopoly. In Section B (Chapters 9-10) we examine the classical models of oligopoly (duopoly, cartels, price leadership). In Section C (Chapters 11-12) we examine the attack on marginalism and the abortive attempts to develop a theory of average-cost pricing as a substitute for the traditional marginalistic pricing models. In Section D (Chapters 13-14) we review the basic models of limit-pricing (or entrypreventing pricing). We discuss in detail the theories of J. Bain and subsequently we examine the recent developments in the limit-price theory (Sylos's model; Modigliani's formalisation of the entry-preventing models; Bhagwati's extensions of earlier models; Pashigian's 'mixed strategy'). In Section E (Chapters 15-17) we examine the managerial theories of the firm. We discuss in detail Baumol's 'sales maximisation' hypothesis, Marris's model of 'managerial enterprise', and Williamson's model of 'managerial discretion'. In Section F (Chapter 18) we examine the behavioural theory of the firm as developed by Cyert and March. Finally in Section G (Chapters 19-20) we discuss briefly the theory of games and the linear programming model of optimal decisionmaking. The models of entry-forstalling, of managerialism and behaviourism are largely ignored in textbooks or are mentioned briefly as 'experiments' in the theory of the firm. In this book we attempt to give these theories their due position in the theory of microeconomics.

Three important topics (factor pricing, general equilibrium, welfare theory) usually included in textbooks on price theory, are omitted from this text. The exclusion was dictated by financial cost considerations: the length of the text had to be kept within such limits that would make it possible to offer the book to students at a reasonable price. Given these length limitations and faced with the choice of either omitting part of the new material in this volume or excluding the above three topics, we felt that the second alternative was preferable. Thus we decided to bring up to date the major areas of micro-theory rather than rehash the material of the existing textbooks on
price theory. It is hoped that the comprehensive treatment of the material covered and the inclusion of the main 'recent' developments in the theory of the firm will provide the student with the necessary modern tools and general theoretical framework with which to approach and analyse with more realism the complex phenomena of the contemporary business world.

I am greatly indebted to Professor Charles F. Carter, Vice-Chancellor of the University of Lancaster and former Editor of the Economic Journal, who gave me the opportunity to write this book and made many constructive criticisms and valuable suggestions. I am also indebted to Professor Harry Townsend of the University of Lancaster who read through the typescript and made many helpful suggestions. From Professor Kenneth Alexander of the University of Strathclyde, Professor R. Barback of the University of Hull, Professor Robert Kerton and Professor Stanley Kardasz of the University of Waterloo, Mr. George McGregor-Reid, Mr. Len Skerrat, Mr. Ronald Akehurst, Mr. Geoffrey Dixon and Miss Susan Charles of the University of Lancaster I received helpful comments on particular sections of the book. Mr. Tin Nguyen of the University of Lancaster checked the examples and helped with various suggestions.

I am thankful to my students at the University of Lancaster and the University of Waterloo, Ontario, who with their comments and general reactions helped me improve the exposition of several parts of the book. Katherine Kossentos, Stuart James, Paul Pezaros, John Andrew, Antony Akeroyd and Ian Horgan deserve special mention. I have also benefited from the detailed comments of two anonymous referees. Any mistakes and defects, however, are my responsibility.

I would like to dedicate this book to Charles F. Carter, who taught me the real meaning of economics, and to Janet Carter, who taught me, in her own way, 'what the Ithakas mean'. ${ }^{1}$

Waterloo, Ontario, 1975
A. Koutsoyiannis

[^0]
## PART ONE

## BASIC TOOLS OF ANALYSIS

## 1. Introduction

## I. ECONOMIC MODELS

In this chapter we will introduce some definitions which will be needed throughout the book, and we will examine the classification of the main market structures traditionally adopted in microeconomic theory.

Economic theory aims at the construction of models which describe the economic behaviour of individual units (consumers, firms, government agencies) and their interactions which create the economic system of a region, a country or the world as a whole.

A model is a simplified representation of a real situation. It includes the main features of the real situation which it represents. A model implies abstraction from reality which is achieved by a set of meaningful and consistent assumptions, which aim at the simplification of the phenomenon or behavioural pattern that the model is designed to study. The degree of abstraction from reality depends on the purpose for which the model is constructed. The series of assumptions in any particular case are chosen carefully so as to be consistent, to retain as much realism as possible and attain a 'reasonable' degree of generality. Abstraction is necessary, given that the real economic world is extremely complex and any attempt to study it in its true form would lead to an analysis of unmanageable dimensions. Thus models do not describe the true economic world since by their nature they are constructed as abstractions from the 'truth'. However, abstraction does not imply unrealism, but is a simplification of reality. It is the beginning of understanding the great complexity of the real economic world.

A model can be constructed at different levels of aggregation, detail and sophistication depending on its purpose. There are two main purposes for which a model is builtanalysis and prediction.

Analysis implies the explanation of the behaviour of economic units, consumers or producers. From a set of assumptions we derive certain 'laws' which describe and explain with an adequate degree of generality the behaviour of consumers and producers.

Prediction implies the possibility of forecasting the effects of changes in some magnitudes in the economy. For example, a model of supply might be used to predict the effects of imposition of a tax on the sales of firms.

The validity of a model may be judged on several criteria. Its predictive power, the consistency and realism of its assumptions, the extent of information it provides, its generality (that is, the range of cases to which it applies) and its simplicity.

There is no general agreement regarding which of the above attributes of a model is more important. The views of economists range from Milton Friedman's position ${ }^{1}$ that the most important criterion of the validity of the model is its predictive performance,

[^1]to Paul Samuelson's position ${ }^{1}$ that realism of assumptions and power of the model in explaining the behaviour of the economic agents, producers or consumers, is the most important attribute of a model.

Most economists take the position that what is the most important attribute of a model depends on its purpose, the use to which one puts the model. Predictive performance is important when the purpose of the model is forecasting the effects of a certain change in a variable. Realism of assumptions and explanatory power are important features of a model if the purpose of the model is the explanation of why a system behaves as it does. Ideally a model should fulfil both criteria: it should be the best predictor of the behaviour of the system and provide the most complete explanation of this behaviour. However, this ideal is rarely met in practice, one reason being that the relationships in a model change continuously over time. Another reason is the skills of model-builders. A person that gives the best forecasts does not necessarily also provide the most accurate explanations. The model-builder must define the primary purpose of his model before constructing it. He should then build the model in such a way as to best attain its primary objective, even if this course of action means that the model will not be suitable for other secondary objectives. In particular, the number and nature of the assumptions of the model, its degree of detail (or level of aggregation) and the amount of information it can yield will depend on the purpose of building the model.

The purpose of the theory of the firm is to provide models for the analysis of the de-cision-making in the firm in various market structures. A theory of the firm should explain how the decisions of the firm are taken: how the firms set their price, decide the level and style of their output, the level of advertising expenses and other selling activities, the level of research and development expenditures, their financial policies, their investment decisions and so on.

A theory of the firm must have a minimum degree of generality so as to be applicable to the explanation of the behaviour of a 'group' of firms rather than to the explanation of the behaviour of a particular firm. Individual case studies are of interest to the particular firms to which they refer, but several case studies are required before a theoretical model of the behaviour of firms may be constructed.

We finally note that a model should be constructed in such a way so as to be testable, that is, to be capable of being verified or refuted when confronted (compared) with the true economic facts.

## II. CLASSIFICATION OF MARKETS

Various criteria have been suggested for the classification of markets. The basic criteria are the existence and closeness of substitutes (substitutability of products criterion) and the extent to which firms in the industry take into account the reactions of competitors (interdependence criterion). The latter criterion is closely related to the number of firms in the industry and the degree of differentiation of the product. If there are many firms in the industry each one of them will tend to ignore its competitors and act atomistically. If there are few firms in the industry each one will be conscious of its interdependence with the others and will take into account their reactions. Bain ${ }^{2}$ has suggested a third criterion for market classification, namely the 'condition of entry' which measures the 'ease of entry' in the various markets (see below).

[^2]Traditionally the following market structures are distinguished.

## Perfect competition

In perfect competition there is a very large number of firms in the industry and the product is homogeneous. Competition is perfect in the sense that every firm considers that it can sell any amount of output it wishes at the going market price, which cannot be affected by the individual producer whose share in the market is very small. Thus although competition is perfect, there is no rivalry among the individual firms. Each one firm acts atomistically, that is, it decides its level of output ignoring the others in the industry. The products of the firms are perfect substitutes for one another so that the price-elasticity of the demand curve of the individual firm is infinite. Entry is free and easy.

## Monopoly

In a monopoly situation there is only one firm in the industry and there are no close substitutes for the product of the monopolist. The demand of the monopolist coincides with the industry demand, which has a finite price elasticity. Entry is blockaded.

## Monopolistic competition

In a market of monopolistic competition there is a very large number of firms, but their product is somewhat differentiated. Hence the demand of the individual firm has a negative slope, but its price elasticity is high due to the existence of the close substitutes produced by the other firms in the industry. Despite the existence of close substitutes each firm acts atomistically, ignoring the competitors' reactions, because there are too many of them and each one would be very little affected by the actions of any other competitor. Thus each seller thinks that he would keep some of his customers if he raised his price, and he could increase his sales, but not much, if he lowered his price: his demand curve has a high price elasticity, but is not perfectly elastic because of the attachment of customers to the slightly differentiated product he offers. Entry is free and easy in the industry.

## Oligopoly

In an oligopolistic market there is a small number of firms, so that sellers are conscious of their interdependence. Thus each firm must take into account the rivals' reactions. The competition is not perfect, yet the rivalry among firms is high, unless they make a collusive agreement. The products that the oligopolists produce may be homogeneous (pure oligopoly) or differentiated (differentiated oligopoly). In the latter case the elasticity of the individual market demand is smaller than in the case of the homogeneous oligopoly. The sellers must 'guess' at the rivals' reactions (as well as at the consumers' reactions). Their decisions depend on the ease of entry and the time lag which they forecast to intervene between their own action and the rivals' reactions. Given that there is a very large number of possible reactions of competitors, the behaviour of firms may assume various forms. Thus there are various models of oligopolistic behaviour, each based on different reaction patterns of rivals.

From the above brief description of the characteristics of the various markets we may present a scheme of market classification using the following measures for the degree of product substitutability, sellers' interdependence and ease of entry.

The degree of substitutability of products may be measured by the conventional price cross-elasticity ( $e_{p}$ ) for the commodities produced by any two firms ${ }^{1}$

$$
e_{P, j i}=\frac{d q_{j}}{d p_{i}} \cdot \frac{p_{i}}{q_{j}}
$$

This measures the degree to which the sales of the $j$ th firm are affected by changes in the price charged by the $i$ th firm in the industry. If this elasticity is high, the products of the $j$ th and the $i$ th firms are close substitutes. If the substitutability of products in a market is perfect (homogeneous products) the price cross-elasticity between every pair of producers approaches infinity, irrespective of the number of sellers in the market. If the products are differentiated but can be substituted for one another the price crosselasticity will be finite and positive (will have a value between zero and infinity). If the products are not substitutes their price cross-elasticity will tend to zero.

The degree of interdependence of firms may be measured by an unconventional quantity cross-elasticity for the products of any two firms ${ }^{1}$

$$
e_{q, j i}=\frac{d p_{j}}{d q_{i}} \cdot \frac{q_{i}}{p_{j}}
$$

This measures the proportionate change in the price of the $j$ th firm resulting from an infinitesimally small change in the quantity produced by the $i$ th firm. The higher the value of this elasticity is, the stronger the interdependence of the firms will be. If the number of sellers in a market is very large, each one will tend to ignore the reactions of competitors, irrespective of whether their products are close substitutes; in this case the quantity cross-elasticity between every pair of producers will tend to zero. If the number of firms is small in a market (oligopoly), interdependence will be noticeable even when products are strongly differentiated; in this case the quantity cross-elasticity will be finite. ${ }^{2}$

For a monopolist both cross-elasticities will approach zero, since ex hypothesi there are no other firms in the industry and there are no close substitutes for the product of the monopolist.

The ease of entry may be measured by Bain's concept of the 'condition of entry', which is defined by the expression

$$
E=\frac{P_{a}-P_{c}}{P_{c}}
$$

where $\quad E=$ condition of entry
$P_{c}=$ price under pure competition
$P_{a}=$ price actually charged by firms.
The condition of entry is a measure of the amount by which the established firms in an industry can raise their price above $P_{c}$ without attracting entry (see Chapter 13).

[^3]The market classification which emerges from the application of the above three criteria is shown in table 1.1.

It should be noted that the dividing lines between the different market structures are to a great extent arbitrary. However, markets should be classified in one way or another for analytical purposes.

Table 1.1 Classification of markets ${ }^{1}$

|  | Substitutability- <br> of-product criterion | Interdependence- <br> of-sellers criterion | Ease-of-entry <br> criterion |
| :--- | :---: | :---: | :---: |
| Type of market | $e_{P, j i}=\frac{d q_{j}}{d p_{i}} \frac{p_{i}}{q_{j}}$ | $e_{Q, j i}=\frac{d p_{j}}{d q_{i}} \frac{q_{i}}{p_{j}}$ | $E=\frac{P_{a}-P_{c}}{P_{c}}$ |
| Pure competition <br> Monopolistic com- <br> petition | $0<\boldsymbol{e}_{P, j i}<\infty$ | $\rightarrow 0$ | $\rightarrow 0$ |
| Pure oligopoly <br> Heterogeneous <br> oligopoly <br> Monopoly* | $\rightarrow \infty$ | $\rightarrow 0$ | $\rightarrow 0$ |

* For the monopolist the price and quantity cross-elasticities refer to products and sellers in other industries.


## III. THE CONCEPT OF AN 'INDUSTRY'

In this book we will adopt the partial equilibrium approach. The basis of this approach is the study of the industry. In this section we will attempt to define this concept and show its usefulness in economic theory.

## A. THE IMPORTANCE OF THE CONCEPT OF AN 'INDUSTRY'

The concept of an industry is important for economic analysis. It is also important to the businessman, to the government, to those involved in the collection and processing of economic data, and to all research investigators.

In economic analysis the concept of an industry is very important in the study of competition. Firstly, it reduces the complex interrelationships of all firms of an economy to manageable dimensions. In a broad sense each firm is competing with any other firm in the economy. This might lead one to think that a general equilibrium approach in which the behaviour of each firm would be depicted by an equation (the Walrasian-type analysis) is more appropriate for the study of the economic reality. However, the general equilibrium has not as yet yielded a satisfactory framework for the analysis of the individual economic units, consumers or firms. The general equilibrium approach and its current applications (input-output analysis and aggregate econometric models) are designed to deal with a different range of problems than the partial equilibrium approach. The aggregate econometric models (and the input-output models) are relevant for the study and the prediction of aggregate magnitudes, such as total output of any economy, total employment, consumption, investment, etc. By their nature they cannot include the

[^4]detailed information required for the study and the prediction of the behaviour of individual economic units. The study of the behaviour of firms makes it necessary to demarcate areas of close interaction of firms in order to gain some insight into their decision-making process. The concept of an industry has been developed to include the firms which are in some form of close relationship with one another. Irrespective of the criterion used in order to draw the borderlines between the various groups, the firms in each group are behaviourally interdependent. Secondly, the concept of the industry makes it possible to derive a set of general rules from which we can predict the behaviour of the competing members of the group that constitute the industry. Thirdly, the concept of the industry provides the framework for the analysis of the effects of entry on the behaviour of the firm and on the equilibrium price and output.

Empirical research would be unmanageable if one had to work with data of the individual firms of all the economy simultaneously. Even Triffin, who argued in favour of the abandonment of the concept of the industry as a tool of analysis, recognised its importance for empirical research. He argued that the concept is useful in concrete empirical investigations after the industry's 'content' has been empirically determined to suit the purpose of the research. ${ }^{1}$

The businessmen act with the consciousness of belonging to an industry, which they perceive as comprising those firms more closely linked with them. All decisions are taken under some assumptions about probable reactions of those firms which the businessman thinks will be influenced in some way by his actions. The businessman perceives that the industry comprises the firms which will be affected by his decisions and hence will react in one way or another.

Published data are grouped on the basis of standard industrial classifications. The grouping is based on some criteria which may change over time. The compatibility of the data of different sources which publish data 'by industry' is one of the main concerns of any empirical investigator.

The government policy is designed with regard to 'industries'. Government measures aim in general at the regulation of the activity and performance of industries rather than of individual firms.

## B. CRITERIA FOR THE CLASSIFICATION OF FIRMS INTO INDUSTRIES

Two criteria are commonly used for the definition of an industry, the product being produced (market criterion), and the methods of production (technological criterion). According to the first criterion firms are grouped in an industry if their products are close substitutes. According to the second criterion firms are grouped in an industry on the basis of similarity of processes and/or of raw materials being used.

Which classification is more meaningful depends on the market structure and on the purpose for which the classification is chosen. For example, if the government wants to impose excise taxes on some industries the most meaningful classification of firms would be the one based on the product they produce. If, on the other hand, the government wants to restrict the imports of some raw material (e.g. leather), the classification of firms according to similarity of processes might be more relevant.

## Market criterion: similarity of products

Using this criterion we include in an industry those firms whose products are sufficiently similar so as to be close substitutes in the eyes of the buyer. The degree of similarity

[^5]is measured by the cross-elasticity of demand, which we defined as
$$
e_{c}=\frac{d q_{j}}{d p_{i}} \cdot \frac{p_{i}}{q_{j}}
$$
where $\quad q_{j}=$ quantity produced by the $j$ th firm
$p_{i}=$ price charged by the $i$ th firm.
What is the required value of the cross-elasticity in order to classify the $i$ th and $j$ th firms in the same industry? The answer to this question cannot be based on a priori theoretical grounds if the products are differentiated. In this event the degree of closeness or similarity is defined on an empirical basis, depending on the purpose of the study in each particular case. For some purposes a broad definition of products is more appropriate, while for other purposes a narrower definition based not only on the technical substitutability but also on the economic substitutability (in the sense of similar price ranges) of commodities, may be more desirable. For example, the motor-car industry would include all types of motor-cars, from the cheapest Mini to the most expensive RollsRoyce and the specialised sports cars. This classification is used by the tax authorities in Britain where car taxation is uniform for all types of cars. However, this classification is not appropriate if one wants to analyse the pricing decisions of the car manufacturers. For this purpose one should use a narrower definition of an industry, for example the 'popular' models, the 'luxury' models and the 'sports' models. ${ }^{1}$ In each such 'group' the products are both technical and economic substitutes.

It is useful to examine the concept of an industry as applied in the different traditional market structures, so as to illustrate the importance of substitutability.

In pure competition the application of the product criterion for the definition of an industry is straightforward. In this market structure the product is assumed to be homogeneous and the number of sellers is large. Under these conditions the crosselasticity of demand for the product of each firm is infinite. There is perfect substitutability between the products of the various firms and this leads to a unique price in the market, since no buyer would be prepared to pay a higher price for a product technically identical with that of other firms.

In monopolistic competition products are differentiated by design, quality, services associated with its supply, trade marks, etc. Thus the products are not perfect substitutes in the eyes of the buyer, and the question arises of how close substitutes the commodities must be if they are to be grouped in the same 'industry'. Both Chamberlin and Joan Robinson recognised that with differentiated products each firm has its own market, and hence some degree of monopoly power in setting its own price. However, they both recognised the necessity of retaining the concept of an industry in order to give their theory the required degree of generality, and develop it within the partialequilibrium framework. Joan Robinson ${ }^{2}$ defined the product as 'a consumable good, arbitrarily demarcated from other kinds of goods, but which may be regarded for practical purposes as homogeneous within itself'. Thus, she views products as forming a chain of substitutes, the continuity of which is broken by gaps between successive products along the chain. Products thus isolated by such gaps can be classified in an industry despite their minor differences. Basically this definition of the industry uses the measure of price cross-elasticity. An industry includes the firms whose demand curves exhibit high price cross-elasticity. She brushed aside the problem of how high this crosselasticity should be by assuming that there would be gaps in the values of cross-elasticity and these gaps would demarcate the industrial groups.

[^6]A similar definition was adopted by Kaldor. ${ }^{1}$ He views products as occupying a given position on a scale, with products on either side being more close substitutes as compared with products further away on this scale:

Each 'product' can be conceived as occupying a certain position on a 'scale'; the scale being so constructed that those products are neighbouring each other between which the consumer's elasticity of substitution is the greatest (a 'product' itself can be defined as a collection of objects between which the elasticity of substitution of all relevant consumers is infinite). Each producer then is faced on each side with his nearest rivals; the demand for his own product will be most sensitive with respect to the prices of these; less and less sensitive as one moves further away from him.

Chamberlin, in his original formulation of the Theory of Monopolistic Competition (Harvard University Press, 1933) defined his large 'group' as comprising firms which produce very similar although differentiated commodities: '... The difference between (the varieties of products) are not such as to give rise to differences in cost. This might be approximately true where say similar products are differentiated by trade marks' (p. 83). The conceptual and empirical difficulties implied in the above definition of an industry lead Triffin ${ }^{2}$ to preach the abandonment of the concept of the industry as being inconsistent with the notion of 'product differentiation' and the unique character of each firm's product:

The monopolistic competition writers resorted to the limping device of keeping intact, for the purpose of analysis, that concept of an industry, which their study of differentiation showed to be untenable.

Triffin argued that all goods are to some degree substitutable for one another in that they compete for a part of the income of the consumer. Every firm competes with all the other firms in the economy, but with different degrees of closeness. Thus, he concluded, the concept of an industry is irrelevant as a tool of analysis. The best way for analysing the economic relationships of firms is to adopt a general equilibrium approach. This view was later adopted by Chamberlin. ${ }^{3}$

Andrews ${ }^{4}$ has severely criticised the abandonment of the concept of an industry. He argued that the rejection of the concept of the industry is both unnecessary and undesirable. The concept is of great importance both in economic analysis and in realworld situations (see above, pp. 7-8). Andrews advocated the classification of industries on the basis of similarity of processes, arguing that this classification is more relevant for analysing the pricing decisions of the firm (see below).

Edwards ${ }^{5}$ in dealing with oligopolistic markets, has attempted to retain the definition of an industry in terms of the product. He argues that the retention of the concept of an industry as a tool of analysis is essential to the economist as well as to the businessman and the government. He says that product differentiation does not necessitate the abandonment of the concept of an industry. He accepts Chamberlin's view that a 'group' or 'industry' is not a definite economic entity (with definite edges) like the Marshallian concept of an industry, but an analytical tool which should be used with all degrees of generality. In a broad definition an industry includes all the range of products which are

[^7]technical substitutes in that they satisfy the same need (for example the motor-car industry includes all firms which produce all types of cars). Within this broad group of products there are definite subgroups (popular models, luxury models, sports cars) which tend to have very similar technical characteristics. Thus, for each subgroup there will be a unique price in the long run (because the products are technically identical or very similar and there will be no cost differences), but consumers' preferences create a separate market for each firm. For the broad group of products there will be a cluster of prices in the long term reflecting the differences in the technical characteristics and therefore the differences in costs of the different varieties. Edwards argues that there is a tendency in British manufacturing for the pattern of production within an industry (in the broad definition) to stabilise (in normal conditions) into a conventional product-pattern with a corresponding conventional price-pattern (Edwards, Monopoly and Competition in the British Soap Industry pp. 54-5). If the price-quality pattern is strictly stable then the various subgroups of products can be treated as one for demand purposes. ${ }^{1}$ Edwards recognises that in the real world the price-quality pattern does not in fact remain strictly stable. However, he argues that the degree of stability is sufficient to justify the assumption that the price-quality is approximately constant and can be treated as such for all practical purposes.

## The technological criterion: similarity of processes

According to this criterion, an industry is defined so as to include firms which use similar processes of production. The similarity may lie in the methods of production, the raw materials used, or the channels of distribution.

Chamberlin, before Triffin's attack on his 'large group' model, attempted the extension of the concept of the industry to cover the supply aspects of a market. He said that the 'group' need not necessarily be defined on the basis of the substitutability between products. Industry classifications based upon technological criteria rather than upon the possibility of market substitution were perfectly legitimate for all purposes. ${ }^{2}$

Andrews ${ }^{3}$ also advocated the definition of an industry on the basis of similarity of processes.

Joan Robinson ${ }^{4}$ in her later writings recognised that her original definition of the industry was not adequate for oligopolistic market structures and suggested a redefinition of the industry based on the technological criterion of similarity of processes:

The concept of an industry, though amorphous and impossible to demarcate sharply at the edges, is of importance for the theory of competition. It represents the area within which a firm finds it relatively easy to expand as it grows. There are often certain basic processes required for the production of the most diverse commodities (tennis balls, motor tyres and mattresses) and economies in the utilisation of by-products under one roof. The know-how and trade connections established for one range of products make it easier to add different commodities of the same technical nature to a firm's output than it is to add mutually substitutable commodities made of different materials, or made or marketed by radically different methods.
${ }^{1}$ See J. R. Hicks, Value and Capital (Oxford Unıversity Press, 1946) pp. 311-12. Also P. A. Samuelson, Foundations of Economic Analysis (Harvard University Press, Cambridge, Mass., 1947) pp. 141-3.
${ }^{2}$ E. Chamberlin, 'Monopolistic or Imperfect Competition?', Quarterly Journal of Economics (1937) p. 574.
${ }^{3}$ See P. W. S. Andrews, 'Industrial Analysis in Economics' in T. Wilson and P. W. S. Andrews (eds.), Oxford Studies in the Price Mechanism (Oxford University Press, 1951). Also Andrews, On Competition in Economic Theory (Macmillan, 1964) and Andrews, Manufacturing Business (Macmillan, 1949).
${ }^{4}$ Joan Robinson, 'Imperfect Competition Revisited', The Economic Journal (1953).

It should be noted that the technological criterion of similarity of processes suffers from the same defects as the product-substitutability criterion. How similar should the processes employed by various firms be in order to group them in the same industry? The advocates of the technological criterion do not discuss such problems.

In conclusion we can say that in markets where the product is differentiated the 'industry' concept cannot be as definite as in markets where the product is homogeneous. The definition of the borderlines between industries will be to some extent arbitrary, irrespective of the criterion used for the classification of firms into industries.

Regarding the two criteria traditionally used for industrial classifications, no general conclusion can be drawn as to which is better. The choice depends on the purpose of the classification. It seems, however, that the integration of the two criteria (substitutability of products and technological similarity of processes) is most desirable in analysing the behaviour of the firm in oligopolistic market structures which are typical of the modern business world. It is generally accepted that entry considerations are important in explaining the observed behaviour of firms. (See Part Two, Chapters 13-14.) Entry cannot be satisfactorily analysed unless both the demand substitutability and the supply conditions are simultaneously considered. It is via substitutability of the products that the entry of additional firms can affect the demand of established firms. Thus the effects of entry cannot be analysed on the basis of technological similarity alone.

In general all decisions of firms (pricing, level of output, changes in style, selling activities, financial policies, investment decisions) are taken in the light of actual as well as of potential competition by new entrants. This suggests that product considerations as well as technological similarities of processes should be integrated in analysing the behaviour of firms.

## 2. Theory of Demand

The purpose of the theory of demand is to determine the various factors that affect demand. One often reads that the raison d'être of the theory of demand is the establishment of the 'law of demand' (that the market demand is negatively related to the price) but this is misleading in that it concentrates on price as the sole determinant of demand, ceteris paribus.

Demand is a multivariate relationship, that is, it is determined by many factors simultaneously. Some of the most important determinants of the market demand for a particular product are its own price, consumers' income, prices of other commodities, consumers' tastes, income distribution, total population, consumers' wealth, credit availability, government policy, past levels of demand, and past levels of income.

The traditional theory of demand has concentrated on four of the above determinants, the price of the commodity, other prices, income and tastes. Some of the other factors have been introduced in the theory of demand recently. We will first examine the traditional static theory of demand and subsequently we will briefly discuss some recent developments in this field.

It should be noted that the traditional theory of demand examines only the final consumers' demand for durables and non-durables. It is partial in its approach in that it examines the demand in one market in isolation from the conditions of demand in other markets. An important implicit assumption of the theory of demand is that firms sell their products directly to the final consumers. This is not the general case in the modern business world (as we will see in section IV), and this has serious implications for the determination of prices. Another shortcoming of the traditional theory is that it does not deal with the demand for investment goods, nor with the demand for intermediate products. Total demand includes final demand and intermediate demand. Final demand is subdivided into consumers' demand and demand for investment goods. Traditional theory of demand deals only with consumers' demand, which is only a fraction ${ }^{1}$ of the total demand in the economy as a whole. In this section we examine the traditional theory of consumers' demand. In section IV we look at the demand of the individual firm, and we discuss the various sources of demand for the product of manufacturing firms in particular. This analysis will cover some aspects of the demand for intermediate commodities and for investment goods.

## I. THEORY OF CONSUMER BEHAVIOUR

The traditional theory of demand starts with the examination of the behaviour of the consumer, since the market demand is assumed to be the summation of the demands of
${ }^{1}$ Consumers' demand ranges between 30 and 40 per cent of total demand in developed economies.
individual consumers. Thus we will first examine the derivation of demand for an individual consumer.

The consumer is assumed to be rational. Given his income and the market prices of the various commodities, he plans the spending of his income so as to attain the highest possible satisfaction or utility. This is the axiom of utility maximisation. In the traditional theory it is assumed that the consumer has full knowledge of all the information relevant to his decision, that is he has complete knowledge of all the available commodities, their prices and his income. In order to attain this objective the consumer must be able to compare the utility (satisfaction) of the various 'baskets of goods' which he can buy with his income. There are two basic approaches to the problem of comparison of utilities, the cardinalist approach and the ordinalist approach.

The cardinalist school postulated that utility can be measured. Various suggestions have been made for the measurement of utility. Under certainty (complete knowledge of market conditions and income levels over the planning period) some economists have suggested that utility can be measured in monetary units, by the amount of money the consumer is willing to sacrifice for another unit of a commodity. Others suggested the measurement of utility in subjective units, called utils.

The ordinalist school postulated that utility is not measurable, but is an ordinal magnitude. The consumer need not know in specific units the utility of various commodities to make his choice. It suffices for him to be able to rank the various 'baskets of goods' according to the satisfaction that each bundle gives him. He must be able to determine his order of preference among the different bundles of goods. The main ordinal theories are the indifference-curves approach and the revealed preference hypothesis.

In examining the above approaches we will first state the assumptions underlying each approach, derive the equilibrium of the consumer, and from this determine his demand for the individual products. Finally we point out the weaknesses of each approach.

## A. THE CARDINAL UTILITY THEORY ${ }^{1}$

## Assumptions

1. Rationality. The consumer is rational. He aims at the maximisation of his utility subject to the constraint imposed by his given income.
2. Cardinal utility. The utility of each commodity is measurable. Utility is a cardinal concept. The most convenient measure is money: the utility is measured by the monetary units that the consumer is prepared to pay for another unit of the commodity.
3. Constant marginal utility of money. This assumption is necessary if the monetary unit is used as the measure of utility. The essential feature of a standard unit of measurement is that it be constant. If the marginal utility of money changes as income increases (or decreases) the measuring-rod for utility becomes like an elastic ruler, inappropriate for measurement.
4. Diminishing marginal utility. The utility gained from successive units of a commodity diminishes. In other words, the marginal utility of a commodity diminishes as the consumer acquires larger quantities of it. This is the axiom of diminishing marginal utility.
${ }^{1}$ The concept of subjective, measurable utility is attributed to Gossen (1854), Jevons (1871) and Walras (1874). Marshall (1890) also assumed independent and additive utilities, but his position on utility is not clear in several aspects.
5. The total utility of a 'basket of goods' depends on the quantities of the individual commodities. If there are $n$ commodities in the bundle with quantities $x_{1}, x_{2}, \ldots, x_{n}$, the total utility is

$$
U=f\left(x_{1}, x_{2}, \ldots, x_{n}\right)
$$

In very early versions of the theory of consumer behaviour it was assumed that the total utility is additive,

$$
U=U_{1}\left(x_{1}\right)+U_{2}\left(x_{2}\right)+\cdots+U_{n}\left(x_{n}\right)
$$

The additivity assumption was dropped in later versions of the cardinal utility theory. Additivity implies independent utilities of the various commodities in the bundle, an assumption clearly unrealistic, and unnecessary for the cardinal theory.

## Equilibrium of the consumer

We begin with the simple model of a single commodity $x$. The consumer can either buy $x$ or retain his money income $Y$. Under these conditions the consumer is in equilibrium when the marginal utility of $x$ is equated to its market price $\left(P_{x}\right)$. Symbolically we have

$$
M U_{x}=P_{x}
$$

If the marginal utility of $x$ is greater than its price, the consumer can increase his welfare by purchasing more units of $x$. Similarly if the marginal utility of $x$ is less than its price the consumer can increase his total satisfaction by cutting down the quantity of $x$ and keeping more of his income unspent. Therefore, he attains the maximisation of his utility when $M U_{x}=P_{x}{ }^{1}$

If there are more commodities, the condition for the equilibrium of the consumer is the equality of the ratios of the marginal utilities of the individual commodities to their prices

$$
\frac{M U_{x}}{P_{x}}=\frac{M U_{y}}{P_{y}}=\cdots=\frac{M U_{n}}{P_{n}}
$$

## ${ }^{1}$ Mathematical derivation of the equilibrium of the consumer The utility function is

$$
U=f\left(q_{x}\right)
$$

where utility is measured in monetary units. If the consumer buys $q_{x}$ his expenditure is $q_{x} P_{x}$. Presumably the consumer seeks to maximise the difference between his utility and his expenditure

$$
U-P_{x} q_{x}
$$

The necessary condition for a maximum is that the partial derivative of the function with respect to $q_{x}$ be equal to zero. Thus

$$
\frac{\partial U}{\partial q_{x}}-\frac{\partial\left(P_{x} q_{x}\right)}{\partial q_{x}}=0
$$

Rearranging we obtain

$$
\frac{\partial U}{\partial q_{x}}=P_{x} \text { or } M U_{x}=P_{x}
$$

The utility derived from spending an additional unit of money must be the same for all commodities. If the consumer derives greater utility from any one commodity, he can increase his welfare by spending more on that commodity and less on the others, until the above equilibrium condition is fulfilled.

## Derivation of the demand of the consumer

The derivation of demand is based on the axiom of diminishing marginal utility. The marginal utility of commodity $x$ may be depicted by a line with a negative slope (figure 2.2). Geometrically the marginal utility of $x$ is the slope of the total utility function $U=f\left(q_{x}\right)$. The total utility increases, but at a decreasing rate, up to quantity
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$x$, and then starts declining (figure 2.1). Accordingly the marginal utility of $x$ declines continuously, and becomes negative beyond quantity $x$. If the marginal utility is measured in monetary units the demand curve for $x$ is identical to the positive segment of the marginal utility curve. At $x_{1}$ the marginal utility is $M U_{1}$ (figure 2.3). This is equal to $P_{1}$, by definition. Hence at $P_{1}$ the consumer demands $x_{1}$ quantity (figure 2.4). Similarly at $x_{2}$ the marginal utility is $M U_{2}$, which is equal to $P_{2}$. Hence at $P_{2}$ the consumer will buy $x_{2}$, and so on. The negative section of the $M U$ curve does not form part of the demand curve, since negative quantities do not make sense in economics.
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## Critique of the cardinal approach

There are three basic weaknesses in the cardinalist approach. The assumption of cardinal utility is extremely doubtful. The satisfaction derived from various commodities cannot be measured objectively. The attempt by Walras to use subjective units (utils) for the measurement of utility does not provide any satisfactory solution. The assumption of constant utility of money is also unrealistic. As income increases the marginal utility of money changes. Thus money cannot be used as a measuring-rod since its own utility changes. Finally, the axiom of diminishing marginal utility has been 'established' from introspection, it is a psychological law which must be taken for granted.

## B. THE INDIFFERENCE-CURVES THEORY ${ }^{1}$

## Assumptions

1. Rationality. The consumer is assumed to be rational - he aims at the maximisation of his utility, given his income and market prices. It is assumed he has full knowledge (certainty) of all relevant information.
2. Utility is ordinal. It is taken as axiomatically true that the consumer can rank his preferences (order the various 'baskets of goods') according to the satisfaction of each basket. He need not know precisely the amount of satisfaction. It suffices that he expresses his preference for the various bundles of commodities. It is not necessary to assume that utility is cardinally measurable. Only ordinal measurement is required.
3. Diminishing marginal rate of substitution. Preferences are ranked in terms of indifference curves, which are assumed to be convex to the origin. This implies that the slope of the indifference curves increases. The slope of the indifference curve is called the marginal rate of substitution of the commodities. The indifference-curve theory is based, thus, on the axiom of diminishing marginal rate of substitution (see below).
4. The total utility of the consumer depends on the quantities of the commodities consumed

$$
U=f\left(q_{1}, q_{2}, \ldots, q_{x}, q_{y}, \ldots, q_{n}\right)
$$

5. Consistency and transitivity of choice. It is assumed that the consumer is consistent in his choice, that is, if in one period he chooses bundle $A$ over $B$, he will not choose $B$ over $A$ in another period if both bundles are available to him. The consistency assumption may be symbolically written as follows:

$$
\text { If } A>B \text {, then } B>A
$$

Similarly, it is assumed that consumer's choices are characterised by transitivity: if bundle $A$ is preferred to $B$, and $B$ is preferred to $C$, then bundle $A$, is preferred to $C$. Symbolically we may write the transitivity assumption as follows:

$$
\text { If } A>B \text {, and } B>C \text {, then } A>C
$$

[^8]
## Equilibrium of the consumer

To define the equilibrium of the consumer (that is, his choice of the bundle that maximises his utility) we must introduce the concept of indifference curves and of their slope (the marginal rate of substitution), and the concept of the budget line. These are the basic tools of the indifference curves approach.

Indifference curves. An indifference curve is the locus of points - particular combinations or bundles of goods-which yield the same utility (level of satisfaction) to the consumer, so that he is indifferent as to the particular combination he consumes. ${ }^{1}$

An indifference map shows all the indifference curves which rank the preferences of the consumer. Combinations of goods situated on an indifference curve yield the same utility. Combinations of goods lying on a higher indifference curve yield higher level of satisfaction and are preferred. Combinations of goods on a lower indifference curve yield a lower utility. ${ }^{2}$

An indifference curve is shown in figure 2.5 and a partial indifference map is depicted in figure 2.6. It is assumed that the commodities $y$ and $x$ can substitute one another to a


Figure 2.5


Figure 2.6
certain extent but are not perfect substitutes (see footnote, p. 20). The negative of the slope of an indifference curve at any one point is called the marginal rate of substitution of the two commodities, $x$ and $y$, and is given by the slope of the tangent at that point:

$$
\left[\begin{array}{c}
\text { slope of } \\
\text { indifference } \\
\text { curve }
\end{array}\right]=-\frac{d y}{d x}=M R S_{x, y}
$$

The marginal rate of substitution of $x$ for $y$ is defined as the number of units of commodity $y$ that must be given up in exchange for an extra unit of commodity $x$ so that the consumer maintains the same level of satisfaction. With this definition the proponents of the indifference-curves approach thought that they could avoid the non-operational concept of marginal utility. In fact, what they avoid is the assumption of diminishing
${ }^{1}$ Symbolically an indifference curve is given by the equation

$$
U=f\left(x_{1}, x_{2}, \ldots, x_{n}\right)=k
$$

where $k$ is a constant.
${ }^{2}$ An indifference map may be derived by assigning to $k$ every possible value.
individual marginal utilities and the need for their measurement. The concept of marginal utility is implicit in the definition of the MRS, since it can be proved ${ }^{1}$ that the marginal rate of substitution (the slope of the indifference curve) is equal to the ratio of the marginal utilities of the commodities involved in the utility function:

$$
M R S_{x, y}=\frac{M U_{x}}{M U_{y}} \quad \text { or } \quad M R S_{y, x}=\frac{M U_{y}}{M U_{x}}
$$

Furthermore, the indifference-curves theorists substitute the assumption of diminishing marginal utility with another which may also be questioned, namely the assumption that the indifference curves are convex to the origin, which implies diminishing MRS of the commodities.

Properties of the indifference curves. 1. An indifference curve has a negative slope, which denotes that if the quantity of one commodity $(y)$ decreases, the quantity of the other $(x)$ must increase, if the consumer is to stay on the same level of satisfaction.
2. The further away from the origin an indifference curve lies, the higher the level of utility it denotes: bundles of goods on a higher indifference curve are preferred by the rational consumer.
3. Indifference curves do not intersect. If they did, the point of their intersection would imply two different levels of satisfaction, which is impossible.
${ }^{1}$ Proof: The slope of a curve at any one point is measured by the slope of the tangent at that point. The equation of a tangent is given by the total derivative or total differential, which shows the total change of the function as all its determinants change.

The total utility function in the case of two commodities $x$ and $y$ is

$$
U=f(x, y)
$$

The equation of an indifference curve is

$$
U=f(x, y)=k
$$

where $k$ is a constant. The total differential of the utility function is

$$
d U=\frac{\partial U}{\partial y} d y+\frac{\partial U}{\partial x} d x=\left(M U_{y}\right) d y+\left(M U_{x}\right) d x
$$

It shows the total change in utility as the quantities of both commodities change. The total change in $U$ caused by changes in $y$ and $x$ is (approximately) equal to the change in $y$ multiplied by its marginal utility, plus the change in $x$ multiplied by its marginal utility.

Along any particular indifference curve the total differential is by definition equal to zero. Thus for any indifference curve

$$
d U=\left(M U_{y}\right) d y+\left(M U_{x}\right) d x=0
$$

Rearranging we obtain

$$
\text { either }-\frac{d y}{d x}=\frac{M U_{x}}{M U_{y}}=M R S_{x, y} \text { or }-\frac{d x}{d y}=\frac{M U_{y}}{M U_{x}}=M R S_{y, x}
$$

4. The indifference curves are convex to the origin. ${ }^{1}$ This implies that the slope of an indifference curve decreases (in absolute terms) as we move along the curve from the left downwards to the right: the marginal rate of substitution of the commodities is diminishing. This axiom is derived from introspection, like the 'law of diminishing marginal utility' of the cardinalist school. The axiom of decreasing marginal rate of substitution expresses the observed behavioural rule that the number of units of $x$ the consumer is willing to sacrifice in order to obtain an additional unit of $y$ increases as the quantity of $y$ decreases. It becomes increasingly difficult to substitute $x$ for $y$ as we move along the indifference curve. In figure 2.9 the fifth unit of $y$ can be substituted for $x$ by the consumer giving up $x_{1} x_{2}$ of $x$; but to substitute the second unit of $y$ and still retain the same satisfaction the consumer must give up a much greater quantity of $x$, namely $x_{3} x_{4}$.

The budget constraint of the consumer. The consumer has a given income which sets limits to his maximising behaviour. Income acts as a constraint in the attempt for maximising utility. The income constraint, in the case of two commodities, may be written

$$
\begin{equation*}
Y=p_{x} q_{x}+p_{y} q_{y} \tag{2.1}
\end{equation*}
$$

We may present the income constraint graphically by the budget line, whose equation is derived from expression 2.1 , by solving for $q_{y}$ :

$$
q_{y}=\frac{1}{P_{y}} Y-\frac{P_{x}}{P_{y}} q_{x}
$$

Assigning successive values to $q_{x}$ (given the income, $Y$ and the commodity prices, $P_{x}$, $P_{y}$ ), we may find the corresponding values of $q_{y}$. Thus, if $q_{x}=0$ (that is, if the consumer spends all his income on $y$ ) the consumer can buy $Y / P_{y}$ units of $y$. Similarly, if $q_{y}=0$ (that is, if the consumer spends all his income on $x$ ) the consumer can buy $Y / P_{x}$ units of $x$. In figure 2.10 these results are shown by points $A$ and $B$. If we join these points
${ }^{1}$ This assumption implies that the commodities can substitute one another, but are not perfect substitutes. If the commodities are perfect substitutes the indifference curve becomes a straight line with negative slope (figure 2.7). If the commodities are complements the indifference curve takes the shape of a right angle (figure 2.8).


Figure 2.7 Perfect substitutes


Figure 2.8 Complementary goods

In the first case the equilibrium of the consumer may be a corner solution, that is, a situation in which the consumer spends all his income on one commodity. This is sometimes called 'monomania'. Situations of 'monomania' are not observed in the real world and are usually ruled out from the analysis of the behaviour of the consumer. In the case of complementary goods, indifference-curves analysis breaks down, since there is no possibility of substitution between the commodities.


Figure 2.9
with a line we obtain the budget line, whose slope is the ratio of the prices of the two commodities. Geometrically the slope of the budget line is

$$
\frac{O A}{O B}=\frac{Y / P_{y}}{Y / P_{x}}=\frac{P_{x}}{P_{y}}
$$

Mathematically the slope of the budget line is the derivative

$$
\frac{\partial q_{y}}{\partial q_{x}}=\frac{P_{x}}{P_{y}}
$$



Figure 2.10

Derivation of the equilibrium of the consumer. The consumer is in equilibrium when he maximises his utility, given his income and the market prices. Two conditions must be fulfilled for the consumer to be in equilibrium.

The first condition is that the marginal rate of substitution be equal to the ratio of commodity prices

$$
M R S_{x, y}=\frac{M U_{x}}{M U_{y}}=\frac{P_{x}}{P_{y}}
$$

This is a necessary but not sufficient condition for equilibrium. The second condition is that the indifference curves be convex to the origin. This condition is fulfilled by the
axiom of diminishing $M R S_{x . y}$, which states that the slope of the indifference curve decreases (in absolute terms) as we move along the curve from the left downwards to the right.

Graphical presentation of the equilibrium of the consumer. Given the indifference map of the consumer and his budget line, the equilibrium is defined by the point of tangency of the budget line with the highest possible indifference curve (point $e$ in figure 2.11).


Figure 2.11
At the point of tangency the slopes of the budget line $\left(P_{x} / P_{y}\right)$ and of the indifference curve $\left(M R S_{x, y}=M U_{x} / M U_{y}\right)$ are equal:

$$
\frac{M U_{x}}{M U_{y}}=\frac{P_{x}}{P_{y}}
$$

Thus the first-order condition is denoted graphically by the point of tangency of the two relevant curves. The second-order condition is implied by the convex shape of the indifference curves. The consumer maximises his utility by buying $x^{*}$ and $y^{*}$ of the two commodities.

Mathematical derivation of the equilibrium. Given the market prices and his income, the consumer aims at the maximisation of his utility. Assume that there are $n$ commodities available to the consumer, with given market prices $P_{1}, P_{2}, \ldots, P_{n}$. The consumer has a money income ( $Y$ ), which he spends on the available commodities.

Formally the problem may be stated as follows.
Maximise

$$
U=f\left(q_{1}, q_{2}, \ldots, q_{n}\right)
$$

subject to

$$
\sum_{i=1}^{n} q_{i} P_{i}=q_{1} P_{1}+q_{2} P_{2}+\cdots+q_{n} P_{n}=Y
$$

We use the 'Lagrangian multipliers' method for the solution of this constrained maximum. The steps involved in this method may be outlined as follows:
(a) Rewrite the constraint in the form

$$
\left(q_{1} P_{1}+q_{2} P_{2}+\cdots+q_{n} P_{n}-Y\right)=0
$$

(b) Multiply the constraint by a constant $\lambda$, which is the Lagrangian multiplier

$$
\lambda\left(q_{1} P_{1}+q_{2} P_{2}+\cdots+q_{n} P_{n}-Y\right)=0
$$

(c) Subtract the above constraint from the utility function and obtain the 'composite function'

$$
\phi=U-\lambda\left(q_{1} P_{1}+q_{2} P_{2}+\cdots+q_{n} P_{n}-Y\right)
$$

It can be shown that maximisation of the 'composite' function implies maximisation of the utility function.
The first condition for the maximisation of a function is that its partial derivatives be equal to zero. Differentiating $\phi$ with respect to $q_{1}, \ldots, q_{n}$ and $\lambda$, and equating to zero we find

$$
\begin{aligned}
& \frac{\partial \phi}{\partial q_{1}}=\frac{\partial U}{\partial q_{1}}-\lambda\left(P_{1}\right)=0 \\
& \frac{\partial \phi}{\partial q_{2}}=\frac{\partial U}{\partial q_{2}}-\lambda\left(P_{2}\right)=0 \\
& \vdots \\
& \vdots \\
& \vdots \\
& \frac{\partial \phi}{\partial q_{n}}=\frac{\partial U}{\partial q_{n}}-\lambda\left(P_{n}\right)=0 \\
& \frac{\partial \phi}{\partial \lambda}=-\left(q_{1} P_{1}+q_{2} P_{2}+\cdots+q_{n} P_{n}-Y\right)=0
\end{aligned}
$$

From these equations we obtain

$$
\begin{gathered}
\frac{\partial U}{\partial q_{1}}=\lambda P_{1} \\
\frac{\partial U}{\partial q_{2}}=\lambda P_{2} \\
\vdots \vdots \quad \vdots \\
\frac{\partial U}{\partial q_{n}}=\lambda P_{n}
\end{gathered}
$$

But

$$
\frac{\partial U}{\partial q_{1}}=M U_{1}, \quad \frac{\partial U}{\partial q_{2}}=M U_{2}, \ldots, \frac{\partial U}{\partial q_{n}}=M U_{n}
$$

Substituting and solving for $\lambda$ we find

$$
\lambda=\frac{M U_{1}}{P_{1}}=\frac{M U_{2}}{P_{2}}=\cdots=\frac{M U_{n}}{P_{n}}
$$

Alternatively, we may divide the preceding equation corresponding to commodity $x$, by the equation which refers to commodity $y$, and obtain

$$
\frac{M U_{x}}{M U_{y}}=\frac{P_{x}}{P_{y}}=M R S_{x, y}
$$

We observe that the equilibrium conditions are identical in the cardinalist approach and in the indifference-curves approach. In both theories we have

$$
\frac{M U_{1}}{P_{1}}=\frac{M U_{2}}{P_{2}}=\cdots=\frac{M U_{x}}{P_{x}}=\frac{M U_{y}}{P_{y}}=\cdots=\frac{M U_{n}}{P_{n}}
$$

Thus, although in the indifference-curves approach cardinality of utility is not required, the MRS requires knowledge of the ratio of the marginal utilities, given that the firstorder condition for any two commodities may be written as

$$
\frac{M U_{x}}{M U_{y}}=\frac{P_{x}}{P_{y}}=M R S_{x, y}
$$

Hence the concept of marginal utility is implicit in the definition of the slope of the indifference curves, although its measurement is not required by this approach. What is needed is a diminishing marginal rate of substitution, which of course does not require diminishing marginal utilities of the commodities involved in the utility function.

## Derivation of the demand curve using the indifference-curves approach

Graphical derivation of the demand curve. As the price of a commodity, for example of $x$, falls, the budget line of the consumer shifts to the right, from its initial position ( $A B$ ) to a new position ( $A B^{\prime}$ ), due to the increase in the purchasing power of the given money income of the consumer. With more purchasing power in his possession the consumer can buy more of $x$ (and more of $y$ ). The new budget line is tangent to a higher indifference curve (e.g. curve II). The new equilibrium occurs to the right of the original equilibrium (for normal goods) showing that as price falls more of the commodity will be bought. If we allow the price of $x$ to fall continuously and we join the points of tangency of successive budget lines and higher indifference curves we form the so-called price-consumption line (figure 2.12), from which we derive the demand curve for commodity $x$. At point $e_{1}$ the consumer buys quantity $x_{1}$ at price $y_{1}$. At point $e_{2}$ the price, $y_{2}$, is lower than $y_{1}$, and the quantity demanded has increased to $x_{2}$, and so on. We may plot the pricequantity pairs defined by the points of equilibrium (on the price-consumption line) to obtain a demand curve, as shown in figure 2.13.

The demand curve for normal commodities ${ }^{1}$ will always have a negative slope, denoting the 'law of demand,' (the quantity bought increases as the price falls).

In the indifference-curves approach the 'law of demand' is derived from what is known as Slutsky's theorem, which states that the substitution effect of a price change is always negative (relative to the price: if the price increases, the quantity demanded decreases and vice versa). The formal proof of Slutsky's theorem involves sophisticated mathematics. However, we may show graphically the implications of this theorem.

We saw that a fall in the price of $x$ from $P_{1}$ to $P_{2}$ resulted in an increase in the quantity demanded from $x_{1}$ to $x_{2}$. This is the total price effect which may be split into two separate


Figure 2.12

[^9]

Figure 2.13
effects, a substitution effect and an income effect. The substitution effect is the increase in the quantity bought as the price of the commodity falls, after 'adjusting' income so as to keep the real purchasing power of the consumer the same as before. This adjustment in income is called compensating variation and is shown graphically by a parallel shift of the new budget line until it becomes tangent to the initial indifference curve (figure 2.14). The purpose of the compensating variation is to allow the consumer to remain on the same level of satisfaction as before the price change. The 'compensated-budget line' will be tangent to the original indifference curve (I) at a point $\left(e_{1}^{\prime}\right)$ to the right of the original tangency $\left(e_{1}\right)$, because this line is parallel to the new budget line which is less steep than the original one when the price of $x$ falls. The movement from point $e_{1}$ to $e_{1}^{\prime}$ shows the substitution effect of the price change: the consumer buys more of $x$ now that it is cheaper, substituting $y$ for $x$. However, the compensating variation is a device which enables the isolation of the substitution effect, but does not show the new equilibrium of the consumer. This is defined by point $e_{2}$ on the higher indifference curve II. The consumer has in fact a higher purchasing power, and, if the commodity is normal, he will spend some of his increased real income on $x$, thus moving from $x_{1}^{\prime}$ to $x_{2}$. This is the income effect of the price change. The income effect of a price change is negative ${ }^{1}$ for normal goods and it reinforces the negative substitution effect (figure 2.14). If, however, the commodity is inferior, the income effect of the price change will be positive: as the purchasing power increases, less of $x$ will be


Figure 2.14

[^10]bought. Still for most of the inferior goods the negative substitution effect will more than offset the positive income effect, so that the total price effect will be negative. Thus the negative substitution effect is in most cases adequate for establishing the law of demand.
(It is when the income effect is positive and very strong that the 'law of demand' does not hold. This is the case of the Giffen goods, which are inferior and their demand curve has a positive slope. Giffen goods are very rare in practice.) ${ }^{1}$

It should be noted that although Slutsky's theorem can be proved mathematically, its proof is based on the axiomatic assumption of the convexity of the indifference curves.

Mathematical derivation of the demand curve. The demand curve may be derived from the equilibrium condition

$$
\frac{M U_{x}}{P_{x}}=\frac{M U_{y}}{P_{y}}=\cdots=\frac{M U_{n}}{P}
$$

and the budget constraint

$$
Y=\sum_{i=1}^{n} p_{i} q_{i}
$$

For example, assume that there are only two commodities and that the total utility function is multiplicative of the form

$$
U=\frac{1}{4} q_{x} q_{y}
$$

The marginal utilities of $x$ and $y$ are

$$
M U_{x}=\frac{\partial U}{\partial q_{x}}=\frac{1}{4} q_{y}
$$

and

$$
M U_{y}=\frac{\partial U}{\partial q_{y}}=\frac{1}{4} q_{x}
$$

Substituting the marginal utilities in the equilibrium condition we obtain

$$
\frac{\left(\frac{1}{4}\right) q_{y}}{P_{x}}=\frac{\left(\frac{1}{4}\right) q_{x}}{P_{y}}
$$

or

$$
q_{y} p_{y}=q_{x} p_{x}
$$

(Note that the equality of expenditures of the two commodities is not a general rule; the expenditures depend on the specific form of the utility function.)

We may derive the demand for commodity $x$ by substituting $q_{y} p_{y}$ in the budget constraint:

$$
\begin{gathered}
q_{y} p_{y}+q_{x} p_{x}=Y \\
2 q_{x} p_{x}=Y \\
q_{x}=\frac{1}{2 p_{x}} Y
\end{gathered}
$$

[^11]Thus the demand for $x$ is negatively related to its own price $p_{x}$ and positively to income $Y$.
Similarly the demand for $y$ is obtained by substituting $q_{x} p_{x}$ in the budget constraint:

$$
q_{y}=\frac{1}{2 p_{y}} Y
$$

In our particular example the demand curves are symmetric due to the particular multiplicative form of the consumer's utility function which we assumed.

## Critique of the indifference-curves approach

The indifference-curves analysis has been a major advance in the field of consumer's demand. The assumptions of this theory are less stringent than for the cardinal utility approach. Only ordinality of preferences is required, and the assumption of constant utility of money has been dropped.

The methodology of indifference curves has provided a framework for the measurement of the 'consumer's surplus', which is important in welfare economics and in designing government policy. The measurement of the consumers' surplus is discussed in section D below ( p .32 ).

Perhaps the most important theoretical contribution of this approach is the establishment of a better criterion for the classification of goods into substitutes and complements. Earlier theorists were using the total effect of a price change for this purpose, without compensating for the change in real income. The classification was based on the sign of the cross-elasticity of demand

$$
e_{y x}=\frac{\partial q_{y}}{\partial p_{x}} \cdot \frac{p_{x}}{q_{y}}
$$

where the total change in the quantity of $y$ was considered as a result of a change in the price of $x$. A positive sign of the cross-elasticity implies that $x$ and $y$ are substitutes; a negative sign implies that the commodities are complements. This approach may easily lead to absurd classifications if the change in the price of $x$ is substantial. For example, if the price of beef is halved it is almost certain that both the consumption of beef and of pork will be increased, due to the increase of the real income of the consumer. This would imply a negative cross-elasticity for pork, and hence pork would be classified as a complementary commodity to beef!

Hicks ${ }^{1}$ suggested measuring the cross-elasticity after compensating for changes in real income. Thus, according to Hicks, goods $x$ and $y$ are substitutes if, after compensating for the change in real income (arising from the change in the price of $x$ ) a decrease in the price of $x$ leads to a decrease in the quantity demanded of $y$.

Although this criterion is theoretically more correct than the usual approach based on the total change in the quantity of $y$ as a result of a change in the price of $x$, in practice its application is impossible because it requires knowledge of the individual preference functions, which cannot be statistically estimated. On the other hand, the usual approach of the total price effect is feasible because it requires knowledge of the market demand functions which can be empirically estimated.

Although the advantages of the indifference-curves approach are important, the theory has indeed its own severe limitations. The main weakness of this theory is its axiomatic assumption of the existence and the convexity of the indifference curves. The theory does not establish either the existence or the shape of the indifference curves. It assumes that they exist and have the required shape of convexity. Furthermore, it is
${ }^{1}$ J. Hicks, Value and Capital (Oxford Universiy Press, 1946) 2nd edn, pp. 42-52.
questionable whether the consumer is able to order his preferences as precisely and rationally as the theory implies. Also the preferences of the consumers change continuously under the influence of various factors, so that any ordering of these preferences, even if possible, should be considered as valid for the very short run. Finally, this theory has retained most of the weaknesses of the cardinalist school with the strong assumption of rationality and the concept of the marginal utility implicit in the definition of the marginal rate of substitution.

Another defect of the indifference curves approach is that it does not analyse the effects of advertising, of past behaviour (habit persistence), of stocks, of the interdependence of the preferences of the consumers, which lead to behaviour that would be considered as irrational, and hence is ruled out by the theory. ${ }^{1}$ Furthermore speculative demand and random behaviour are ruled out. Yet these factors are very important for the pricing and output decisions of the firm. ${ }^{2}$

## C. THE REVEALED PREFERENCE HYPOTHESIS ${ }^{3}$

Samuelson introduced the term 'revealed preference' into economics in 1938. Since then the literature in this field has proliferated.

The revealed preference hypothesis is considered as a major breakthrough in the theory of demand, because it has made possible the establishment of the 'law of demand' directly (on the basis of the revealed preference axiom) without the use of indifference curves and all their restrictive assumptions. Regarding the ordering of consumers' preferences, the revealed preference hypothesis has the advantage over the HicksAllen approach of establishing the existence and the convexity of the indifference curves (it does not accept them axiomatically). However, the indifference curves are redundant in the derivation of the demand curve. We will first examine the derivation of the 'law of demand'; we will then show how indifference curves can be established.

## Assumptions

1. Rationality. The consumer is assumed to behave rationally, in that he prefers bundles of goods that include more quantities of the commodities.
2. Consistency. The consumer behaves consistently, that is, if he chooses bundle $A$ in a situation in which bundle $B$ was also available to him he will not choose $B$ in any other situation in which $A$ is also available. Symbolically

$$
\text { if } A>B \text {, then } B>A
$$

3. Transitivity. If in any particular situation $A>B$ and $B>C$, then $A>C$.
4. The revealed preference axiom. The consumer, by choosing a collection of goods in any one budget situation, reveals his preference for that particular collection. The chosen bundle is revealed to be preferred among all other alternative bundles available under

[^12]the budget constraint. The chosen 'basket of goods' maximises the utility of the consumer. The revealed preference for a particular collection of goods implies (axiomatically) the maximisation of the utility of the consumer.

## Derivation of the demand curve

Assume that the consumer has the budget line $A B$ in figure 2.15 and chooses the collection of goods denoted by point $Z$, thus revealing his preference for this batch. Suppose that the price of $x$ falls so that the new budget line facing the consumer is $A C$. We will show that the new batch will include a larger quantity of $x$.


Figure 2.15
Firstly, we make a 'compensating variation' of the income, which consists in the reduction of income so that the consumer has just enough income to enable him to continue purchasing $Z$ if he so wishes. The compensating variation is shown in figure 2.15 by a parallel shift of the new budget line so that the 'compensated' budget line $A^{\prime} B^{\prime}$ passes through $Z$. Since the collection $Z$ is still available to him, the consumer will not choose any bundle to the left of $Z$ on the segment $A^{\prime} Z$, because his choice would be inconsistent, given that in the original situation all the batches on $A^{\prime} Z$ were revealed inferior to $Z$. Hence the consumer will either continue to buy $Z$ (in which case the substitution effect is zero) or he will choose a batch on the segment $Z B^{\prime}$, such as $W$, which includes a larger quantity of $x$ (namely $x_{2}$ ). Secondly, if we remove the (fictitious) reduction in income and allow the consumer to move on the new budget line $A C$, he will choose a batch (such as $N$ ) to the right of $W$ (if the commodity $x$ is normal with a positive income effect). The new revealed equilibrium position ( $N$ ) includes a larger quantity of $x$ (i.e. $x_{3}$ ) resulting from the fall in its price. Thus the revealed preference axiom and the implied consistency of choice open a direct way to the derivation of the demand curve: as price falls, more of $x$ is purchased.

## Derivation of the indifference curves

Although not needed for establishing the law of demand, indifference curves can be derived and their convexity proved by the revealed preference hypothesis.

The indifference-curves approach requires less information than the neoclassical cardinal utility theory. But still it requires a lot from the consumer, since the theory expects him to be able to rank rationally and consistently all possible collections of commodities.

Samuelson's revealed preference theory does not require the consumer to rank his preferences or to give any other information about his tastes. The revealed preference
permits us to construct the indifference map of the consumer just by observing his behaviour (his choice) at various market prices, provided that (a) his choice is consistent, (b) his tastes are independent of his choices over time and do not change, (c) that the consumer is rational in the Pareto sense, that is, he prefers more goods to less.


Figure 2.16
Assume that the initial budget line of the consumer is $A B$ in figure 2.16 and he chooses the batch $Z$. All the other points on the budget line and below it denote inferior batches to $Z$. If we draw perpendiculars through $Z, C Z$ and $Z D$, all the batches on these lines, and in the area defined by them to the right of $Z$, are preferred to $Z$ because they contain more quantity of at least one commodity. Batches of goods in the remaining area (below $C Z D$ and above the budget line) are still not ordered. However, we may rank them relative to $Z$ by adopting the following procedure. Let the price of $x$ fall so that the new budget line $E F$ passes below $Z$ (figure 2.17).


Figure 2.17

The consumer will choose either $G$ or a point to the right of $G$ (on $G F$ ), since points on $E G$ would imply inconsistent choice, being below the original budget line and hence inferior to $G$. Assume that the consumer chooses $G$. Using the transitivity assumption we have

|  | $Z>G$ | (in the original situation) |
| :--- | :--- | :--- |
|  | $G>(G B F)$ | (in the new budget situation) |
| hence $\quad$ | $Z>(G B F)$ |  |

In this way we managed to rank all the batches in $G B F$ relative to $Z$. We may repeat this procedure by drawing budget lines below $Z$ and defining gradually all the batches of the 'lower ignorance zone' that are inferior to $Z$. Similarly we may rank (relative to $Z$ ) all the batches of the 'upper ignorance zone.' For example, assume that the price of $x$ increases and the new budget line $K L$ passes through $Z$. The consumer will either stay


Figure 2.18
at $Z$ or choose a point such as $U$ on $K L$ (figure 2.18). Using the rationality assumption we find

$$
(M U N)>U
$$

From the revealed preference principle

$$
U>Z
$$

and from the transitivity postulate

$$
(M U N)>Z
$$

Thus we managed to rank the batches in (MUN) as preferred to $Z$. Repeating this procedure we may gradually narrow down the 'ignorance zone' until we locate the indifference curve within as narrow a range as we wish. Hence the revealed preference axiom permits us to derive the indifference curve from the behaviour (actual choice) of the consumer in various market situations.

The convexity of the indifference curve may be established graphically as follows. Let us redraw the original budget situation (figure 2.19). We observe that the indifference curve through $Z$ must be somewhere in the ignorance zone and must be convex, because it cannot have any other shape. The indifference curve cannot be the straight line $A B$ because the choice of $Z$ shows that all the other points on $A B$ are inferior to $Z$ (hence the consumer cannot be at the same time indifferent between them). It cannot be a curve or line cutting $A B$ at $Z$, because the points below $Z$ would imply indifference of the consumer, while he has already revealed his preference for $Z$. Finally, the indifference curve cannot be concave through $Z$, because all its points have already been ranked as inferior to $Z$ (they contain less goods). Hence the only possible shape of the indifference curve is to be convex to the origin.


Figure 2.19

## Critique of the revealed preference hypothesis ${ }^{1}$

We have already said that Samuelson's revealed preference theory is a major advancement to the theory of demand. It provides a direct way to the derivation of the demand curve, which does not require the use of the concept of utility. The theory can prove the existence and convexity of the indifference curves under weaker assumptions than the earlier theories. It has also provided the basis for the construction of index numbers of the cost of living and their use for judging changes in consumer welfare in situations where prices change. This topic is discussed in section E below.

## D. THE CONSUMERS' SURPLUS

## The Marshallian surplus

The consumers' surplus is a concept introduced by Marshall, who maintained that it can be measured in monetary units, and is equal to the difference between the amount of money that a consumer actually pays to buy a certain quantity of a commodity $x$, and the amount that he would be willing to pay for this quantity rather than do without it.

Graphically the consumers' surplus may be found by his demand curve for commodity $x$ and the current market price, which (it is assumed) he cannot affect by his purchases of this commodity. Assume that the consumer's demand for $x$ is a straight line ( $A B$ in figure 2.20) and the market price is $P$. At this price the consumer buys $q$ units of $x$ and pays an amount $(q) \cdot(P)$ for it. However, he would be willing to pay $P_{1}$ for $q_{1}, P_{2}$ for $q_{2}, P_{3}$ for $q_{3}$ and so on. The fact that the price in the market is lower than the price he would be willing to pay for the initial units of $x$ implies that his actual expenditure is less than he would be willing to spend to acquire the quantity $q$. This difference is the consumer's surplus, and is the area of the triangle PAC in figure 2.20.

The Marshallian consumers' surplus can also be measured by using indifferencecurves analysis.

[^13]

Figure 2.20

In figure 2.21 the good measured on the horizontal axis is $x$, while on the vertical axis we measure the consumer's money income. The budget line of the consumer is $\mathbf{M M}^{\prime}$ and its slope is equal to the price of commodity $x$ (since the price of one unit of monetary income is 1 ). Given $P_{x}$, the consumer is in equilibrium at $E$ : he buys $0 Q$ quantity of $x$ and pays $A M$ of his income for it, being left with $0 A$ amount of money to spend on all other commodities.

We next must find the amount of money which the consumer would be willing to pay for the $0 Q$ quantity of $x$ rather than do without it. This is attained by drawing an indifference curve passing through $M$. Under the Marshallian assumption that the $M U$ of money income is constant, this indifference curve (and any other of the indifference map) will be vertically parallel to the indifference curve $I_{1}$; the indifference curves will have the same slope at any given quantity of $x$. For example, at $Q$ the slope of $I_{1}$ is the same as the slope of $I_{0}$

$$
\left[\begin{array}{c}
\text { slope } I_{1} \\
\text { for } Q \\
\text { units of } x
\end{array}\right]=M R S_{x, M}=\frac{M U_{x}}{1}=M U_{x}
$$

(given that $M U_{M}=1$ )
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Similarly

$$
\left[\begin{array}{c}
\text { slope } I_{0} \\
\text { for } Q \\
\text { units of } x
\end{array}\right]=M R S_{x, M}=\frac{M U_{x}}{1}=M U_{x}
$$

Given that the quantity of $x$ is the same at $E$ and $B$, the two slopes are equal.
The indifference curve $I_{0}$ shows that the consumer would be willing to pay $A^{\prime} M$ for the quantity $0 Q$, since point $B$ shows indifference of the consumer between having $0 Q$ of $x$ and $0 A^{\prime}$ of income to spend on other goods, or having none of $x$ and spending all his income $M$ on other goods. In other words $A^{\prime} M$ is the amount of money that the consumer would be willing to pay for $0 Q$ rather than do without it.

The difference

$$
A^{\prime} M-A M=A A^{\prime}=E B
$$

is the difference between what the consumer actually pays ( $A M$, given $P_{x}$ ) and what he would be willing to pay for $0 Q$ of $x$. That is, this difference is the Marshallian consumers' surplus.

## An alternative measure of the consumer's surplus

In the above analysis it was assumed that the marginal utility of money is constant. Clearly this assumption is very strong. If we relax this assumption, the size of the consumer's surplus is smaller than the Marshallian theory of cardinal utility implies. To see this, in figure 2.22 we start from an initial equilibrium $E$, defined by the tangency of the budget line $M M^{\prime}$ to the highest possible indifference curve $I_{1}$. Here the consumer buys $0 Q_{1}$ of $x$ at the market price $P_{1}$, which is the slope of indifference curve $I_{1}$ at point $E$, since at this point

$$
M R S_{x, M}=\frac{P_{x}}{P_{M}}=P_{x}
$$

given $P_{M}=1$. The actual expenditure of the consumer for $0 Q_{1}$ is $P \cdot Q_{1}=A M$.
To find the maximum amount of money the consumer would be willing to pay for the same quantity $\left(0 Q_{1}\right)$ rather than do without, we draw an indifference curve $I_{0}$ through $M$, in figure 2.22. This indifference curve is flatter than $I_{1}$, for any given quantity of $x$,
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showing that the marginal utility of money changes inversely with the amount of money income. Thus the consumer would be willing to pay $B M$ for $Q_{1}$ rather than do without, and the consumers' surplus is the difference

$$
B M-A M=B A=B^{\prime} E
$$

To compare this measurement of the consumer's surplus with the Marshallian measure we draw through $M$ the indifference curve $I_{0}^{\prime}$ vertically parallel to $I_{1}$, implying constant $M U$ of money. Under this assumption the (Marshallian) consumer surplus is $E A^{\prime \prime}$ which is clearly larger than $E B^{\prime}$, the surplus under the assumption of decreasing $M U$ of money income.
Note: Both at $E$ and $B^{\prime}$ the quantity of $x$ is the same $\left(0 Q_{1}\right)$, so that the $M U_{x}$ is constant at these two points. However, the income left to be spent on other goods $(0 A)$ is larger at $E$ as compared with $B^{\prime}$ (where the remainder income is $0 B$ ). Hence at $B^{\prime}$ the $M U$ of money income is higher than at $E$. Thus, comparing the slopes of $I_{1}$ at $E$ and of $I_{0}$ at $B^{\prime}$ we see that

$$
\left[\begin{array}{c}
\text { slope } I_{0} \\
\text { at } B^{\prime}
\end{array}\right]=\frac{M U_{x}}{M U_{M_{B}}}<\frac{M U_{x}}{M U_{M_{A}}}=\left[\begin{array}{c}
\text { slope } I_{1} \\
\text { at } E
\end{array}\right]
$$

that is, the slope of $I_{0}$ is smaller than $I_{1}$ for any given quantity of $x$.

## E. Some applications of indifference-curves analysis

## The leisure-income trade-off and the need for overtime rates higher than the normal wage rate

Indifference-curves analysis may be used to explain why firms must pay higher rates for overtime work.

We first derive the income-leisure curve of an individual consumer. This curve shows different combinations of income, earned by working, and leisure time. Assume that we measure money income on the vertical axis and leisure time on the horizontal axis. Assume further that the maximum time available for either leisure or work is $0 Z$ hours a day. The individual can either use all the $0 Z$ hours for leisure, in which case he earns zero income, or he can choose to work all the $0 Z$ hours and earn a maximum money income $0 M$ (given the current market wage rate $w$ ) or he can use part of the $0 Z$ hours for leisure (e.g. $0 A$ ) and the remaining ( $A Z$ ) hours for work, in which case he would earn


Figure 2.23 Income-leisure constraint.


Figure 2.24 Income-leisure trade-off


Figure 2.25
$0 M_{1}$ income. The line $M Z$ is the income-leisure curve, which shows how much time of his leisure an individual must give up if he wants to earn a certain income.

The slope of the income-leisure line is equal to the market wage rate. ${ }^{1}$
We may next construct the indifference map of the individual, which shows the ranking of his preferences as between income and leisure. Each indifference curve shows various combinations of income and leisure which yield the same level of satisfaction (utility) to the individual. The indifference curves have the usual properties: they are convex to the origin, they do not intersect and they show a higher level of satisfaction the further away from the origin they are.

The individual's equilibrium is determined by the point of tangency of his incomeleisure line with the highest possible trade-off curve (point $e$ in figure 2.25). Given the wage rate $w$, the individual maximises his utlity by working $L_{1} Z$ hours, earning income $0 M_{1}$ and using the remaining time $\left(0 L_{1}\right)$ for leisure.

If firms want more hours of work they will have to pay a higher hourly rate than the normal $w$ in order to give an incentive to the individual to reduce his leisure time. An increase in the overtime rate is depicted by a leisure-income line which is steeper to the left of $e$ (figure 2.25). With higher overtime payment the individual will be induced to give up some of his leisure time because in this way he will reach a higher indifference curve. The income-leisure line becomes kinked at $e$, and the new equilibrium of the individual is at $e^{\prime}$ on indifference curve $I_{4}$, showing that he will increase his working hours (by $L_{1} L_{2}$ ) and earn a higher income ( $0 M_{2}>0 M_{1}$ ).

## Evaluation of alternative government policies using indifference-curves analysis

Indifference curves may be used to evaluate the effects of alternative government policies. For example, assume that the government considers either the adoption of a
${ }^{1}$ Proof:
The slope of $M Z$ is $0 M / 0 Z$
But $0 M=$ total income earned for working $0 Z$ hours
$0 Z=$ total hours worked to obtain $0 M$ income
Therefore $0 M / 0 Z=w$
Another way to establish this relation is the following:
(a) $0 M$ is the maximum income obtainable given the market wage rate $w$. The hours that the individual must work to obtain this income are $0 M / w$.
(b) $0 Z$ are ex hypothesi the maximum hours available for either work or leisure (or any combination of both).
(c) Therefore $0 M / w=0 Z$ or $0 M / 0 Z=w$.
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food subsidisation policy for pensioners or granting a supplementary income to them. Which of these measures costs less to the government (and hence to the tax payer)? What are the effects of these policies on the demand patterns of a pensioner? Such questions may be answered by using indifference-curves analysis. We will illustrate the way in which the above information may be obtained, assuming for simplicity that there is a single pensioner and two commodities, $x$ (food) and $y$ (money income).

The initial equilibrium of the pensioner is at point $e_{1}$, where his budget line, $A B$, is tangent to indifference curve $I_{1}$ : he consumes $0 X_{1}$, units of food, paying $Z A$ of his income, and having $0 Z$ income left over to spend on other commodities. The goal of the government is to make it possible for the pensioner to move to the higher level of welfare (satisfaction) denoted by the indifference curve $I_{2}$.

The effects of the food subsidy. Assume that the government gives food coupons to the pensioner which allow him to buy food at half the market price. Following this measure the budget line of the pensioner shifts to $A B^{\prime}$, which is tangent to $I_{2}$ at point $e_{2}$. At his new equilibrium position the pensioner buys $0 X_{2}$ units of food, paying for this quantity $A L$ of his income. If there were no food subsidy the pensioner would have to spend $A K$ of his income to buy $0 X_{2}$ units of food. Since he pays only $A L$, the difference $L K=$ ( $A K-A L$ ) must be paid to the food producers by the government. Thus, if the government adopts the food subsidy policy we have the following effects: (a) The cost to the government (and to the taxpayer) is $L K$. (b) the market price of food is not affected by this policy, so that other consumers continue to pay the original price. (c) the government is certain that the pensioners will consume more food. This effect may be particularly desirable (as a subsidiary goal of the government) if there are surpluses of food. Actually it is often the case that food subsidies are designed in such a way as to benefit not only the consumers but also the producers of foodstuff. (d) the assistance to pensioners via the food subsidy imposes a certain pattern of consumption, a certain choice of spending their income.

The effects of a supplementary income policy. Assume that the government considers granting to the pensioner a supplementary income which will enable him to reach the higher welfare level implied by indifference curve $I_{2}$. To find the amount of such a supplementary income we simply draw a budget line ( $C D$ ), parallel to the original budget
line $(A B)$ and tangent to $I_{2}$ (at point $e_{3}$ ). The pensioner will now buy $0 X_{3}$ units of food. The cost to the government of the supplementary income policy is equal to $C A$, which (in our example) is smaller than the cost of the food subsidy policy. ${ }^{1}$ Furthermore the quantity of food in this case $\left(0 X_{3}\right)$ is smaller than the quantity which would be bought under a food subsidy programme ( $0 X_{2}$ ).

Comparing the two alternative policies we observe that both policies achieve the government's goal of enabling the pensioner to reach the higher welfare state implied by $I_{2}$. But the food subsidy programme is more costly (in our example) than the supplementary income policy. In fact if the government were to give to the pensioner the cost of the subsidy in the form of supplementary income, the pensioner would attain a higher level of satisfaction (an indifference curve above $I_{2}$ ). However, the consumption of food will be greater in the case of the food subsidy policy.

Which one of these alternative policies the government will adopt depends not only on the above considerations, but also on the other goals of the government and the indirect effects of each policy. For example, if there is a surplus food production, the government may adopt the more costly subsidisation policy, which, apart from increasing the welfare of the consumer, also benefits the producers by reducing or even eliminating the surplus. Furthermore, supplementary incomes policies are in general more inflationary than price subsidies to specific individuals (especially if there is a surplus of the subsidised commodities). Increasing the incomes of some groups of 'needy' consumers may lead to increases of the market prices of commodities for all consumers, thus decreasing their welfare.

The above discussion illustrates how indifference-curves analysis may give insight into the implications of selective government measures, and thus help efficient policy formulation.

## Indifference-curve analysis and the theory of exchange

Indifference-curves analysis may be used to explain why exchange of commodities among individuals (or groups of individuals, countries, regions, and so on) takes place. We will show that, under certain conditions, exchange of commodities leads to an increase in the welfare of at least one individual without any reduction in the welfare of the other, so that the overall welfare which can be enjoyed from a given bundle of commodities is increased.

We will use the device of the Edgeworth box. ${ }^{2}$ We assume that there are only two individuals, $A$ and $B$, and two commodities, $x$ and $y$, whose quantities are given. These quantities are measured along the sides of the Edgeworth box. Any point of the Edgeworth box shows a certain distribution of the available quantities of $x$ and $y$ between individuals $A$ and $B$.

The preferences of consumer $A$ are represented by a set of indifference curves (denoted by $A$ with an appropriate subscript) which are convex to the origin $0_{A}$. The preferences
${ }^{1}$ From figure 2.26 we see that $C A=M N$, since these lines are opposite sides of the parallelogram $A N M C$. Also $L K=e_{2} N$. But $e_{2} N=e_{2} M+M N=L K$. Therefore

$$
M N<L K
$$

or

$$
C A<L K
$$

that is
$\left[\begin{array}{l}\text { cost of } \\ \text { income } \\ \text { policy }\end{array}\right]<\left[\begin{array}{l}\text { cost of } \\ \text { food } \\ \text { subsidy }\end{array}\right]$
${ }^{2}$ Named after Edgeworth, who first used this construction.


Figure 2.27
of consumer $B$ are represented by the set of indifference curves (denoted by $B$ with an appropriate subscript) which are convex to $0_{B}$. The indifference maps have the usual properties. For example, the further down an indifference curve of $B$ lies, the greater is the satisfaction. The two sets of indifference curves, being of opposite curvature, have points of tangency which form the so-called Edgeworth's contract curve $\left(0_{A} 0_{B}\right.$ in figure 2.27). In other words the contract curve is the locus of points of tangency of the indifference curves of $A$ and $B$, and therefore the locus of points at which the MRS of the two commodities is the same for both consumers

$$
M R S_{y, x}^{A}=M R S_{y, x}^{B}
$$

Only points lying on the contract curve represent optimal distribution of the available quantities of $x$ and $y$ between the two consumers, in the sense that any divergence from this curve implies a lower level of satisfaction for at least one individual. For example, consider point $Z$ off the contract curve. At this point consumer $A$ owns $0 X_{A}$ of commodity $x$ and $0 Y_{A}$ of commodity $y$, with the remaining quantities ( $X_{A} X$ and $Y_{A} Y$ ) owned by consumer $B$. With this distribution of the two commodities consumer $A$ is on indifference curve $A_{4}$ while consumer $B$ is on indifference curve $B_{5}$. We will show that point $Z$ represents a suboptimal distribution of $x$ and $y$, because if $A$ and $B$ exchange some of the quantities of the two commodities so as to move to any point on the section $W R$ of the contract curve at least one (and probably both) of them will be better off (on a higher indifference curve) without the other being worse off.

If the consumers exchange $x$ for $y$ so that they arrive at the distribution denoted by $R$ (consumer $A$ giving away $Y_{A} Y_{A}^{\prime}$ of commodity $y$ in exchange for $X_{A} X_{A}^{\prime}$ of commodity $x$ ), consumer $A$ will reach a higher welfare situation (moving from indifference curve $A_{4}$ to the higher one $A_{6}$ ) while consumer $B$ retains his initial level of satisfaction (both $Z$ and $R$ lying on the same indifference curve $B_{5}$ ).

If the consumers reach, via exchanging commodity $x$ for $y$, to the distribution denoted by $W$ the opposite situation will obtain: consumer $A$ will retain his initial level of satisfaction (since $Z$ and $W$ lie on the initial indifference curve $A_{4}$ ) while consumer $B$ will attain a higher indifference curve ( $B_{7}$ ).

If the consumers reach any other distribution between $W$ and $R$, e.g. the one denoted by $H$, they will both be better off, reaching higher indifference curves ( $A_{5}$ and $B_{6}$ respectively) as compared to their initial positions at $Z$.

If exchange takes place who will benefit more, $A$ or $B$ ? The answer to this question cannot be given on purely economic criteria. The final distribution of $x$ and $y$ and the 'gains' from the exchange of these commodities will largely depend on the bargaining skills and power of the two individuals. Usually the consumers will reach a point between $W$ and $R$, both gaining some welfare in the process.

In summary: the contract curve includes optimal allocation of the commodities, in the sense that if the individuals are at a point off this curve they will gain by moving to a point on it, since at least one (or both) of them will be better off without the other becoming worse off. ${ }^{1}$

It is implicit in the above elementary analysis of exchange that the tastes of $A$ and $B$ do not change and that the quantities of the two commodities are given. If these assumptions do not hold, the result of the act of exchange may be different.

## Indifference-curves analysis of the cost of living

Indifference-curve analysis and the theory of revealed preference can be used to establish whether, over a period of time during which both money incomes and prices have been changing, the consumer is better or worse off.

The assumption underlying the following discussion is that the consumer spends all his money income in all time periods, that is, he chooses a point on his budget line in any particular period. ${ }^{2}$

In the initial (base) period the consumer's income and expenditure is:

$$
Y_{0}=\sum q_{0} p_{0}
$$

and in the current period

$$
Y_{t}=\sum q_{t} p_{t}
$$

Assuming that both prices and money income changed between the base and the current periods, how can we decide whether the consumer is better off? To answer this question we require index numbers of income and prices.

An index of income changes is given by the expression

$$
I_{Y}=\left(\frac{Y_{t}}{Y_{0}}\right) \cdot 100
$$

where $\quad Y_{0}=$ money income in the base period
$Y_{t}=$ money income in the current period
The index number of the income in the base period is 100 . If in period $t$ the index number is 125 we conclude that money income has increased by 25 per cent in period $t$ as compared with the base period.

Changes in the price level are measured by two traditional price indexes, the Laspèyres price index, defined by

$$
L=\left(\frac{\sum q_{0} p_{t}}{\sum q_{0} p_{0}}\right) \cdot 100
$$

${ }^{1}$ An interesting illustration of the above type of analysis may be found in S. Enke, 'Using Costs to Select Weapons', American Economic Review (1965); and S. Enke, 'Some Economic Aspects of Fissionable Materials', Quarterly Journal of Economics (1954).
${ }^{2}$ Savings can be treated as one commodity in the bundle of goods selected by the consumer at any time.
and the Paasche index, defined by

$$
P=\left(\frac{\sum q_{t} p_{t}}{\sum q_{t} p_{0}}\right) \cdot 100
$$

where $q_{0}=$ quantities of the commodities bought in the base period
$p_{0}=$ prices of the commodities in the base period
$q_{t}=$ quantities of the commodities bought in period $t$
$p_{t}=$ prices of the commodities in period $t$
Given the above index numbers we will prove that:
(i) the consumer is better off in period $t$ as compared with the base period if the index number of income is greater than the Laspèyres price index, that is, if

$$
\left(\frac{Y_{t}}{Y_{0}}\right) \cdot 100>L
$$

(ii) the consumer is worse off in period $t$ as compared with the base period if the index number of income is smaller than the Paasche price index, that is, if

$$
\left(\frac{Y_{t}}{Y_{0}}\right) \cdot 100<P
$$

The use of the Laspèyres price index. Assume that the initial income and expenditure of the consumer is

$$
Y_{0}=\sum q_{0} p_{0}
$$

In period $t$ prices have changed to $p_{t}$, and if we estimate the cost of the 'basket $q_{0}$ ' at the new prices we find

$$
\sum q_{0} p_{t}
$$

If $\sum q_{0} p_{t} \leq Y_{t}$, the initial 'basket $q_{0}$ ' is available to the consumer in the current price (and income) situation. That is, with his current income ( $Y_{t}$ ) the consumer can still purchase the original basket of goods if he so wishes. If he actually makes this choice in period $t$ then

$$
\sum q_{0} p_{0}=\sum q_{0} p_{t}=Y_{t}
$$

and the consumer retains the same level of satisfaction in period $t$ as in the base period (he remains on the same indifference curve). However, if the consumer chooses in period $t$ another basket of goods $q_{t}$ (while $q_{0}$ continues to be available) then two situations may occur:
either $\sum q_{0} p_{t}<\sum q_{t} p_{t}$
which implies that $q_{0}$ is below the new budget line of the consumer, who, buying $q_{t}$, is better off (because he can buy basket $q_{t}$ which was beyond his means in the base period)
or $\sum q_{0} p_{t}=\sum q_{t} p_{t}$
which implies that both baskets are equally expensive ( $q_{0}$ and $q_{t}$ both lie on the new budget line), but the consumer reveals his preference for $q_{t}$ presumably because $q_{t}$ gives him more satisfaction (lies on a higher indifference curve).

Dividing equation (2.2) through by $\sum q_{0} p_{0}$ (the initial income) and multiplying by 100 we obtain

$$
\left[\frac{\sum q_{0} p_{t}}{\sum q_{0} p_{0}} \cdot 100\right]<\left[\frac{\sum q_{t} p_{t}}{\sum q_{0} p_{0}} \cdot 100\right]
$$

The left-hand side of this inequality is the Laspèyres price index, while the right-hand side is the income index number ( $\sum q_{t} p_{t}$ being the current income and $\sum q_{0} p_{0}$ being the income of the base period). Thus we may write

$$
L<\left[\frac{Y_{t}}{Y_{0}} \cdot 100\right]
$$

which shows that the consumer is better off if the Laspèyres price index is smaller than the income index. This conclusion may be illustrated diagrammatically by using indifference curves.

In figure 2.28 the initial budget line is $M M$, defined by the equation

$$
Y_{0}=\sum q_{0} p_{0}=\left(q_{x, 0}\right)\left(p_{x, 0}\right)+\left(q_{y, 0}\right)\left(p_{y, 0}\right)
$$

The consumer is in equilibrium at point $A$, buying $q_{x, 0}$ and $q_{y, 0}$ of the two commodities.
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The new budget line is $M^{\prime} M^{\prime}$ defined by the expression

$$
Y_{t}=\sum q_{t} p_{t}=\left(q_{x, t}\right)\left(p_{x, t}\right)+\left(q_{y, t}\right)\left(p_{y, t}\right)
$$

The new budget line passes through the initial equilibrium point $A,{ }^{1}$ showing that 'basket $q_{0}$ ' is still available to the consumer at the new set of prices $\left(p_{t}\right)$. The consumer can, therefore, continue to purchase $q_{0}$, thus remaining on the initial indifference curve $I_{1}$. But he can reach a higher indifference curve $\left(I_{2}\right)$ by choosing basket $q_{t}$ shown by point $B$ in figure 2.28. This point was above the initial budget line, and hence beyond the reach of the consumer (given $Y_{0}$ and $p_{0}$ ). In other words the cost of bundle $q_{t}(=$ point $B$ ) estimated at the original prices $\left(p_{0}\right)$ was higher than the cost of bundle $q_{0}$ (at $\left.p_{0}\right)$. In the new price situation both bundles have the same cost since they lie on the new
${ }^{1}$ If $A$ lies below $M^{\prime} M^{\prime}$, although available, it will not be chosen, because part of the income $Y_{t}$ would be unspent, contrary to our assumption. If $A$ lies above $M^{\prime} M^{\prime}$, the consumer is worse off in period $t$. This case is examined in the next section.
budget line ( $M^{\prime} M^{\prime}$ ). Yet $q_{t}$ is chosen because it lies on a higher indifference curve: the consumer is better off with the new income $\left(Y_{t}\right)$ and the new set of prices $\left(p_{t}\right)$.

The use of the Paasche price index. Assume, as before, that in the base period the consumer has income $Y_{0}$ and chooses basket $q_{0}$, spending on it all his income $\sum q_{0} p_{0}=Y_{0}$.

In the period $t$ the consumer chooses a new basket $q_{t}$, spending all his income $\sum q_{t} p_{t}=Y_{t}$.

The cost of basket $q_{t}$, estimated at the prices of the base period, is $\sum q_{t} p_{0}$.
If

$$
\begin{equation*}
\sum q_{0} p_{0}>\sum q_{t} p_{0} \tag{2.3}
\end{equation*}
$$

then the basket chosen in period $t\left(q_{t}\right)$ was available in the base period, but was not chosen by the consumer, because presumably it was lying on a lower indifference curve than $q_{0}$.

Given that in period $t$ the consumer does actually choose $q_{t}$, spending all his income ( $\sum q_{t} p_{t}$ ) on it, it follows that basket $q_{0}$ is now beyond his means (i.e. $q_{0}$ is above the new budget line of the consumer). Hence the consumer is worse off in period $t$.

Dividing equation (2.3) through by $\sum q_{t} p_{t}$ and multiplying by 100 we obtain

$$
\left[\frac{\sum q_{0} p_{0}}{\sum q_{t} p_{t}} \cdot 100\right]>\left[\frac{\sum q_{t} p_{0}}{\sum q_{t} p_{t}} \cdot 100\right]
$$

Taking the inverse of each side we find

$$
\left[\frac{\sum q_{t} p_{t}}{\sum q_{0} p_{0}} \cdot 100\right]<\left[\frac{\sum q_{t} p_{t}}{\sum q_{t} p_{0}} \cdot 100\right]
$$

The left-hand side is the income index number and the right-hand side is the Paasche price index. Hence we may write

$$
\left[\frac{Y_{t}}{Y_{0}} \cdot 100\right]<P
$$

that is, the consumer is worse off in period $t$ as compared with the base period if the income index is smaller than the Paasche price index. We may show this result on a graph using indifference-curves analysis.

In figure 2.29 the equilibrium of the consumer in the base period is defined by $C$. Although basket $D$ (including $q_{x, t}$ and $q_{y, t}$ ) was on his original budget line, the consumer did not choose it, because it was lying on the lower indifference curve $I_{1}$.
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In period $\boldsymbol{t}$ the new budget line ( $M^{\prime} M^{\prime}$ ) defined by the expression

$$
Y_{t}=\sum q_{t} p_{t}=\left(q_{x, t}\right)\left(p_{x, t}\right)+\left(q_{y, t}\right)\left(p_{y, t}\right)
$$

lies below basket $q_{0}$ : the consumer cannot afford to buy the original bundle at the new prices $\left(p_{t}\right)$. Thus the consumer chooses basket $q_{t}$, that is, he is worse off as compared to the base period. (If $q_{0}$ was available in period $t$ and the consumer chose $q_{t}$, he would be inconsistent, since in the base period he had preferred $q_{0}$ to $q_{t}$ ).

It should be noted that comparisons of the above type are valid only if tastes and quality of the commodities have not changed in the two periods.

## II. THE MARKET DEMAND

## A. DERIVATION OF THE MARKET DEMAND

The market demand for a given commodity is the horizontal summation of the demands of the individual consumers. In other words, the quantity demanded in the market at each price is the sum of the individual demands of all consumers at that price. In table 2.1 we show the demands of four consumers at various prices of a certain commodity and the total market demand. These data are presented graphically in figure 2.30. We observe that although for consumer $B$ commodity $x$ is a Giffen good, the market demand has the normal negative slope, because the demands of other consumers more than offset the Giffen case.

Table 2.1 Individual and market demand

| Price | Quantity <br> demanded by consumer A | Quantity demanded by consumer B | Quantity demanded by consumer C | Quantity <br> demanded by consumer D | Market demand |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 40 | 4 | 45 | 18 | 107 |
| 4 | 30 | 2 | 35 | 16 | 83 |
| 6 | 24 | 5 | 30 | 13 | 72 |
| 8 | 18 | 7 | 20 | 12 | 57 |
| 10 | 14 | 10 | 15 | 11 | 50 |
| 12 | 10 | 7 | 13 | 8 | 38 |
| 14 | 8 | 5 | 10 | 6 | 29 |
| 16 | 6 | 3 | 8 | 4 | 21 |
| 18 | 4 | 2 | 0 | 0 | 6 |
| 20 | 3 | 0 | 0 | 0 | 3 |

Economic theory does not define any particular form of the demand curve. Market demand is sometimes shown in textbooks as a straight line (linear-demand curve) and sometimes as a curve convex to the origin. The linear-demand curve (figure 2.31 ) may be written in the form

$$
Q=b_{0}-b_{1} P
$$

and implies a constant slope, but a changing elasticity at various prices. The most common form of a non-linear-demand curve is the so-called 'constant-elasticity-demand curve', which implies constant elasticity at all prices; its mathematical form is

$$
Q=b_{0} \cdot P^{b_{1}}
$$

where $b_{1}$ is the constant price elasticity (see section III). The concept of elasticity is discussed in the following section.


Figure 2.30

## B. Determinants of demand

We said at the beginning of this chapter that demand is a multivariate function; it is determined by many variables. Traditionally the most important determinants of the market demand are considered to be the price of the commodity in question, the prices of other commodities, consumers' income and tastes. The result of a change in the price of the commodity is shown by a movement from one point to another on the same demand curve, while the effect of changes in other determinants is shown by a shift of the demand curve. Thus these factors are called shift factors, and the demand curve is drawn under the ceteris paribus assumption, that the shift factors (prices of other commodities, incomes and tastes) are constant. The distinction between movements along the curve and shifts of the curve is convenient for the graphical presentation of the demand function. Conceptually, however, demand should be thought of as being determined by various factors (is multivariate) and the change in any one of these factors changes the quantity demanded.


Figure 2.31 Movement along the demand curve as the price of $x$ changes.


Figure 2.32 Shifts of the demand curve as, for example, income increases.

Apart from the above determinants, demand is affected by numerous other factors, such as the distribution of income, total population and its composition, wealth, credit availability, stocks and habits. The last two factors allow for the influence of past behaviour on the present, thus rendering demand analysis dynamic. The incorporation of the latter factors into the demand function will be examined in section III.

## C. Elasticities of demand

There are as many elasticities of demand as its determinants. The most important of these elasticities are (a) the price elasticity, (b) the income elasticity, (c) the cross-elasticity of demand.

## The price elasticity of demand

The price elasticity is a measure of the responsiveness of demand to changes in the commodity's own price. If the changes in price are very small we use as a measure of the responsiveness of demand the point elasticity of demand. If the changes in price are not small we use the arc elasticity of demand as the relevant measure.

The point elasticity of demand is defined as the proportionate change in the quantity demanded resulting from a very small proportionate change in price. Symbolically we may write

$$
\begin{equation*}
e_{p}=\frac{d Q}{Q} / \frac{d P}{P} \tag{2.4}
\end{equation*}
$$

or

$$
e_{p}=\frac{d Q}{d P} \cdot \frac{P}{Q}
$$

If the demand curve is linear

$$
Q=b_{0}-b_{1} P
$$

its slope is $d Q / d P=-b_{1}$. Substituting in the elasticity formula we obtain

$$
e_{p}=-b_{1} \cdot \frac{P}{Q}
$$

which implies that the elasticity changes at the various points of the linear-demand curve. Graphically the point elasticity of a linear-demand curve is shown by the ratio of the segments of the line to the right and to the left of the particular point. In figure 2.33 the elasticity of the linear-demand curve at point $F$ is the ratio

$$
\frac{F D^{\prime}}{F D}
$$



Figure 2.33

## Proof

From figure 2.33 we see that

$$
\begin{aligned}
\Delta P & =P_{1} P_{2}=E F \\
\Delta Q & =Q_{1} Q_{2}=E F^{\prime} \\
P & =0 P_{1} \\
Q & =0 Q_{1}
\end{aligned}
$$

If we consider very small changes in $P$ and $Q$, then $\Delta P \approx d P$ and $\Delta Q \approx d Q$. Thus, substituting in the formula for the point elasticity, we obtain

$$
e_{p}=\frac{d Q}{d P} \cdot \frac{P}{Q}=\frac{Q_{1} Q_{2}}{P_{1} P_{2}} \cdot \frac{0 P_{1}}{0 Q_{1}}=\frac{E F^{\prime}}{E F} \cdot \frac{0 P_{1}}{0 Q_{1}}
$$

From the figure we can also see that the triangles $F E F^{\prime}$ and $F Q_{1} D^{\prime}$ are similar (because each corresponding angle is equal). Hence

$$
\frac{E F^{\prime}}{E F}=\frac{Q_{1} D^{\prime}}{F Q_{1}}=\frac{Q_{1} D^{\prime}}{0 P_{1}}
$$

Thus

$$
e_{p}=\frac{Q_{1} D^{\prime}}{0 P_{1}} \cdot \frac{0 P_{1}}{0 Q_{1}}=\frac{Q_{1} D^{\prime}}{0 Q_{1}}
$$

Furthermore the triangles $D P_{1} F$ and $F Q_{1} D^{\prime}$ are similar, so that

$$
\frac{Q_{1} D^{\prime}}{F D^{\prime}}=\frac{P_{1} F}{F D}=\frac{0 Q_{1}}{F D}
$$

Rearranging we obtain

$$
\frac{Q_{1} D^{\prime}}{0 Q_{1}}=\frac{F D^{\prime}}{F D}
$$

Thus the price elasticity at point $F$ is

$$
e_{p}=\frac{Q_{1} D^{\prime}}{0 Q_{1}}=\frac{F D^{\prime}}{F D}
$$

Given this graphical measurement of point elasticity it is obvious that at the mid-point of a linear-demand curve $e_{p}=1$ (point $M$ in figure 2.34). At any point to the right of $M$


Figure 2.34
the point elasticity is less than unity $\left(e_{p}<1\right)$; finally at any point to the left of $M, e_{p}>1$. At point $D$ the $e_{p} \rightarrow \infty$, while at point $D^{\prime}$ the $e_{p}=0$. The price elasticity is always negative because of the inverse relationship between $Q$ and $P$ implied by the 'law of demand'. However, traditionally the negative sign is omitted when writing the formula of the elasticity.

The range of values of the elasticity are

$$
0 \leq e_{p} \leq \infty
$$

If $e_{p}=0$, the demand is perfectly inelastic (figure 2.35)
If $e_{p}=1$, the demand has unitary elasticity (figure 2.36)
If $e_{p}=\infty$, the demand is perfectly elastic (figure 2.37)
If $0<e<1$, we say that the demand is inelastic.
If $1<e<\infty$, we say that the demand is elastic.


Figure 2.35


Figure 2.36


Figure 2.37

The basic determinants of the elasticity of demand of a commodity with respect to its own price are:
(1) The availability of substitutes; the demand for a commodity is more elastic if there are close substitutes for it.
(2) The nature of the need that the commodity satisfies. In general, luxury goods are price elastic, while necessities are price inelastic.
(3) The time period. Demand is more elastic in the long run.
(4) The number of uses to which a commodity can be put. The more the possible uses of a commodity the greater its price elasticity will be.
(5) The proportion of income spent on the particular commodity.

The above formula for the price elasticity is applicable only for infinitesimal changes in the price. If the price changes appreciably we use the following formula, which measures the arc elasticity of demand:

$$
\begin{equation*}
e_{p}=\frac{\Delta Q}{\Delta P} \cdot \frac{\frac{P_{1}+P_{2}}{2}}{\frac{Q_{1}+Q_{2}}{2}}=\frac{\Delta Q}{\Delta P} \cdot \frac{\left(P_{1}+P_{2}\right)}{\left(Q_{1}+Q_{2}\right)} \tag{2.5}
\end{equation*}
$$

The arc elasticity is a measure of the average elasticity, that is, the elasticity at the midpoint of the chord that connects the two points $(A$ and $B)$ on the demand curve defined by the initial and the new price levels (figure 2.38). It should be clear that the measure of the arc elasticity is an approximation of the true elasticity of the section $A B$ of the demand curve, which is used when we know only the two points $A$ and $B$ from the demand curve, but not the intermediate ones. Clearly the more convex to the origin the demand curve is, the poorer the linear approximation attained by the arc elasticity formula.


Figure 2.38

The income elasticity of demand
The income elasticity is defined as the proportionate change in the quantity demanded resulting from a proportionate change in income. Symbolically we may write

$$
\begin{equation*}
e_{Y}=\frac{d Q}{Q} / \frac{d Y}{Y}=\frac{d Q}{d Y} \cdot \frac{Y}{Q} \tag{2.6}
\end{equation*}
$$

The income elasticity is positive for normal goods. Some writers have used income elasticity in order to classify goods into 'luxuries' and 'necessities'. A commodity is considered to be a 'luxury' if its income elasticity is greater than unity. A commodity is a 'necessity' if its income elasticity is small (less than unity, usually).

The main determinants of income elasticity are:

1. The nature of the need that the commodity covers: the percentage of income spent on food declines as income increases (this is known as Engel's Law and has sometimes been used as a measure of welfare and of the development stage of an economy).
2. The initial level of income of a country. For example, a TV set is a luxury in an underdeveloped, poor country while it is a 'necessity' in a country with high per capita income.
3. The time period, because consumption patterns adjust with a time-lag to changes in income.

## The cross-elasticity of demand

We have already talked about the price cross-elasticity with connection to the classification of commodities into substitutes and complements (see section I).
The cross-elasticity of demand is defined as the proportionate change in the quantity demanded of $x$ resulting from a proportionate change in the price of $y$. Symbolically we have

$$
\begin{equation*}
e_{x y}=\frac{d Q_{x}}{Q_{x}} / \frac{d P_{y}}{P_{y}}=\frac{d Q_{x}}{d P_{y}} \cdot \frac{P_{y}}{Q_{x}} \tag{2.7}
\end{equation*}
$$

The sign of the cross-elasticity is negative if $x$ and $y$ are complementary goods, and positive if $x$ and $y$ are substitutes. The higher the value of the cross-elasticity the stronger will be the degree of substitutability or complementarity of $x$ and $y$.

The main determinant of the cross-elasticity is the nature of the commodities relative to their uses. If two commodities can satisfy equally well the same need, the crosselasticity is high, and vice versa.

The cross-elasticity has been used for the definition of the firms which form an industry (see Chapter 1).

## D. MARKET DEMAND, TOTAL REVENUE AND MARGINAL REVENUE

## Demand and total revenue

From the market-demand curve we can derive the total expenditure of the consumers, which forms the total revenue of the firms selling the particular commodity.

The total revenue is the product of the quantity sold and the price

$$
T R=P \cdot Q
$$

If the market demand is linear the total-revenue curve will be a curve which initially slopes upwards, reaches a maximum point and then starts declining (figure 2.40).
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At any one price the total revenue is the area of the rectangle defined by drawing perpendiculars from that price and the corresponding quantity to the demand curve. For example, in figure 2.39, the total revenue at price $P_{2}$ is the area of the rectangle $\mathrm{P}_{2} \mathrm{AQ}_{2} \mathrm{O}$.

Of particular interest to the theory of the firm is the concept of marginal revenue. The marginal revenue is the change in total revenue resulting from selling an additional unit of the commodity.

Graphically the marginal revenue is the slope of the total-revenue curve at any one level of output. If the demand curve is linear, it is obvious that in order to sell an additional unit of $x$ its price must fall. Since the whole quantity will be sold at the new lower price, the marginal revenue will be equal to the price of the extra unit sold minus the loss from selling all previous units at the new lower price:

$$
M R=P_{n+1}-\left(P_{n}-P_{n+1}\right) Q_{n}
$$

where $Q_{n}$ is the quantity sold before the fall in price. Clearly at all prices the $M R$ is smaller than the price, given that $\left(P_{n}-P_{n+1}\right)(=\Delta P)$ is positive and $Q_{n}$ is positive.

Graphically the marginal revenue can be derived from the demand curve as follows. Choose any point of the demand curve (such as point $A$ ) and draw perpendiculars from it on the price and the quantity axes ( $A P$ and $A Q$ respectively). Next find the mid-point of the perpendicular $P A$. In figure 2.41 the mid-point of $P A$ is $C$. Draw a straight line from $D$ through $C$ and extend it until it cuts the perpendicular $A Q$ (at point $B$ in figure 2.41). This line is the marginal-revenue curve. To see that, we first note that the total revenue at price $P(=O P A Q)$ is the sum of the marginal revenues of all individual units ( $=O D B Q$ ) The two areas, $O P A Q$ and $O D B Q$, are in fact equal because they have in common the area $O P C B Q$, and the triangles $D P C$ and $C A B$ are equal (they have the corresponding


Figure 2.41
angles equal and one side equal: by construction $P C=C A)$. Hence the $M R$ curve is the line $D C B G$, and may be derived by joining the midpoints of perpendiculars drawn from the demand curve to the price-axis. In other words, the $M R$ curve cuts any such perpendicular at its midpoint (provided that the demand is a straight line).

Mathematically the $M R$ is the derivative of the $T R$ function:

$$
M R=\frac{d(T R)}{d Q}=\frac{d(P Q)}{d Q}
$$

or

$$
\begin{equation*}
M R=P+Q \cdot \frac{d P}{d Q} \tag{2.8}
\end{equation*}
$$

If the demand curve is linear its equation is

$$
Q=b_{0}-b_{1} P
$$

or, solving for $P$,

$$
P=a_{0}-a_{1} Q
$$

where

$$
a_{0}=\frac{b_{0}}{b_{1}} \text { and } a_{1}=\frac{1}{b_{1}}
$$

Substituting $P$ in the total revenue function we find

$$
T R=P Q=a_{0} Q-a_{1} Q^{2}
$$

The $M R$ is then

$$
M R=\frac{d(T R)}{d Q}=a_{0}-2 a_{1} Q
$$

This proves that the $M R$ curve starts from the same point $\left(a_{0}\right)$ as the demand curve, and that the $M R$ is a straight line with a negative slope twice as steep as the slope of the demand curve. This is the same result that we established above using simple geometry.

## The relationship between marginal revenue and price elasticity

The marginal revenue is related to the price elasticity of demand with the formula

$$
\begin{equation*}
M R=P\left(1-\frac{1}{e}\right) \tag{2.9}
\end{equation*}
$$

This is a crucial relationship for the theory of pricing.

## Proof

Assume that the demand function is

$$
P=f(Q)
$$

The total revenue is

$$
T R=P Q=[f(Q)] Q
$$

The $M R$ is

$$
M R=\frac{d(P Q)}{d Q}=P \frac{d Q}{d Q}+Q \frac{d P}{d Q}=P+Q \frac{d P}{d Q}
$$

The price elasticity of demand is defined as

$$
e=-\frac{d Q}{d P} \cdot \frac{P}{Q}
$$

Rearranging we obtain

$$
\begin{aligned}
& -e \frac{Q}{P}=\frac{d Q}{d P} \\
& -\frac{P}{e Q}=\frac{d P}{d Q}
\end{aligned}
$$

Substituting $d P / d Q$ in the expression of the $M R$ we find

$$
M R=P+Q \frac{d P}{d Q}=P-Q \frac{P}{e Q}=P-\frac{P}{e}
$$

or

$$
M R=P\left(1-\frac{1}{e}\right)
$$

## Total revenue, marginal revenue and price elasticity

We said that if the demand curve is falling the $T R$ curve initially increases, reaches a maximum, and then starts declining. We can use the earlier derived relationship between $M R, P$ and $e$ to establish the shape of the total-revenue curve.

The total-revenue curve reaches its maximum level at the point where $e=1$, because at this point its slope, the marginal revenue, is equal to zero:

$$
M R=P\left(1-\frac{1}{1}\right)=0
$$

If $e>1$ the total-revenue curve has a positive slope, that is, it is still increasing, and hence has not reached its maximum point given that

$$
P>0 \text { and }\left(1-\frac{1}{e}\right)>0 ; \text { hence } M R>0
$$

If $e<1$ the total-revenue curve has a negative slope, that is, it is falling, given

$$
P>0 \text { and }\left(1-\frac{1}{e}\right)<0 ; \text { hence } M R<0
$$

We may summarise these results as follows:
If the demand is inelastic ( $e<1$ ), an increase in price leads to an increase in total revenue, and a decrease in price leads to a fall in total revenue.

If the demand is elastic ( $e>1$ ), an increase in price will result in a decrease of the total revenue, while a decrease in price will result in an increase in the total revenue.

If the demand has unitary elasticity, total revenue is not affected by changes in price, since if $e=1$, then $M R=0$.

## III. RECENT DEVELOPMENTS IN THE THEORY OF MARKET DEMAND

## A. THE PRAGMATIC APPROACH TO DEMAND ANALYSIS

Many writers have questioned the usefulness of the various theories of consumers' behaviour. There has been an increasing awareness that although the various approaches to utility are theoretically impressive, there is very little an applied economist can use to explain the complexity of the real world. Thus many writers have followed a pragmatic approach to the theory of demand. They accepted the fundamental 'law of demand' on trust, and formulated demand functions directly on the basis of market data without reference to the theory of utility and the behaviour of the individual consumer. Demand is expressed as a multivariate function, and is estimated with various econometric methods. Such demand functions refer obviously to the market behaviour of the consumers, that is, to the behaviour of all consumers as a group, and not to the behaviour of single individuals. Furthermore, in most cases the demand functions refer to a group of commodities, e.g. demand for food, demand for consumer durables, etc.

Serious difficulties arise in estimating demand functions. The aggregation of demand over individuals and over commodities makes the use of index numbers inevitable, but the problems associated with such indexes are numerous. Furthermore, there are various other estimation problems which impair the reliability of the statistically-estimated demand functions. The most important of these difficulties arise from the simultaneous change of all the determinants, which makes it extremely difficult to assess the influence of each individual factor separately. However, there has been a continuous improvement in the econometric techniques and currently demand functions are fairly easy to estimate statistically.

## The constant-elasticity demand function

The most commonly used form of demand function in applied research has been the 'constant-elasticity' type

$$
Q_{x}=b_{0} \cdot P_{x}^{b_{1}} \cdot P_{0}^{b_{2}} \cdot Y^{b_{3}} \cdot e^{b_{4} t}
$$

where $\quad Q_{x}=$ quantity demanded of commodity $x$
$P_{x}=$ price of $x$
$P_{0}=$ prices of other commodities
$Y=$ consumers' aggregate income
$e^{b_{A} t}=$ a trend factor for tastes' $(e=$ base of natural logarithms $)$
$b_{1}=$ price elasticity of demand
$b_{2}=$ cross-elasticity of demand
$b_{3}=$ income elasticity of demand
The term 'constant elasticity demand function' is due to the fact that in this form the coefficients $h_{1}, b_{2}, b_{3}$ are elasticities of demand which are assumed to remain constant.

## Proof

It will be proved that $b_{1}$ is the (constant) price elasticity of demand. Expressing the above demand function in the logarithms of the variables we obtain:

$$
\log Q_{x}=\log b_{0}+b_{1} \log P_{x}+b_{2} \log P_{0}+b_{3} \log Y
$$

(The term for the trend is ignored for simplicity.)
The partial derivative of the function with respect to the price $P_{x}$ is

$$
\frac{\hat{c} \log Q_{x}}{\partial \log P_{x}}=b_{1}
$$

From a basic property of logarithms it is known that the change of the logarithm of a variable is equal to the proportionate change of the variable. Applying this property to the above partial derivative we obtain

$$
\partial \log Q_{x}=\frac{\partial Q_{x}}{Q_{x}} \quad \text { and } \quad \partial \log P_{x}=\frac{\partial P_{x}}{P_{x}}
$$

and by substituting we have

$$
\begin{aligned}
& \partial Q_{x} / Q_{x} \\
& \partial P_{x} / P_{x}
\end{aligned}=b_{1}
$$

Clearly $b_{1}$ is the price elasticity of demand:

$$
e_{p}=\frac{\partial Q_{x} / Q_{x}}{\partial P_{x} / P_{x}}=\frac{\partial Q_{x}}{\partial P_{x}} \cdot \frac{P_{x}}{Q_{x}}=b_{1}
$$

Since $b_{1}$ is constant in the above formulation of the demand function, the price elasticity (and the other elasticities) is constant.

Usually the followers of the pragmatic approach, although not adhering to utility functions, express the demand function in such a way as to incorporate the assumption of 'no money illusion' postulated by the traditional theory of the consumer. In technical jargon they express the demand as a homogeneous function of degree zero. This has been (most commonly) effected by introducing real income and relative prices in the function, that is

$$
Q_{x}=b_{0}\left(\frac{P_{x}}{P}\right)^{b_{1}} \cdot\left(\frac{P_{0}}{P}\right)^{b_{2}} \cdot\left(\frac{Y}{P}\right)^{b_{3}}
$$

where $P$ is a general price index. In this formulation it is obvious that if prices and income change by the same proportion, for example by $k$ per cent, the quantity demanded of $x$
will not change, because $k$ will appear in both the numerator and the denominator of the relative prices and real income, and hence will cancel out. The new quantity demanded will be the same as the initial one: there is no money illusion in the behaviour of the consumer. ${ }^{1}$

## Dynamic versions of demand functions: Distributed-lag models of demand

A recent development in demand studies is the expression of demand functions in dynamic form.

Dynamic demand functions include lagged values of the quantity demanded and of income as separate variables influencing the demand in any particular period. Dynamisation of the demand functions expresses the generally accepted idea that current purchasing decisions are influenced by past behaviour.

To express the idea that current decisions are influenced by past behaviour we must postulate a particular type of relationship between the past and the present. The most common assumption in this respect is that current behaviour depends on past levels of income and past levels of demand. If the commodity is a durable past purchases constitute a 'stock' of this commodity which clearly affects the current (and future) purchases of such durable. If the commodity is non-durable (for example, tobacco, food, etc.), past purchases reflect a habit which is acquired by buying and consuming the commodity in the past, so that the level of purchases in previous periods influences the current (and future) patterns of demand. Incorporating the influence of past decisions and experiences in the demand function is a way for rendering it dynamic. Another usual assumption concerning the way in which past behaviour affects the present is that the more recent of past levels of income or demand have a greater influence on present consumption patterns than the more remote ones (for example, we are more infiuenced by our income in the last year than by the income we earned five or ten years ago).

Models (functions), including lagged values of demand, of income (or of other variables) are called 'distributed-lag models'. In general form a distributed-lag model may be expressed as

$$
Q_{x(t)}=f\left\{P_{x(t)}, P_{x(t-1)}, \ldots, Q_{x(t-1)}, Q_{x(t-2)}, \ldots, Y_{(t)}, Y_{(t-1)}, \ldots\right\}
$$

The number of lags depends on the particular relationship being studied.
The necessity of a dynamic approach has long been recognised for the study of the demand of certain commodities (consumer durables). R. Stone ${ }^{2}$ extended the dynamic
${ }^{1}$ The assumption of 'no money illusion' is called assumption of 'zero homogeneity' because the coefficients of prices and income must add to zero if the consumer is not to suffer from money illusion. Thus the initial quantity demanded is

$$
Q_{x}=b_{0} \cdot P_{x}^{b_{1}} \cdot P_{0}^{b_{2}} \cdot Y^{b_{3}}
$$

If prices and income change by $k$ per cent the new quantity demanded will be
or

$$
\begin{aligned}
& Q_{x}^{*}=b_{0}\left(k P_{x}\right)^{b_{1}}\left(k P_{0}\right)^{b_{2}}(k Y)^{b_{3}} \\
& Q_{x}^{*}=\left(b_{0} P_{x}^{b_{1}} P_{0}^{b_{2}} Y^{b_{3}}\right) k^{\left(b_{1}+b_{2}+b_{3}\right)}
\end{aligned}
$$

The new quantity differs from the initial one by the term $k^{\left(b_{1}+b_{2}+b_{3}\right)}$. For the two quantities to be the same (l.e., for the consumer not to suffer from money illusion) this term must be equal to unity, which occurs if the sum of the coefficients is equal to zero: $\left(b_{1}+b_{2}+b_{3}\right)=0$.
${ }^{2}$ R. Stone and D. A. Rowe, 'The Durability of Consumers Durable Goods', Econometrica (1960).
formulation to a wider range of commodities. Houthakker and Taylor ${ }^{1}$ generalised the dynamisation of demand functions.
A widely used model, both in demand functions and in investment functions, is the model based on the 'stock-adjustment principle', which has been developed by Nerlove. This model has initially been applied to the study of demand functions for consumer durables. Recently Houthakker and Taylor have extended the 'stock-adjustment principle' to non-durables, giving it the name 'habit-creation principle'.

Nerlove's 'stock-adjustment principle'. The model as applied to consumer durables results in a demand function of the form

$$
Q_{(t)}=a_{1} Y_{(t)}+a_{2} Q_{(t-1)}
$$

The model is derived as follows. There is a desired level of durables $Q_{(t)}^{*}$, which is determined by the current level of income:

$$
Q_{(t)}^{*}=b Y_{(t)}
$$

However, the consumer cannot immediately acquire the desired level of durables due to limited income, credit limitations, etc. Thus in each period the consumer acquires only a part of the desired level. In other words, the acquisition of the desired level of durables is gradual; in each period we come closer to $Q_{(t)}^{*}$.

In each period we purchase a certain quantity $Q_{(t)}$. There is an actual change from the quantity bought in the previous period denoted by the difference $Q_{(t)}-Q_{(t-1)}$. This change in actual purchases is only a fraction $k$ of the desired change, $Q_{(t)}^{*}-Q_{(t-1)}$. Thus

$$
\underset{\text { actual change }}{\left[Q_{(t)}-Q_{(t-1)}\right]}=\underset{\text { desired change }}{k\left[Q_{(t)}^{*}-Q_{(t-1)}\right]}
$$

where $k$ is the coefficient of stock adjustment. (The value of $k$ lies between zero and one.) If in this expression of stock adjustment we substitute for $Q_{(i)}^{*}$ we obtain

$$
Q_{(t)}-Q_{(t-1)}=k\left(b Y_{(t)}-Q_{(t-1)}\right)
$$

Rearranging we have

$$
Q_{(t)}=(k b) Y_{(t)}+(1-k) Q_{(t-1)}
$$

Setting $k b=a_{1}$ and $(1-k)=a_{2}$ we obtain the final form of the stock-adjustment model

$$
Q_{(t)}=a_{1} Y_{(t)}+a_{2} Q_{(t-1)}
$$

Houthakker's and Taylor's dynamic model. Their model is based on Nerlove's formulation. They extended the idea of stock adjustment to non-durables. The current demand for durables depends on, among other things, the stock of such commodities (stockadjustment process). The current demand for non-durables depends on, among other things, the purchases of the commodities in the past, because by consuming a certain commodity we get accustomed to it (habit-formation process). The demand function is of the form

$$
Q_{t}=a_{0}+a_{1} P_{t}+a_{2} \Delta P_{t}+a_{3} Y_{t}+a_{4} \Delta Y_{t}+a_{5} Q_{t-1}
$$

[^14]where $\Delta Y_{t}$ is the change in income and $\Delta P_{t}$ is the change in price between period $t$ and $t-1$. The demand function is derived as follows.

Demand in any particular period depends on price, on stocks of the commodity and on the current level of income

$$
\begin{equation*}
Q_{t}=b_{0}+b_{1} P_{t}+b_{2} S_{t}+b_{3} Y_{t} \tag{2.10}
\end{equation*}
$$

where $S_{t}=$ stocks of durables, if the function refers to such goods
$S_{t}=$ 'stocks of habits', if the function refers to non-durables
The sign of the coefficient of $S$ will be negative for durables: the more we have of furniture, electrical appliances, etc., the less our demand for such commodities will be.

The sign of the coefficient of $S$ will be positive for non-durables: the higher our purchases of non-durables the stronger our habit becomes.

Stocks $S$, however, cannot be measured: (i) The stock of durables is composed of heterogeneous items of various ages-the electrical equipment we have is not of the same age, some items may be very old and need scrapping and replacing, some others are new. Their heterogeneity also makes direct measurement difficult. What we ideally want for stocks is the sum of depreciated inventories of durables; but the appropriate depreciation rates are not known. (ii) The 'stock of habits' is a psychological variable and cannot be quantified.

However, we can eliminate algebraically stocks, $S_{t}$, from the demand function and replace it with other measurable variables by making some 'reasonable' assumptions.

For durables the elimination process may be outlined as follows:
(1) The net change in stocks realised in any period $\left(S_{t}-S_{t-1}\right)$ is equal to our purchases in that period minus the depreciation of our old possessions:

$$
S_{t}-S_{t-1}=Q_{t}-\text { depreciation }
$$

(2) Assume that depreciation is equal in all the periods of the life of the durable, i.e.,

$$
\text { Depreciation }=\delta S
$$

where $\delta$ is a constant depreciation rate (for example, if the life of the durable is ten years, we assume that the yearly depreciation is 10 per cent of the value of the durable). Thus

$$
\begin{equation*}
\left(S_{t}-S_{t-1}\right)=Q_{t}-\delta S_{t} \tag{2.11}
\end{equation*}
$$

(3) From the demand function

$$
Q_{t}=b_{0}+b_{1} P_{t}+b_{2} S_{t}+b_{3} Y_{t}
$$

solving for $S_{t}$ we obtain

$$
\begin{equation*}
S_{t}=\frac{1}{b_{2}}\left(Q_{t}-b_{0}-b_{1} P_{t}-b_{3} Y_{t}\right) \tag{2.12}
\end{equation*}
$$

Substituting this value in the right-hand side of equation 2.11 we have

$$
\begin{equation*}
\left(S_{t}-S_{t-1}\right)=Q_{t}-\delta \frac{1}{b_{2}}\left(Q_{t}-b_{0}-b_{1} P_{t}-b_{3} Y_{t}\right) \tag{2.13}
\end{equation*}
$$

(4) Since the relation $Q_{t}=b_{0}+b_{1} P_{t}+b_{2} S_{t}+b_{3} Y_{t}$ holds for period $t$, the relationship

$$
Q_{t-1}=b_{0}+b_{1} P_{t-1}+b_{2} S_{t-1}+b_{3} Y_{t-1}
$$

will hold for period $t-1$.
Subtracting these two equations we have

$$
\begin{equation*}
Q_{t}-Q_{t-1}=b_{1}\left(P_{t}-P_{t-1}\right)+b_{2}\left(S_{t}-S_{t-1}\right)+b_{3}\left(Y_{t}-Y_{t-1}\right) \tag{2.14}
\end{equation*}
$$

(5) Substituting equation 2.13 in equation 2.14 we find

$$
Q_{t}-Q_{t-1}=b_{1}\left(P_{t}-P_{t-1}\right)+b_{2}\left[Q_{t}-\frac{\delta}{b_{2}}\left(Q_{t}-b_{0}-b_{1} P_{t}-b_{3} Y_{t}\right]+b_{3}\left(Y_{t}-Y_{t-1}\right)\right.
$$

Rearranging this expression we obtain

$$
\begin{gathered}
Q_{t}=Q_{t-1}+b_{1}\left(P_{t}-P_{t-1}\right)+b_{2} Q_{t}-\delta\left(Q_{t}-b_{0}-b_{1} P_{t}-b_{3} Y_{t}\right)+b_{3}\left(Y_{t}-Y_{t-1}\right) \\
Q_{t}\left(1-b_{2}+\delta\right)=\left(\delta b_{0}\right)+\left(\delta b_{1}\right) P_{t}+b_{1}\left(\Delta P_{t}\right)+\left(\delta b_{3}\right) Y_{t}+b_{3}\left(\Delta Y_{t}\right)+Q_{t-1} \\
Q= \\
\qquad \frac{\delta b_{0}}{1-b_{2}+\delta}+\frac{\delta b_{1}}{1-b_{2}+\delta} P_{t}+\frac{b_{1}}{1-b_{2}+\delta}\left(\Delta P_{t}\right) \\
\\
\quad+\frac{\delta b_{3}}{1-b_{2}+\delta} Y_{t}+\frac{b_{3}}{1-b_{2}+\delta}\left(\Delta Y_{t}\right)+\frac{1}{1-b_{2}+\delta}\left(Q_{t-1}\right)
\end{gathered}
$$

Setting $a_{0}, a_{1}, a_{2}, a_{3}, a_{4}$ and $a_{5}$ for the coefficients of this equation we arrive at the final form of Houthakker's and Taylor's formulation

$$
Q_{t}=a_{0}+a_{1} P_{t}+a_{2}\left(\Delta P_{t}\right)+a_{3} Y_{t}+a_{4}\left(\Delta Y_{t}\right)+a_{5} Q_{t-1}
$$

Note: The above exposition is an approximation to Houthakker's version. The basic procedure and the final form of the demand function are the same, but some of the intermediate steps have been simplified to facilitate the exposition.

## B. LINEAR EXPENDITURE SyStems

These are models which deal with groups of commodities rather than individual commodities. Such groups, when added, yield total consumer expenditure. Linear expenditure systems are thus of great interest in aggregate econometric models, where they provide desirable disaggregation of the consumption function. One of the earliest linear expenditure models was suggested by R. Stone (Economic Journal, 1954). The linear expenditure systems ( $L E S$ ) are usually formulated on the basis of a utility function, from which demand functions are derived in the normal way (by maximisation of the utility function subject to a budget constraint). In this respect the approach of LES is the same as that of models based on indifference curves. However, LES differ in that they are applied to 'groups of commodities' between which no substitution is possible, while the indifference-curves approach is basically designed for handling commodities which are substitutes. The very notion of an indifference curve is the substitutability of the commodities concerned. Actually the indifference map of a LES would appear as in figure 2.42 , implying the non-substitutability of groups of commodities. The utility function is additive, that is, total utility $(U)$ is the sum of the utilities derived from the


Figure 2.42
Indifference map for complementary goods
various groups of commodities. For example, assume that all the commodities bought by the consumers are grouped in five categories:
$A$ Food and beverages
B Clothing
C Consumers' durables
D Household-operation expenses
E Services (transport, entertainment, etc.).
The total utility is

$$
\boldsymbol{U}=\sum \boldsymbol{U}_{\boldsymbol{i}}
$$

or

$$
U=U_{(A)}+U_{(B)}+U_{(C)}+U_{(D)}+U_{(E)}
$$

Additivity implies that the utilities of the various groups are independent, that is, that there is no possibility of substitution (or complementarity) between the groups $A, B, C$, $D$ and $E$.

In linear expenditure systems the commodities bought by the consumers are grouped in broad categories, so as to be compatible with the additivity postulate of the utility function. Thus each group must include all substitutes, and complements. In this way substitution between groups is ruled out, but substitution can occur within each group.

The consumers buy some minimum quantity from each group, irrespective of prices. The minimum quantities are called 'subsistence quantities' because they are the minimum requirements for keeping the consumer alive. The income left (after the expenditure on the minimum quantities is covered) is allocated among the various groups on the basis of prices.

The income of the consumer is, therefore, split into two parts: the 'subsistence income', which is spent for the acquisition of the minimum quantities of the various commodities, and the 'supernumerary income', the income left after the minimum expenditures are covered.

## A simple linear expenditure system

The utility function may take any additive form. Stone's utility function, for example, is additive in the logarithms of the group utilities:

$$
U=\sum_{i=1}^{n} b_{i} \log \left(q_{i}-\gamma_{i}\right)
$$

i.e.,

$$
U^{*}=\left(q_{1}-\gamma_{1}\right)^{b_{1}} \cdot\left(q_{2}-\gamma_{2}\right)^{b_{2}} \cdots\left(q_{n}-\gamma_{n}\right)^{b_{n}}
$$

or

$$
U=b_{1} \log \left(q_{1}-\gamma_{1}\right)+b_{2} \log \left(q_{2}-\gamma_{2}\right)+\cdots+b_{n} \log \left(q_{n}-\gamma_{n}\right)
$$

where $\gamma_{i}=$ minimum quantity of group $i$
$b_{i}=$ marginal budget shares; that is, each $b_{i}$ shows by how much the expenditure on group $i$ will increase if total income changes by one unit (see below)

It is assumed that the total income is spent (budget constraint). Hence $\sum b_{i}=1$, since the changes of expenditures must be equal to the change in income (by the budget constraint).

Other crucial assumptions of this model are:
(1) Rationality of the consumers
(2) Additivity of utilities
(3) $0<b_{i}<1$

$$
\begin{aligned}
\gamma_{i} \geq 0 & \text { (there is no negative minimum quantity) } \\
\left(q_{i}-\gamma_{i}\right)>0 & \text { (some quantity above the minimum is purchased) }
\end{aligned}
$$

The consumers maximise their total utility, subject to the (total) income constraint. In the case of Stone's utility function we have:

Maximise

$$
\begin{gathered}
U=b_{1} \log \left(q_{1}-\gamma_{1}\right)+\cdots+b_{n} \log \left(q_{n}-\gamma_{n}\right) \\
Y=\sum p_{i} q_{i}
\end{gathered}
$$

subject to
Maximisation of the constrained utility function yields the following demand functions:

$$
q_{i}=\gamma_{i}+\frac{b_{i}}{p_{i}}\left(Y-\sum p_{i} \gamma_{i}\right)
$$

where $\quad q_{i}=$ quantity demanded of group $i$
$\gamma_{i}=$ minimum quantity of group $i$
$b_{i}=$ marginal budget share
$Y=$ consumers' total income
$p_{i}=$ price index of group $i$
$\sum p_{i} \gamma_{i}=$ subsistence income
$\left(Y-\sum p_{i} \gamma_{i}\right)=$ supernumerary income
The demand function may be written in the slightly different form:

$$
p_{i} q_{i}=\gamma_{i} p_{i}+b_{i}\left(Y-\sum p_{i} \gamma_{i}\right)
$$

or

$$
\left[\begin{array}{l}
\text { expenditure } \\
\text { on group } i
\end{array}\right]=\left[\begin{array}{l}
\text { subsistence } \\
\text { expenditure }
\end{array}\right]+\left[\begin{array}{l}
\text { supernumerary } \\
\text { expenditure }
\end{array}\right]
$$

From this form it is easy to see why the coefficients $b_{i}$ are marginal budget shares. It is clear that $b_{i}$ is the partial derivative of the expenditure on $i$ with respect to the supernumerary income:

$$
b_{i}=\frac{\partial\left(q_{i} p_{i}\right)}{\partial\left(Y-\sum p_{i} \gamma_{i}\right)}
$$

There are various versions of the linear expenditure model, depending on the form of the utility function. Various writers assume a different form of the utility function and hence they derive a different formulation of the demand functions. The examination of more complicated LES models goes beyond the scope of this book.

## IV. THE DEMAND FOR THE PRODUCT OF A FIRM

## The shape of the individual firm's demand curve

The analysis of the previous section was concentrated on the aggregate demand for consumers' goods. However, for the theory of the firm and the understanding of the decision-making process of the firm we must look at the demand for the product of the individual firm. Consumers' demand is a small fraction of the aggregate demand for manufacturing products. The majority of manufacturing commodities is sold to other businesses, other firms for further processing, or to traders (wholesalers and retailers). ${ }^{1}$
${ }^{1}$ For a detailed discussion of this topic see P. W. S. Andrews, Manufacturing Business (Macmillan, 1949).

Even if the firm produces final consumers' goods, it seldom sells them directly to the consumers. Most products reach the consumer through a retailer. Traditional economic theory has ignored the distribution methods of the commodities produced and their effect on the pricing policy of the firm. Furthermore, traditional theory has ignored the distinction between short-run and long-run demand. The long run is not defined from the standpoint of demand, as it is from the standpoint of production and costs. It is usually stated that in the long run demand is more elastic than in the short run, but the time periods involved in this statement are left in obscurity.

In traditional economic theory the shape of the demand curve of the firm is different in various market structures.

In pure competition the demand of the individual firm is perfectly elastic (figure 2.43). This shape is the consequence of the assumptions of the purely competitive model, the assumptions of an homogeneous product and of large numbers of sellers. In pure competition the firm, however large, offers a small part of the total quantity in the market and hence it cannot affect the price. The firm is a price-taker. The market price is determined by the market supply and demand functions (see Chapter 5) and at this price the firm can sell any quantity it wishes.


Figure 2.43 Demand of the firm in pure competition
In monopoly the firm's demand is the demand of the industry (see Chapter 6), and the monopolist decides his price and output on the basis of the market demand which is downward-sloping, obeying the general 'law of demand' (figure 2.44).


Figure 2.44 Demand of the monopolist
In monopolistic competition (see Chapter 8) the demand of the individual firm is downward-sloping, as is the market demand. Chamberlin was the first economist who stressed the multivariate nature of the demand of the individual firm. He postulated that as a consequence of product differentiation the firm has some freedom in setting its own price. Each firm has its own customers, who have a preference for the firm's products.

To strengthen the preferences of consumers and secure its market the firm pays particular attention to the style and quality of its product. Furthermore the firm undertakes advertising and other selling activities in an attempt to enlarge its market (shift its demand outwards) and make its demand more inelastic. Thus the demand for the product of a firm is multivariate

$$
d_{i}=f\left(P_{i}, P_{0}, P, A_{i}, A_{0}, S_{i}, S_{0}, Y, t, \ldots\right)
$$

where $\quad d_{i}=$ demand of the $i$ th firm
$P_{i}=$ price of the $i$ th firm
$P_{0}=$ price of competitors
$P=$ price of other commodities
$A_{i}=$ advertising and other selling expenses of the $i$ th firm
$A_{0}=$ advertising and other selling activities of competitors
$S_{i}=$ style of the product of the $i$ th firm
$S_{0}=$ style of the product of other competitors
$Y=$ consumers' income
$t=$ consumers' tastes
The firm's demand curve (figure 2.45) is drawn under the usual ceteris paribus assumption: it shows the quantity demanded of the product of the ith firm at different prices charged by the firm given the style of the product, the selling activities, and so on. If any one of these factors changes, the demand for the product of the firm will shift (figure 2.46).


Figure 2.45 Demand of the firm in monopolistic competition


Figure 2.46 Shift in the firm's demand curve due, say, to an improvement in style of its product

The main criticism against Chamberlin's demand function is that it refers only to the demand of final consumers, thus ignoring the other buyers of the product of a manufacturing business, as well as the channels of distribution of the commodities. ${ }^{1}$

Some writers have argued that Chamberlin's demand curve is valid only for the short run; in the long run the demand curve cannot have a negative slope, because this would imply irrational preferences of the consumers. ${ }^{1}$ We think that this criticism implies a special definition of rational behaviour. In particular it is implicitly assumed that consumers are irrational if they pay a higher price for technically identical or very similar products. This definition of rationality is too narrow. ${ }^{2}$ The rational consumer aims
${ }^{1}$ See P. W. S. Andrews, Competition in Economic Theory (Macmillan, 1964).
${ }^{2}$ See W. J. Baumol, Business Behaviour, Value and Growth, Harcourt, Brace, revised edition 1967, pp. 46-7.
at the maximisation of his utility or satisfaction. What gives him a higher satisfaction is a purely subjective matter. If the shopping from a 'trendy' shop gives the consumer a 'conspicuous' satisfaction despite his having to pay a higher price for the same (or very similar) commodities, surely one cannot say that the consumer behaves irrationally. He would be irrational if he adopted a course of action inconsistent with his preferences.

In oligopolistic models various shapes of the firm's demand curve have been adopted. It is generally agreed that there is great uncertainty regarding the demand curve of the oligopolist, due to the interdependence of competitors and the uncertainty as to their reaction to any particular decision of a firm within the group.

Some writers have made specific assumptions about the competitors' reactions and have drawn a downward-sloping demand curve for the firm based on the assumptions they made (see Chapter 9).

Other writers have based their analysis on a market-share demand curve. This individual demand curve is derived from the market demand curve (which is assumed to be known) on the assumption that the firm keeps a constant share of the market at all price levels. The constant-share demand curve has the same elasticity as the marketdemand curve at all prices (see Chapter 13).

Some economists have assumed a 'kinked' shape of the firm's demand curve (see Chapter 9). The kink implies that the firm expects that its competitors will follow suit with price cuts, but not price rises. Thus to the left of the kink the demand curve has a greater elasticity than at points to the right of the kink.

Other economists have developed their models using a long-run demand curve which is very elastic without, however, attempting to define the determinants of this demand, or the time dimensions of their analysis. ${ }^{1}$

It has been argued in economic literature that the uncertainty surrounding the demand curve of the individual firm is so great that it has little or no relevance as a tool of analysis in the decision-making process in a firm. ${ }^{2}$

Finally, several modern theorists have taken the firm's demand as given, on the grounds that interdependence is largely ignored in the day-to-day decisions of the firm. ${ }^{3}$

The widely differing views stem from a widespread confusion between the demand curve and the demand function. The demand curve depicts the relationship between the quantity demanded and the price of the product of the particular firm under the ceteris paribus clause, while the demand function includes all the determinants of the demand which may change simultaneously. The fact that prices in some oligopolistic markets are sticky (except when rising costs render price increases inevitable) has been interpreted mistakenly as implying the non-existence of the individual demand curve. Yet the fluctuation of sales at the prevailing (sticky) market prices suggests that some of the other determinants of the demand function caused the demand curve to shift. The observed constancy of price implies that we cannot measure the price elasticity of the firm's curve, and the changes in sales must be attributed to the change in some of the other determinants of demand. These determinants will be better understood if we examine the sources of demand of the firm, that is, the buyers of the typical manufacturing business.

## Sources of demand for the product of a firm

In the modern business world the typical buyer of a firm is another firm and not the consumer as the traditional theory accepted. Even in the case of a firm producing

[^15]consumer goods, the firm markets its products through wholesalers and retailers (in most cases). These intermediaries are profit-seeking enterprises and hence behave in a different way than the consumer. ${ }^{1}$

Let us examine in detail the probable shape of the demand of the various types of buyers of a manufacturing firm.

The final consumers. It has been argued by some writers that in the long run the demand of consumers (for the product of a firm) will not be downward sloping for technically identical or very similar products, because this would imply irrational preferences. ${ }^{2}$ Consumers' preferences, they argue, are not sticky in the long run. Consumers' tastes change continuously over time, and even the same person, if he is rational, will try the cheaper products and change his supplier in the long run. We do not agree with this reasoning. It is an observed fact that different brands of commodities are sold at different prices and still keep their market share over periods that may by any standard be considered long (ten or twenty years). This may be due to habit persistence, inertia, incomplete knowledge, conspicuous-consumption effects, and other reasons. Whatever the cause, it remains a fact that very similar commodities are sold over long periods of time at different prices. Thus consumers' preferences for particular brands are persistent and give rise to a demand curve with a negative slope. This is more so for consumer durables, where the amounts of money involved in each item are substantial for the household. In these cases the choice of the consumer is mostly based on brand names and on information of friends and relatives who have already tried the products and have acquired experience about their quality.

Other manufacturing firms. Here we must distinguish between investment goods and intermediate goods which will be used as parts of the product of the buying firm.

Regarding investment goods, brand names play an important role. Machinery and other equipment involve large expenditures and are to be used for a considerable time period. Thus the investing firms will be expected to have a strong preference for the machinery supplied by well-established firms even if they have to pay a higher price. This behaviour will give rise to a negatively-sloping demand curve for investment goods. For intermediate commodities, however, which are often standardised, no firm will be prepared to pay a higher price if it can buy them from another supplier at a lower price. Thus, for firms who produce standardised intermediate products the demand curve will be infinitely elastic, not only in the long run but also in the short run. The market share of such firm-suppliers will be determined by factors other than the price, such as prompt delivery and 'good service' in general.

Wholesalers. Wholesalers are profit-seeking businessmen and can affect to a certain extent their customers' demand by their stock policy. They will prefer to buy and stock (in order to resell) commodities on which their profit margins are larger, that is, products which, though similar to others, can be bought at a lower price. However, we believe that their discretion is limited. If they are wholesalers of final commodities, surely they can pass on to their customers a higher price if they have a strong demand for a product, thus keeping their profit margins at the desired level. If they are wholesalers of intermediate goods which are of standard specifications, they will not be prepared to pay a higher price for goods technically identical, because they can influence their buyers by offering the cheaper products, even if the brand is not as yet long-established. If the

[^16]wholesaler deals in spare parts, naturally he has no power on the price that the manufacturing firm will supply him at, except if he is a very big dealer in such spare parts and stocks parts of products of other producers (e.g. spare parts of cars). Thus the demand of wholesalers for the product of a manufacturing firm will have in most cases a negative slope.

Retailers. Here also we must distinguish between two types of action of the retailer: he may resell the manufactured product branded, or he may sell it under his own brand name. Large supermarkets sell an increasing number of products with their own brand name (Spar, St Michael, Co-op, Tesco), but they also sell other brands. They can influence to a certain degree the final consumer by not stocking a particular brand. The effectiveness of such policy depends on whether they have a locational monopoly, and in any case their discretion can only be important in the short run. The locational advantage can easily be lost, by a new retailer establishing a new shop close to them. Furthermore, retailers are interested in their profit margin, and there is no reason why they should not pay a higher price for a certain branded commodity if they can pass it on to the consumers who have a preference (rational or irrational) for this particular brand. It is only if they buy goods to resell under their own brand name that they will not be prepared to pay a higher price for a 'raw material' they can obtain cheaper from another supplier. In summary, if the retailer buys a commodity already branded in order to resell it, his demand (from the manufacturer of the branded product) will be downward sloping, reflecting the preferences of the final consumers; if, however, he buys the commodity as a 'raw material,' to resell it under his own brand name, then his demand will be infinitely elastic.

The conclusion of the above discussion is that the shape of the demand curve of an oligopolist will depend on the nature of his product and his distribution channels. The demand function of the oligopolist is multivariate. Thus even if prices are sticky, there are other factors that influence the demand to the firm. In principle, the demand for the product of a firm can be estimated statistically from historical observations of sales, prices charged by the firm and its competitors, advertising expenditures, and other relevant factors. However, the difficulties involved in this process are so great that very few firms attempt to estimate statistically tneir own demand function. Even if the estimation difficulties are overcome, the environment of the firm in the real world changes so fast that any statistical (historical) demand function becomes inappropriate for future decision unless continuously revised. Given the uncertainties of the environment (and the scarcity of good econometricians), firms tend to avoid price competition


Figure 2.47 Changing market share of an oligopolist
and to rely on other competitive weapons. The predominance of non-price competition in the modern highly competitive oligopolistic world suggests that the demand curve is often a subjective concept in the decision-making process of businessmen: because they are uncertain about the effects of price changes, businessmen prefer to use other instruments, such as style of the product, advertising, research and development programmes, which they consider as less dangerous. Their market share at the given price will be determined by the effectiveness of such policies, as well as by the dynamic changes in the market conditions. In oligopolistic markets the determinants of the market share (at the given price) are the determinants of the demand function of the firm, and their effect is shown graphically by shifts of the (subjective) demand curve at the going price (figure 2.47). If sales, and hence market-share, change at a given price one must look at the other determinants of demand in order to explain the change.

We will discuss in detail the determinants of demand (and of the market share) of the individual firm in various market structures in several chapters of this book.

## 3. Theory of Production

## I. THE PRODUCTION FUNCTION FOR A SINGLE PRODUCT

The production function is a purely technical relation which connects factor inputs and outputs. It describes the laws of proportion, that is, the transformation of factor inputs into products (outputs) at any particular time period. ${ }^{1}$ The production function represents the technology of a firm of an industry, or of the economy as a whole. The production function includes all the technically efficient methods or production (see below).

A method of production (process, activity) is a combination of factor inputs required for the production of one unit of output. Usually a commodity may be produced by various methods of production. For example, a unit of commodity $x$ may be produced by the following processes:

|  | Process $\boldsymbol{P}_{1}$ | Process $\boldsymbol{P}_{\mathbf{2}}$ | Process $\boldsymbol{P}_{\mathbf{3}}$ |
| :--- | :---: | :---: | :---: |
| Labour units | $\left[\begin{array}{l}2 \\ 3\end{array}\right]$ | $\left[\begin{array}{l}3 \\ 2\end{array}\right]$ | $\left[\begin{array}{l}1 \\ 4\end{array}\right]$ |

Activities may be presented graphically by the length of lines from the origin to the point determined by the labour and capital inputs. The three processes above are shown in figure 3.1. A method of production $A$ is technically efficient relative to any other


Figure 3.1

[^17]method $B$, if $A$ uses less of at least one factor and no more from the other factors as compared with $B$. For example, commodity $y$ can be produced by two methods:

$\left.\begin{array}{cc} & A \\ \text { Labour } & B \\ \text { Capital }\end{array} \begin{array}{c}2 \\ 3\end{array}\right] \quad\left[\begin{array}{l}3 \\ 3\end{array}\right]$

Method $B$ is technically inefficient as compared with $A$. The basic theory of production concentrates only on efficient methods. Inefficient methods will not be used by rational entrepreneurs.

If a process $A$ uses less of some factor(s) and more of some other(s) as compared with any other process $B$, then $A$ and $B$ cannot be directly compared on the criterion of technical efficiency. For example, the activities

|  | $A$ | $B$ |
| :---: | :---: | :---: |
| Labour | $\left[\begin{array}{l}2 \\ 3\end{array}\right]$ | $\left[\begin{array}{l}1 \\ 4\end{array}\right]$ |

are not directly comparable. Both processes are considered as technically efficient and are included in the production function (the technology). Which one of them will be chosen at any particular time depends on the prices of factors. The theory of production describes the laws of production. The choice of any particular technique (among the set of technically efficient processes) is an economic one, based on prices, and not a technical one. The choice of technique by a firm is discussed in Section IV below. We note here that a technically efficient method is not necessarily economically efficient. There is a difference between technical and economic efficiency.

An isoquant includes (is the locus of) all the technically efficient methods (or all the combinations of factors of production) for producing a given level of output.

The production isoquant may assume various shapes depending on the degree of substitutability of factors.

Linear isoquant. This type assumes perfect substitutability of factors of production: a given commodity may be produced by using only capital, or only labour, or by an infinite combination of $K$ and $L$ (figure 3.2).

Input-output isoquant. This assumes strict complementarity (that is, zero substitutability) of the factors of production. There is only one method of production for any one commodity. The isoquant takes the shape of a right angle (figure 3.3). This type of isoquant is also called 'Leontief isoquant' after Leontief, who invented the inputoutput analysis.

Kinked isoquant. This assumes limited substitutability of $K$ and $L$. There are only a few processes for producing any one commodity. Substitutability of the factors is possible only at the kinks (figure 3.4). This form is also called 'activity analysis-isoquant' or 'linear-programming isoquant', because it is basically used in linear programming.

Smooth, convex isoquant. This form assumes continuous substitutability of $K$ and $L$ only over a certain range, beyond which factors cannot substitute each other. The isoquant appears as a smooth curve convex to the origin (figure 3.5).

It should be noted that the kinked isoquants are more realistic. Engineers, managers, and production executives consider the production processes as discrete rather than

in a continuous array. However, traditional economic theory has mostly adopted the continuous isoquants, because they are mathematically simpler to handle by the simple rules of calculus. We may consider the continuous isoquant as an approximation to the more realistic form of a kinked isoquant: as we increase the number of processes the kinks come closer and closer, until at the limit (as the number of processes becomes infinite) the isoquant becomes a smooth curve.

The production function describes not only a single isoquant, but the whole array of isoquants, each of which shows a different level of output. It shows how output varies as the factor inputs change.

Production functions involve (and can provide measurements of)concepts which are useful tools in all fields of economics. The main concepts are:

1. The marginal productivity of the factors of production.
2. The marginal rate of substitution and the elasticity of substitution.
3. Factor intensity.
4. The efficiency of production.
5. The returns to scale.

These concepts will be discussed below.
The general mathematical form of the production function is

$$
Y=f(L, K, R, S, v, \gamma)
$$

where $\quad Y=$ output
$L=$ labour input
$K=$ capital input
$R=$ raw materials
$S=$ land input
$v=$ returns to scale
$\gamma=$ efficiency parameter.

All variables are flows, that is, they are measured per unit of time. In its general form the production function is a purely technological relationship between quantities of inputs and quantities of output. Prices of factors or of the product do not enter into the production function. They are used only for the production decision of the firm or other economic entities. (See section IV.) However, in practice it has been observed that raw materials bear a constant relation to output at all levels of production. For example, the number of bricks for a given type of house is constant, irrespective of the number of houses built; similarly the metal required for a certain type of car is constant, irrespective of the number of cars produced. This allows the subtraction of the value of raw materials from the value of output, and the measurement of output in terms of valuc added $(X)$

$$
X=Y-R
$$

Of course, in this way we destroy the pure technological nature of the production function, since the prices of raw materials and of the output are utilised: value added is measured, by necessity, in monetary units.

The input of land, $S$, is constant for the economy as a whole, and hence does not enter into an aggregate production function. However, $S$ is not constant for individual sectors or for individual firms. In these cases land-inputs are lumped together with machinery and equipment, in the factor $K$.

Thus the production function in traditional economic theory assumes the form

$$
X=f(L, K, v, \gamma)
$$

The factor $v$, 'returns to scale', refers to the long-run analysis of the laws of production, since it assumes change in the plant. It will be discussed in detail in a subsequent section.

The efficiency parameter, $\gamma$, refers to the entrepreneurial-organisational aspects of production. Two firms with identical factor inputs (and the same returns to scale) may have different levels of output due to differences in their entrepreneurial and organisational efficiency.

Graphically, the production function is usually presented as a curve on two-dimensional graphs. Changes of the relevant variables are shown either by movements along the curve that depicts the production function, or by shifts of this curve. The most commonly used diagrams for the production function of a single commodity ${ }^{1}$ are shown in figures 3.6 and 3.7. In figure 3.6 each curve shows the relation between $X$ and $L$ for given $K, v$ and $\gamma$. As labour increases, ceteris paribus, output increases: we


Figure $3.6 K_{1}<K_{2}<K_{3}$


Figure $3.7 \quad L_{1}<L_{2}<L_{3}$

[^18]move along the curve depicting the production function. If capital (and/or $\boldsymbol{v}$, and/or $\gamma$ ) increase, the production function $X=f(L)$ shifts upwards.

In figure 3.7 each curve shows the relation between $\boldsymbol{X}$ and $K$ for given $L, v$ and $\gamma$. As capital increases, ceteris paribus, output increases: we move along the curve. If $L$ (and/or $v$, and/or $\gamma$ ) increase the production function $X=f(K)$ shifts upwards.

The slopes of the curves in figures 3.6 and 3.7 are the marginal products of the factors of production. The marginal product of a factor is defined as the change in output resulting from a (very small) change of this factor, keeping all other factors constant.

Mathematically the marginal product of each factor is the partial derivative of the production function with respect to this factor. Thus

$$
M P_{L}=\frac{\partial X}{\partial L} \quad \text { and } \quad M P_{K}=\frac{\partial X}{\partial K}
$$

Graphically the marginal product of labour is shown by the slope of the production function

$$
X=f_{1}(L)_{\mathbf{K}, \bar{v}, \bar{\gamma}}
$$

and the marginal product of capital is shown by the slope of the production function

$$
X=f_{2}(K)_{\bar{L}, \bar{v}, \bar{\gamma}}
$$

In principle the marginal product of a factor may assume any value, positive, zero or negative. However, basic production theory concentrates only on the efficient part of the production function, that is, on the range of output over which the marginal products of the factors are positive. No rational firm would employ labour beyond $0 B$, or capital beyond $O D$, since an increase in the factors beyond these levels would result in the reduction of the total output of the firm. Ranges of output over which the marginal products of the factors would be negative (ranges beyond $0 B^{\prime}$ in figure 3.8 , and $0 D^{\prime}$ in figure 3.9) imply irrational behaviour of the firm, and are not considered by the theory of production.

Furthermore, the basic theory of production usually concentrates on the range of output over which the marginal products of factors, although positive, decrease, that is, over the range of diminishing (but non-negative) productivity of the factors of production: the ranges of output considered by the traditional theory are $A^{\prime} B^{\prime}$ in figure 3.8 and $C^{\prime} D^{\prime}$ in figure 3.9. These ranges of output have been shown in figures 3.6 and 3.7.

Alternatively we may say that the theory of production concentrates on levels of employment of the factors over which their marginal products are positive but decrease: in figure 3.10 the range of employment of $L$ examined by the theory of production is $A B$; over that range

$$
M P_{L}>0 \text { but } \frac{\partial(M P)_{L}}{\partial L}<0
$$

Similarly, in figure 3.11 the range of employment of capital examined by the theory of production is CD; over that range

$$
M P_{K}>0 \quad \text { but } \frac{\partial(M P)_{K}}{\partial K}<0
$$



Figure 3.8


Figure 3.10


Figure 3.11

Formally the above discussion may be stated as follows:

$$
X=f(L, K, v, \gamma)
$$

$$
\left.\left.\begin{array}{ll}
\frac{\partial X}{\partial L}>0 \\
\frac{\partial X}{\partial K}>0
\end{array}\right\} \begin{array}{ll}
\text { positive } & \frac{\partial^{2} X}{\partial L^{2}}<0 \\
\text { marginal } \\
\text { products }
\end{array} \quad \frac{\partial^{2} X}{\partial K^{2}}<0\right\} \begin{aligned}
& \text { the slope } \\
& \text { of marginal } \\
& \text { product curves } \\
& \text { is negative }
\end{aligned}
$$

These conditions imply that the traditional theory of production concentrates on the range of isoquants over which their slope is negative and convex to the origin.

In figure 3.12 the production function is depicted in the form of a set of isoquants. By construction the higher to the right an isoquant, the higher the level of output it depicts. Clearly isoquants cannot intersect, by their construction. We said that traditional economic theory concentrates on efficient ranges of output, that is, ranges over which the marginal products of factors are diminishing but positive. The locus of points of isoquants where the marginal products of the factors are zero form the ridge lines. The upper ridge line implies that the MP of capital is zero. The lower ridge line implies that the MP of labour is zero. Production techniques are only (technically) efficient inside the ridge lines. Outside the ridge lines the marginal products of factors are negative and the methods of production are inefficient, since they require more quantity of both factors for producing a given level of output. Such inefficient methods are not considered by the theory of production, since they imply irrational behaviour of the firm. The


Figure 3.12
condition of positive but declining marginal products of the factors defines the range of efficient production (the range of isoquants over which they are convex to the origin).

The slope of the isoquant $(-\partial K / \partial L)$ defines the degree of substitutability of the factors of production (figure 3.13).


Figure 3.13
The slope of the isoquant decreases (in absolute terms) as we move downwards along the isoquant, showing the increasing difficulty in substituting $K$ for $L$. The slope of the isoquant is called the rate of technical substitution, or the marginal rate of substitution (MRS) of the factors:

$$
-\frac{\partial K}{\partial L}=M R S_{L, K}
$$

It can be proved that the $M R S$ is equal to the ratio of the marginal products of the factors

$$
M R S_{L, K}=-\frac{\partial K}{\partial L}=\frac{\partial X / \partial L}{\partial X / \partial K}=\frac{M P_{L}}{M P_{K}}
$$

## Proof

The slope of a curve is the slope of the tangent at any point of the curve. The slope of the tangent is defined by the total differential. In the case of the isoquant the total differential is the total change in $X$ resulting from small changes in both factors $K$ and $L$. Clearly if we change $K$ by $\partial K$, the output $X$ will change by the product $\partial K$ times the marginal product of capital

$$
(\partial K)\left(\frac{\partial X}{\partial K}\right)
$$

Similarly, if we change labour by an infinitesimal amount $\partial L$, the resulting change in $X$ is

$$
(\partial L)\left(\frac{\partial X}{\partial L}\right)
$$

Now along any isoquant the quantity $X$ is constant, so that the total change in $X$ (the total differential) must be equal to zero. Thus

$$
d X=(\partial K)\left(\frac{\partial X}{\partial K}\right)+(\partial L)\left(\frac{\partial X}{\partial L}\right)=0
$$

Solving for $\partial K / \partial L$ we obtain

$$
-\frac{\partial K}{\partial L}=\frac{\partial X / \partial L}{\partial X / \partial K}=\frac{M P_{L}}{M P_{K}}
$$

Along the ridge lines the $M R S=0$. In particular along the upper ridge we have

$$
M R S_{K, L}=\frac{\partial X / \partial K}{\partial X / \partial L}=\frac{0}{\partial X / \partial L}=0
$$

and along the lower ridge

$$
M P S_{L, K}=\frac{\partial X / \partial L}{\partial X / \partial K}=\frac{0}{\partial X / \partial K}=0
$$

The marginal rate of substitution as a measure of the degree of substitutability of factors has a serious defect: it depends on the units of measurement of the factors. A better measure of the ease of factor substitution is provided by the elasticity of substitution. The elasticity of substitution is defined as the percentage change in the capitallabour ratio, divided by the percentage change in the rate of technical substitution

$$
\sigma=\frac{\text { percentage change in } K / L}{\text { percentage change in } M R S}
$$

or

$$
\sigma=\frac{d(K / L) /(K / L)}{d(M R S) /(M R S)}
$$

The elasticity of substitution is a pure number independent of the units of measurement of $K$ and $L$, since both the numerator and the denominator are measured in the same units.

The factor intensity of any process is measured by the slope of the line through the origin representing the particular process. Thus the factor intensity is the capital-labour ratio. In figure 3.14 process $P_{1}$ is more capital intensive than process $P_{2}$. Clearly

$$
\frac{K_{1}}{L_{1}}>\frac{K_{2}}{L_{2}}
$$

The upper part of the isoquant includes more capital-intensive processes. The lower part of the isoquant includes more labour-intensive techniques.


Figure 3.14

## Example

Let us illustrate the above concepts with a specific form of production function, namely the Cobb-Douglas production function. This form is the most popular in applied research, because it is easiest to handle mathematically.

The Cobb-Douglas function is of the form

$$
X=b_{0} \cdot L^{b_{1}} \cdot K^{b_{2}}
$$

1. The marginal product of factors
(a) The $M P_{L}$

$$
\begin{aligned}
M P_{L}=\frac{\partial X}{\partial L} & =b_{1} \cdot b_{0} \cdot L^{b_{1}-1} \cdot K^{b_{2}} \\
& =b_{1}\left(b_{0} L^{b_{1}} K^{b_{2}}\right) L^{-1} \\
& =b_{1} \cdot \frac{X}{L}=b_{1}\left(A P_{L}\right)
\end{aligned}
$$

where $A P_{L}=$ the average product of labour
(b) Similarly

$$
M P_{K}=b_{2} \cdot \frac{X}{K}=b_{2}\left(A P_{K}\right)
$$

2. The marginal rate of substitution

$$
M R S_{L, K}=\frac{\partial X / \partial L}{\partial X / \partial K}=\frac{b_{1}\left(\frac{X}{L}\right)}{b_{2}\left(\frac{X}{K}\right)}=\frac{b_{1}}{b_{2}} \cdot \frac{K}{L}
$$

3. The elasticity of substitution

$$
\sigma=\frac{d(K / L) /(K / L)}{d(M R S) /(M R S)}=1
$$

## Proof

Substitute the MRS and obtain

$$
\begin{aligned}
\sigma & =\frac{d(K / L) /(K / L)}{d\left(\frac{b_{1}}{b_{2}} \cdot \frac{K}{L}\right) /\left(\frac{b_{1}}{b_{2}}\right)\left(\frac{K}{L}\right)} \\
& =\frac{d\left(\frac{K}{L}\right)\left(\frac{b_{1}}{b_{2}}\right)}{\left(\frac{b_{1}}{b_{2}}\right) d\left(\frac{K}{L}\right)}=1
\end{aligned}
$$

given that $b_{1} / b_{2}$ is constant and does not affect the derivative.
4. Factor intensity. In a Cobb-Douglas function factor intensity is measured by the ratio $b_{1} / b_{2}$. The higher this ratio the more labour intensive the technique. Similarly the lower the ratio $b_{1} / b_{2}$ the more capital intensive the technique.
5. The efficiency of production. The efficiency in the organisation of the factors of production is measured by the coefficient $b_{0}$. Intuitively it is clear that if two firms have the same $K, L, b_{1}$ and $b_{2}$ and still produce different quantities of output, the difference can be due to the superior organisation and entrepreneurship of one of the firms, which results in different efficiencies. The more efficient firm will have a larger $b_{0}$ than the less efficient one.
6. The returns to scale. This concept will be developed in the next section, since it refers to the long-run analysis of production. We state here that in a Cobb-Douglas function the returns to scale are measured by the sum of the coefficients $b_{1}+b_{2}$. The proof is given on page 78.

## II. LAWS OF PRODUCTION

The laws of production describe the technically possible ways of increasing the level of production. Output may increase in various ways.

Output can be increased by changing all factors of production. Clearly this is possible only in the long run. Thus the laws of returns to scale refer to the long-run analysis of production.

In the short run output may be increased by using more of the variable factor(s), while capital (and possibly other factors as well) are kept constant. The marginal product of the variable factor(s) will decline eventually as more and more quantities of this factor are combined with the other constant factors. The expansion of output with one factor (at least) constant is described by the law of (eventually) diminishing returns of the variable factor, which is often referred to as the law of variable proportions.

We will first examine the long-run laws of returns of scale.

## A. LAWS OF RETURNS TO SCALE: LONG-RUN ANALYSIS OF PRODUCTION

In the long run expansion of output may be achieved by varying all factors. In the long run all factors are variable. The laws of returns to scale refer to the effects of scale relationships.

In the long run output may be increased by changing all factors by the same proportion,
or by different proportions. Traditional theory of production concentrates on the first case, that is, the study of output as all inputs change by the same proportion. The term 'returns to scale' refers to the changes in output as all factors change by the same proportion. ${ }^{1}$

Suppose we start from an initial level of inputs and output

$$
X_{0}=f(L, K)
$$

and we increase all the factors by the same proportion $k$. We will clearly obtain a new level of output $X^{*}$, higher than the original level $X_{0}$,

$$
X^{*}=f(k L, k K)
$$

If $X^{*}$ increases by the same proportion $k$ as the inputs, we say that there are constant returns to scale.

If $X^{*}$ increases less than proportionally with the increase in the factors, we have decreasing returns to scale.

If $X^{*}$ increases more than proportionally with the increase in the factors, we have increasing returns to scale.

## Returns to scale and homogeneity of the production function

Suppose we increase both factors of the function

$$
X_{0}=f(L, K)
$$

by the same proportion $k$, and we observe the resulting new level of output $X^{*}$

$$
X^{*}=f(k L, k K)
$$

If $k$ can be factored out (that is, may be taken out of the brackets as a common factor), then the new level of output $X^{*}$ can be expressed as a function of $k$ (to any power $v$ ) and the initial level of output

$$
X^{*}=k^{\nu} f(L, K)
$$

or

$$
X^{*}=k^{\nu} X_{0}
$$

and the production function is called homogeneous. If $k$ cannot be factored out, the production function is non-homogeneous. Thus:

A homogeneous function is a function such that if each of the inputs is multiplied by $k$, then $k$ can be completely factored out of the function. The power $v$ of $k$ is called the degree of homogeneity of the function and is a measure of the returns to scale:

If $v=1$ we have constant returns to scale. This production function is sometimes called linear homogeneous.

If $v<1$ we have decreasing returns to scale.
If $v>1$ we have increasing returns to scale.

[^19]Returns to scale are measured mathematically by the coefficients of the production function. For example, in a Cobb-Douglas function

$$
X=b_{0} L^{b_{1}} K^{b_{2}}
$$

the returns to scale are measured by the sum $\left(b_{1}+b_{2}\right)=v$.

## Proof

Let $L$ and $K$ increase by $k$. The new level of output is

$$
\begin{aligned}
X^{*} & =b_{0}\left(k L L^{b_{1}}(k K)^{b_{2}}\right. \\
& =\left(b_{0} L^{b_{1}} K^{b_{2}}\right) k^{\left(b_{1}+b_{2}\right)}
\end{aligned}
$$

or

$$
X^{*}=k^{\left(b_{1}+b_{2}\right)} X
$$

Thus $v=\left(b_{1}+b_{2}\right)$.

For a homogeneous production function the returns to scale may be represented graphically in an easy way. Before explaining the graphical presentation of the returns to scale it is useful to introduce the concepts of product line and isocline.

## Product lines

To analyse the expansion of output we need a third dimension, since along the twodimensional diagram we can depict only the isoquant along which the level of output is constant. Instead of introducing a third dimension it is easier to show the change of output by shifts of the isoquant and use the concept of product lines to describe the expansion of output.

A product line shows the (physical) movement from one isoquant to another as we change both factors or a single factor. A product curve is drawn independently of the prices of factors of production. It does not imply any actual choice of expansion, which is based on the prices of factors and is shown by the expansion path (see section IV). The product line describes the technically possible alternative paths of expanding output. What path will actually be chosen by the firm will depend on the prices of factors.

The product curve passes through the origin if all factors are variable. If only one factor is variable (the other being kept constant) the product line is a straight line parallel to the axis of the variable factor (figure 3.15 ). The $K / L$ ratio diminishes along the product line.


Figure 3.15 Product line for $\bar{K}$ given.


Figure 3.16 Homogeneous production function.


Figure 3.17 Non-homogeneous production function.

Among all possible product lines of particular interest are the so-called isoclines. ${ }^{1}$ An isocline is the locus of points of different isoquants at which the MRS of factors is constant.

If the production function is homogeneous the isoclines are straight lines through the origin. Along any one isocline the $K / L$ ratio is constant (as is the $M R S$ of the factors). Of course the $K / L$ ratio (and the $M R S$ ) is different for different isoclines (figure 3.16).

If the production function is non-homogeneous the isoclines will not be straight lines, but their shape will be twiddly. The $K / L$ ratio changes along each isocline (as well as on different isoclines) (figure 3.17).

## Graphical presentation of the returns to scale for a homogeneous production function

The returns to scale may be shown graphically by the distance (on an isocline) between successive 'multiple-level-of-output' isoquants, that is, isoquants that show levels of output which are multiples of some base level of output, e.g., $X, 2 X, 3 X$, etc.

Constant returns to scale. Along any isocline the distance between successive multipleisoquants is constant. Doubling the factor inputs achieves double the level of the initial output; trebling inputs achieves treble output, and so on (figure 3.18).


Figure 3.18 Constant returns to scale: $0 a=a b=b c$
Decreasing returns to scale. The distance between consecutive multiple-isoquants increases. By doubling the inputs, output increases by less than twice its original level. In figure 3.19 the point $a^{\prime}$, defined by $2 K$ and $2 L$, lies on an isoquant below the one showing $2 X$.


Figure 3.19 Decreasing returns to scale: $0 a<a b<b c$
${ }^{1}$ The 'isocline' is useful for the choice of the firm. See section IV below.

Increasing returns to scale. The distance between consecutive multiple-isoquants decreases. By doubling the inputs, output is more than doubled. In figure 3.20 doubling $K$ and $L$ leads to point $b^{\prime}$ which lies on an isoquant above the one denoting $2 X$.


Figure 3.20 Increasing returns to scale: $0 a>a b>b c$

Returns to scale are usually assumed to be the same everywhere on the production surface, that is, the same along all the expansion-product lines. All processes are assumed to show the same returns over all ranges of output: either constant returns everywhere, decreasing returns everywhere, or increasing returns everywhere. However, the technological conditions of production may be such that returns to scale may vary over different ranges of output. Over some range we may have constant returns to scale, while over another range we may have increasing or decreasing returns to scale. In figure 3.21 we see that up to the level of output $4 X$ returns to scale are constant; beyond that level of output returns to scale are decreasing. Production functions with varying returns to scale are difficult to handle and economists usually ignore them for the analysis of production.


Figure 3.21 Varying returns to scale

With a non-homogeneous production function returns to scale may be increasing, constant or decreasing, but their measurement and graphical presentation is not as straightforward as in the case of the homogeneous production function. The isoclines will be curves over the production surface and along each one of them the $K / L$ ratio varies. In most empirical studies of the laws of returns homogeneity is assumed in order to simplify the statistical work. Homogeneity, however, is a special assumption, in
some cases a very restrictive one. When the technology shows increasing or decreasing returns to scale it may or may not imply a homogeneous production function.

Causes of increasing returns to scale. The increasing returns to scale are due to technical and/or managerial indivisibilities. Usually most processes can be duplicated, but it may not be possible to halve them.

One of the basic characteristics of advanced industrial technology is the existence of 'mass-production' methods over large sections of manufacturing industry. 'Massproduction' methods (like the assembly line in the motor-car industry) are processes available only when the level of output is large. They are more efficient than the best available processes for producing small levels of output. For example, assume that we have three processes:

|  | $L$ (men) | $K$ (machines) | $X$ (in tons) |
| :--- | :---: | :---: | :---: |
| $A$ : small-scale process: | 1 | 1 | 1 |
| $B$ : medium-scale process: | 50 | 50 | 100 |
| $C$ : large-scale process: | 100 | 100 | 400 |

The $K / L$ ratio is the same for all processes and each process can be duplicated (but not halved). Each process has a different 'unit'-level. The larger-scale processes are technically more productive than the smaller-scale processes. Clearly if the larger-scale processes were equally productive as the smaller-scale methods, no firm would use them: the firm would prefer to duplicate the smaller scale already used, with which it is already familiar. Although each process shows, taken by itself, constant returns to scale, the indivisibilities will tend to lead to increasing returns to scale.

For $X<50$ the small-scale process would be used, and we would have constant returns to scale. For $50<X<100$ the medium-scale process would be used. The switch from the smaller scale to the medium-scale process gives a discontinuous increase in output (from 49 tons produced with 49 units of $L$ and 49 units of $K$, to 100 tons produced with 50 men and 50 machines). If the demand in the market required only 80 tons, the firm would still use the medium-scale process, producing 100 units of $X$, selling 80 units, and throwing away 20 units (assuming zero disposal costs). This is one of the cases in which a process might be used inefficiently, because this process operated inefficiently is still relatively efficient compared with the small-scale process. Similarly, the switch from the medium-scale to the large-scale process gives a discontinuous increase in output from 99 tons (produced with 99 men and 99 machines) to 400 tons (produced with 100 men and 100 machines). If the demand absorbs only 350 tons, the firm would use the large-scale process inefficiently (producing only 350 units, or producing 400 units and throwing away the 50 units). This is because the large-scale process, even though inefficiently used, is still more productive (relatively efficient) compared with the medium-scale process.

The various types of economies of scale and their sources are discussed in detail in Chapter 4.

Causes of decreasing returns to scale. The most common causes are 'diminishing returns to management'. The 'management' is responsible for the co-ordination of the activities of the various sections of the firm. Even when authority is delegated to individual managers (production manager, sales manager, etc.) the final decisions have to be taken from the final 'centre of top management' (Board of Directors). As the output grows, top management becomes eventually overburdened and hence less efficient in its role
as co-ordinator and ultimate decision-maker. Although advances in management science have developed 'plateaux' of management techniques, it is still a commonly observed fact that as firms grow beyond the appropriate optimal 'plateaux', management diseconomies creep in.

Another cause for decreasing returns may be found in the exhaustible natural resources: doubling the fishing fleet may not lead to a doubling of the catch of fish; or doubling the plant in mining or on an oil-extraction field may not lead to a doubling of output.

The sources of diseconomies of large-scale production are further discussed in Chapter 4.

## B. THE LAW OF VARIABLE PROPORTIONS: SHORT-RUN ANALYSIS OF Production

We said above that if one factor is variable while the other(s) is kept constant, the product line will be a straight line parallel to the axis of the variable factor (figure 3.14).

In general if one of the factors of production (usually capital $K$ ) is fixed, the marginal product of the variable factor (labour) will diminish after a certain range of production. We said that the traditional theory of production concentrates on the ranges of output over which the marginal products of the factors are positive but diminishing. The ranges of increasing returns (to a factor) and the range of negative productivity are not equilibrium ranges of output.

If the production function is homogeneous with constant or decreasing returns to scale everywhere on the production surface, the productivity of the variable factor will necessarily be diminishing. If, however, the production function exhibits increasing returns to scale, the diminishing returns arising from the decreasing marginal product of the variable factor (labour) may be offset, if the returns to scale are considerable. This, however, is rare. In general the productivity of a single-variable factor (ceteris paribus) is diminishing.

Let us examine the law of variable proportions or the law of diminishing productivity (returns) in some detail.


Figure 3.22

If the production function is homogeneous with constant returns to scale everywhere, the returns to a single-variable factor will be diminishing. This is implied by the negative slope and the convexity of the isoquants. With constant returns to scale everywhere on the production surface, doubling both factors $(2 K, 2 L)$ leads to a doubling of output. In figure 3.22 point $b$ on the isocline $0 A$ lies on the isoquant $2 X$. However, if we keep $K$
constant (at the level $\bar{K}$ ) and we double only the amount of $L$, we reach point $c$, which clearly lies on a lower isoquant than $2 X$. If we wanted to double output with the initial capital $\bar{K}$, we would require $L^{*}$ units of labour. Clearly $L^{*}>2 L$. Hence doubling $L$, with $K$ constant, less than doubles output. The variable factor $L$ exhibits diminishing productivity (diminishing returns).

If the production function is homogeneous with decreasing returns to scale, the returns to a single-variable factor will be, a fortiori, diminishing. Since returns to scale are decreasing, doubling both factors will less than double output. In figure 3.23 we see that with $2 L$ and $2 K$ output reaches the level $d$ which is on a lower isoquant than $2 X$. If we double only labour while keeping capital constant, output reaches the level $c$, which lies on a still lower isoquant.


Figure 3.23


Figure 3.24


Figure 3.25

If the production function shows increasing returns to scale, the returns to the singlevariable factor $L$ will in general be diminishing (figure 3.24), unless the positive returns to scale are so strong as to offset the diminishing marginal productivity of the singlevariable factor. Figure 3.25 shows the rare case of strong returns to scale which offset the diminishing productivity of $L$.

## Summary

We may summarise the above analysis of the long-run and short-run laws of production schematically as in figure 3.26.


## III. TECHNOLOGICAL PROGRESS AND THE PRODUCTION FUNCTION

As knowledge of new and more efficient methods of production becomes available, technology changes. Furthermore new inventions may result in the increase of the efficiency of all methods of production. At the same time some techniques may become inefficient and drop out from the production function. These changes in technology constitute technological progress. ${ }^{1}$

Graphically the effect of innovation in processes is shown with an upward shift of the production function (figure 3.27), or a downward movement of the production isoquant (figure 3.28). This shift shows that the same output may be produced by less factor inputs, or more output may be obtained with the same inputs.


Figure 3.27


Figure 3.28

Technical progress may also change the shape (as well as produce a shift) of the isoquant. Hicks ${ }^{2}$ has distinguished three types of technical progress, depending on its effect on the rate of substitution of the factors of production.

## Capital-deepening technical progress

Technical progress is capital-deepening (or capital-using) if, along a line on which the $K / L$ ratio is constant, the $M R S_{L, K}$ increases. This implies that technical progress increases the marginal product of capital by more than the marginal product of labour. The ratio of marginal products (which is the $M R S_{L, k}$ ) decreases in absolute value; but taking into account that the slope of the isoquant is negative, this sort of technical progress increases the $M R S_{L, K}$. The slope of the shifting isoquant becomes less steep along any given radius. The capital-deepening technical progress is shown in figure 3.29.

## Labour-deepening technical progress

Technical progress is labour-deepening if, along a radius through the origin (with constant $K / L$ ratio), the $M R S_{L, K}$ increases. This implies that the technical progress increases the $M P_{L}$ faster than the $M P_{K}$. Thus the $M R S_{L, K}$, being the ratio of the marginal products $[(\partial X / \partial L)] /[(\partial X / \partial K)]$, increases in absolute value (but decreases if the minus sign is taken into account). The downwards-shifting isoquant becomes steeper along any given radius through the origin. This is shown in figure 3.30.
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Figure 3.29 Capital-deepening technical progress


Figure 3.30 Labour-deepening technical progress


Figure 3.31 Neutral technical progress

## Neutral-technical progress

Technical progress is neutral if it increases the marginal product of both factors by the same percentage, so that the $M R S_{L, K}$ (along any radius) remains constant. The isoquant shifts downwards parallel to itself. This is shown in figure 3.31.

## IV. EQUILIBRIUM OF THE FIRM: CHOICE OF OPTIMAL COMBINATION OF FACTORS OF PRODUCTION

In this section we shall show the use of the production function in the choice of the optimal combination of factors by the firm. In Part A we will examine two cases in which the firm is faced with a single decision, namely maximising output for a given cost, and minimising cost subject to a given output. Both these decisions comprise cases of constrained profit maximisation in a single period.

In Part B we will consider the case of unconstrained profit maximisation, by the expansion of output over time.

In all the above cases it is assumed that the firm can choose the optimal combination of factors, that it can employ any amount of any factor in order to maximise its profits. This assumption is valid if the firm is new, or if the firm is in the long-run. However, an existing firm may be coerced, due to pressure of demand, to expand its output in the short-run, when at least one factor, usually capital, is constant. We will examine this case separately.

In all cases we make the following assumptions:

1. The goal of the firm is profit maximisation - that is, the maximisation of the difference $\Pi=R-C$ where

$$
\begin{aligned}
& \Pi=\text { profits } \\
& R=\text { revenue } \\
& C=\text { cost }
\end{aligned}
$$

2. The price of output is given, $\bar{P}_{x}$.
3. The prices of factors are given:
$\bar{w}$ is the given wage rate
$\bar{r}$ is the given price of capital services (rental price of machinery).

## A. SINGLE DECISION OF THE FIRM

The problem facing the firm is that of a constrained profit maximisation, which may take one of the following forms:
(a) Maximise profit $\Pi$, subject to a cost constraint. In this case total cost and prices are given ( $\bar{C}, \bar{w}, \bar{r}, \bar{P}_{x}$ ), and the problem may be stated as follows

$$
\begin{aligned}
\max \Pi & =R-\bar{C} \\
\Pi & =\bar{P}_{x} X-\bar{C}
\end{aligned}
$$

Clearly maximisation of $\Pi$ is achieved in this case if $X$ is maximised, since $\bar{C}$ and $\bar{P}_{x}$ are given constants by assumption.
(b) Maximise profit $\Pi$, for a given level of output. For example, a contractor wants to build a bridge ( $X$ is given) with the maximum profit. In this case we have

$$
\begin{aligned}
\max \Pi & =R-C \\
\Pi & =\bar{P}_{x} \bar{X}-C
\end{aligned}
$$

Clearly maximisation of $\Pi$ is achieved in this case if cost $C$ is minimised, given that $X$ and $P_{x}$ are given constants by assumption.
The analysis will be carried out first by using diagrams and subsequently by applying calculus.
For a graphical presentation of the equilibrium of the firm (its profit-maximising position) we will use the isoquant map (figure 3.32) and the isocost-line(s) (figure 3.33).


Figure 3.32


Figure 3.33

The isoquants have been explained in section I, where it was shown that the slope of an isoquant is

$$
-\frac{\partial K}{\partial L}=M R S_{L, K}=\frac{M P_{L}}{M P_{K}}=\frac{\partial X / \partial L}{\partial X / \partial K}
$$

The isocost line is defined by the cost equation

$$
C=(r)(K)+(w)(L)
$$

where $w=$ wage rate, and $r=$ price of capital services.
The isocost line is the locus of all combinations of factors the firm can purchase with a given monetary cost outlay. ${ }^{1}$
The slope of the isocost line is equal to the ratio of the prices of the factors of production:

$$
\text { slope of isocost line }=\frac{w}{r}
$$
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## Proof

Assume that the total cost outlay the firm undertakes is $\bar{C}$. If the entrepreneur spends all the amount $\bar{C}$ on capital equipment, the maximum amount he can buy from this factor is

$$
0 A=\frac{\bar{C}}{r}
$$

If all cost outlay is spent on labour the maximum amount of this factor that the firm can purchase is

$$
0 B=\frac{\bar{C}}{w}
$$

The slope of the isocost line is

$$
\frac{0 A}{0 B}=\frac{\bar{C} / r}{\bar{C} / w}=\frac{w}{r}
$$

It can be shown that any point on the line $A B$ satisfies the cost equation ( $C=r \cdot K+$ $w \cdot L$ ), so that, for given prices of the factors and for given expenditure on them, the isocost line shows the alternative combinations of $K$ and $L$ that can be purchased by the firm. The equation of the isocost line is found by solving the cost equation for $K$ :

$$
K=\frac{\bar{C}}{r}-\frac{w}{r} L
$$

By assigning various values to $L$ we can find all the points of the isocost line.

## Case 1: maximisation of output subject to a cost constraint (financial constraint)

We assume: (a) A given production function

$$
X=f(L, K, v, \gamma)
$$

and (b) given factor prices, $w, r$, for labour and capital respectively.
The firm is in equilibrium when it maximizes its output given its total cost outlay and the prices of the factors, $w$ and $r$.

In figure 3.34 we see that the maximum level of output the firm can produce, given the cost constraint, is $X_{2}$ defined by the tangency of the isocost line, and the highest isoquant. The optimal combination of factors of production is $K_{2}$ and $L_{2}$, for prices $w$ and $r$. Higher levels of output (to the right of $e$ ) are desirable but not attainable due


Figure 3.34
to the cost constraint. Other points on $A B$ or below it lie on a lower isoquant than $X_{2}$. Hence $X_{2}$ is the maximum output possible under the above assumptions (of given cost outlay, given production function, and given factor prices). At the point of tangency (e) the slope of the isocost line $(w / r)$ is equal to the slope of the isoquant $\left(M P_{L} / M P_{K}\right)$. This constitutes the first condition for equilibrium. The second condition is that the isoquants be convex to the origin. In summary: the conditions for equilibrium of the firm are:
(a) Slope of isoquant $=$ Slope of isocost
or

$$
\frac{w}{r}=\frac{M P_{L}}{M P_{K}}=\frac{\partial X / \partial L}{\partial X / \partial K}=M R S_{L, K}
$$

(b) The isoquants must be convex to the origin. If the isoquant is concave the point of tangency of the isocost and the isoquant curves does not define an equilibrium position (figure 3.35).


Figure 3.35
Output $X_{2}$ (depicted by the concave isoquant) can be produced with lower cost at $e_{2}$ which lies on a lower isocost curve than $e$. (With a concave isoquant we have a 'corne solution.)

## Formal derivation of the equilibrium conditions

The equilibrium conditions may be obtained by applying calculus and solving a 'constrain maximum' problem which may be stated as follows. The rational entrepreneur seeks the ma misation of his output, given his total-cost outlay and the prices of factors. Formally:

Maximise

$$
X=f(L, K)
$$

subject to

$$
\bar{C}=\omega L+r K \quad \text { (cost constraint) }
$$

This is a problem of constrained maximum and the above conditions for the equilibrium of 1 firm may be obtained from its solution.

We can solve this problem by using Lagrangian multipliers. The solution involves the followi steps:
Rewrite the constraint in the form

$$
\bar{C}-w L-r K=0
$$

Multiply the constraint by a constant $\lambda$ which is the Lagrangian multiplier:

$$
\lambda(\bar{C}-w L-r K)=0
$$

The Lagrangian multipliers are undefined constants which are used for solving constrain maxima or minima. Their value is determined simultaneously with the values of the oth
unknowns ( $L$ and $K$ in our example). There will be as many Lagrangian multipliers as there are constraints in the problem.
Form the 'composite' function

$$
\phi=X+\lambda(\bar{C}-w L-r K)
$$

It can be shown that maximisation of the $\phi$ function implies maximisation of the output.
The first condition for the maximisation of a function is that its partial derivatives be equal to zero. The partial derivatives of the above function with respect to $L, K$ and $\lambda$ are:

$$
\begin{align*}
& \frac{\partial \phi}{\partial L}=\frac{\partial X}{\partial L}+\lambda(-w)=0  \tag{3.1}\\
& \frac{\partial \phi}{\partial K}=\frac{\partial X}{\partial K}+\lambda(-r)=0  \tag{3.2}\\
& \frac{\partial \phi}{\partial \lambda}=\bar{C}-w L-r K=0 \tag{3.3}
\end{align*}
$$

Solving the first two equations for $\lambda$ we obtain

$$
\begin{array}{llrl}
\frac{\partial X}{\partial L}=\lambda w & \text { or } & \lambda=\frac{\partial X / \partial L}{w}=\frac{M P_{L}}{w} \\
\frac{\partial X}{\partial K}=\lambda r & \text { or } & \lambda=\frac{\partial X / \partial K}{r}=\frac{M P_{K}}{r}
\end{array}
$$

The two expressions must be equal; thus

$$
\frac{\partial X / \partial L}{w}=\frac{\partial X / \partial K}{r} \quad \text { or } \quad \frac{M P_{L}}{M P_{K}}=\frac{\partial X / \partial L}{\partial X / \partial K}=\frac{w}{r}
$$

This firm is in equilibrium when it equates the ratio of the marginal productivities of factors to the ratio of their prices.

It can be shown ${ }^{1}$ that the second-order conditions for equilibrium of the firm require that the marginal product curves of the two factors have a negative slope.

The slope of the marginal product curve of labour is the second derivative of the production function:

$$
\text { slope of } M P_{L} \text { curve }=\frac{\partial^{2} X}{\partial L^{2}}
$$

Similarly for capital:

$$
\text { slope of } M P_{K} \text { curve }=\frac{\partial^{2} X}{\partial K^{2}}
$$

The second-order conditions are

$$
\frac{\partial^{2} X}{\partial L^{2}}<0 \quad \text { and } \quad \frac{\partial^{2} X}{\partial K^{2}}<0
$$

and

$$
\left(\frac{\partial^{2} X}{\partial L^{2}}\right)\left(\frac{\partial^{2} X}{\partial K^{2}}\right)>\left(\frac{\partial^{2} X}{\partial L \partial K}\right)^{2}
$$

These conditions are sufficient for establishing the convexity of the isoquants.
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## Case 2: minimisation of cost for a given level of output

The conditions for equilibrium of the firm are formally the same as in Case 1. That is, there must be tangency of the (given) isoquant and the lowest possible isocost curve, and the isoquant must be convex. However, the problem is conceptually different in the case of cost minimisation. The entrepreneur wants to produce a given output (for example, a bridge, a building, or $\bar{X}$ tons of a commodity) with the minimum cost outlay.

In this case we have a single isoquant (figure 3.36) which denotes the desired level of output, but we have a set of isocost curves (figure 3.37). Curves closer to the origin show a lower total-cost outlay. The isocost lines are parallel because they are drawn on the assumption of constant prices of factors: since $w$ and $r$ do not change, all the isocost curves have the same slope $w / r$.


Figure 3.36


Figure 3.37

The firm minimises its costs by employing the combination of $K$ and $L$ determined by the point of tangency of the $\bar{X}$ isoquant with the lowest isocost line (figure 3.38). Points below $e$ are desirable because they show lower cost but are not attainable for output $\bar{X}$. Points above $e$ show higher costs. Hence point $e$ is the least-cost point, the point denoting the least-cost combination of the factors $K$ and $L$ for producing $\bar{X}$.

Clearly the conditions for equilibrium (least cost) are the same as in Case 1, that is, equality of the slopes of the isoquant and the isocost curves, and convexity of the isoquant.


Figure 3.38

Formally:
Minimise

$$
C=f(X)=w L+r K
$$

subject to

$$
\bar{X}=f(L, K)
$$

Rewrite the constraint in the form

$$
\bar{X}-f(L, K)=0
$$

Premultiply the constraint by the Lagrangian multiplier $\lambda$

$$
\lambda(\bar{X}-f(L, K))=0
$$

Form the 'composite' function

$$
\phi=C-\lambda[\bar{X}-f(L, K)]
$$

or

$$
\phi=(w L+r K)-\lambda[\bar{X}-f(L, K)]
$$

Take the partial derivatives of $\phi$ with respect to $L, K$ and $\lambda$ and equate to zero:

$$
\begin{aligned}
& \frac{\partial \phi}{\partial L}=w-\lambda \frac{\partial f(L, K)}{\partial L}=0=w-\lambda \frac{\partial X}{\partial L} \\
& \frac{\partial \phi}{K}=r-\lambda \frac{\partial f(L, K)}{\partial K}=0=r-\lambda \frac{\partial X}{\partial K} \\
& \frac{\partial \phi}{\partial \lambda}=-[\bar{X}-f(L, K)]=0
\end{aligned}
$$

From the first two expressions we obtain

$$
\begin{aligned}
w & =\lambda \frac{\partial X}{\partial L} \\
r & =\lambda \frac{\partial X}{\partial K}
\end{aligned}
$$

Dividing through these expressions we find

$$
\frac{w}{r}=\frac{\partial X / \partial L}{\partial X / \partial K}=M R S_{L, K}
$$

This condition is the same as in Case 1 above. The second (sufficient) condition, concerning the convexity of the isoquant, is fulfilled by the assumption of negative slopes of the marginal product of factors as in Case 1, that is

$$
\frac{\partial^{2} X}{\partial L^{2}}<0, \quad \frac{\partial^{2} X}{\partial K^{2}}<0 \quad \text { and } \quad\left(\frac{\partial^{2} X}{\partial L^{2}}\right)\left(\frac{\partial^{2} X}{\partial K^{2}}\right)>\left(\frac{\partial^{2} X}{\partial L \partial K}\right)^{2}
$$

## B. CHOICE OF OPTIMAL EXPANSION PATH

We distinguish two cases: expansion of output with all factors variable (the long run), and expansion of output with some factor(s) constant (the short run).

## Optimal expansion path in the long run

In the long run all factors of production are variable. There is no limitation (technical or financial) to the expansion of output. The firm's objective is the choice of the optimal way of expanding its output, so as to maximise its profits. With given factor prices ( $w, r$ ) and given production function, the optimal expansion path is determined by the points of tangency of successive isocost lines and successive isoquants.

If the production function is homogeneous the expansion path will be a straight line through the origin, whose slope (which determines the optimal $K / L$ ratio) depends on the ratio of the factor prices. In figure 3.39 the optimal expansion path will be $0 A$,


Figure 3.39


Figure 3.40
defined by the locus of points of tangency of the isoquants with successive parallel isocost lines with a slope of $w / r$. If the ratio of the prices increases the isocost lines become flatter (for example, with a slope of $w^{\prime} / r^{\prime}$ ), and the optimal expansion path will be the straight line $0 B$. Of course, if the ratio of prices of factors was initially $w / r$ and subsequently changes to $w^{\prime} / r^{\prime}$, the expansion path changes: initially the firm moves along $0 A$, but after the change in the factor prices it moves along $0 B$.

If the production function is non-homogeneous the optimal expansion path will not be a straight line, even if the ratio of prices of factors remains constant. This is shown in figure 3.40. It is due to the fact that in equilibrium we must equate the (constant) $w / r$ ratio with the $M R S_{L, K}$, which is the same on a curved isocline (see section II).

## Optimal expansion path in the short rum

In the short run, capital is constant and the firm is coerced to expand along a straight line parallel to the axis on which we measure the variable factor $L$. With the prices of factors constant the firm does not maximise its profits in the short run, due to the constraint of the given capital. This situation is shown in figure 3.41. The optimal expansion path would be $0 A$ were it possible to increase $K$. Given the capital equipment, the firm can expand only along $\bar{K} \bar{K}$ in the short run.

The above discussion of the choice of optimal combination of the factors of production is schematically summarised on p. 94 .


Figure 3.41
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## V. DERIVATION OF COST FUNCTIONS FROM PRODUCTION FUNCTIONS

Costs are derived functions. They are derived from the technological relationships implied by the production function. We will first show how to derive graphically the cost curves from the production function. Subsequently we will derive mathematically the total-cost function from a Cobb-Douglas production function.

## A. GRAPHICAL DERIVATION OF COST CURVES FROM THE PRODUCTION function

The total cost curve is determined by the locus of points of tangency of successive isocost lines with higher isoquants.

Assumptions for our example:
(a) given production function (that is, constant technology) with constant returns to scale;
(b) given prices of factors:

$$
\begin{aligned}
w & =20 \mathrm{p} \text { per man hour } \\
r & =20 \mathrm{p} \text { per machine hour }
\end{aligned}
$$

The following methods of production are part of the available technology of the firm. They refer to the quantities of $L$ and $K$ required for the production of one ton of output which is the 'unit' level.

|  | $P_{1}$ | $P_{2}$ | $P_{3}$ | $P_{4}$ | $P_{5}$ | $P_{6}$ | $P_{7}$ | $P_{8}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Labour: hours |  |  |  |  |  |  |  |  |
| Capital: hours |  |  |  |  |  |  |  |  |\(\left[\begin{array}{l}2 <br>

6\end{array}\right]\left[$$
\begin{array}{l}3.0 \\
4.5\end{array}
$$\right]\left[$$
\begin{array}{c}4.0 \\
4.0\end{array}
$$\right]\left[$$
\begin{array}{l}5.0 \\
3.7\end{array}
$$\right]\left[$$
\begin{array}{l}6.0 \\
3.5\end{array}
$$\right]\left[$$
\begin{array}{l}7.0 \\
3.3\end{array}
$$\right]\left[$$
\begin{array}{l}8.0 \\
3.1\end{array}
$$\right]\left[$$
\begin{array}{l}9 \\
3\end{array}
$$\right]\)

The cost of each method for the production of one 'unit' of output (given the above factor prices) is as follows:


Clearly the least-cost method of production, given our assumptions, is the second method ( $P_{2}$ ). This method will be chosen by the rational entrepreneur for all levels of output (given the assumption of constant returns to scale). Table 3.1 includes some levels of output and their respective total costs (for the chosen least-cost method of production, $P_{2}$ ). The product expansion path is shown in figure 3.42. It is formed from the points of tangency of the isocosts and the isoquants. The TC curve may be drawn from the information (on output and costs) provided by the points of tangency. For example,
at point $a$,

$$
X=5 \quad T C=750
$$

at point $b$
$X=10 \quad T C=1,500$
at point $d$
$X=20 \quad T C=3,000$ etc.

Table 3.1 Output levels and $T C$ (for activity $P_{2}$ )

| Output $X$ <br> (in tons) | Total cost <br> (in pence) | $A C$ <br> (pence per ton) |
| :---: | :---: | :---: |
| 0 | 0 | - |
| 5 | 750 | 150 |
| 10 | 1,500 | 150 |
| 15 | 2,250 | 150 |
| 20 | 3,000 | 150 |
| 25 | 3,750 | 150 |
| 30 | 4,500 | 150 |
| 35 | 5,250 | 150 |
| 40 | 6,000 | 150 |
| 45 | 6,750 | 150 |
| 50 | 7,500 | 150 |
| 55 | 8,250 | 150 |
| 60 | 9,000 | 150 |
| 65 | 9,750 | 150 |
| 70 | 10,500 | 150 |



Figure 3.42


Figure 3.43

Plotting these points on a two-dimensional diagram with $T C$ on the vertical axis and output ( $X$ ) on the horizontal axis, we obtain the total-cost curve (figure 3.43). With our assumption (of constant returns to scale and of constant factor prices) the $A C$ is constant ( $£ 1.50$ per 'unit' of output), hence the $A C$ will be a straight line, parallel to the horizontal axis (figure 3.44). It is important to remember that the cost curves assume that the problem of choice of the optimal (least-cost) technique has been solved at a previous stage. In other words, the complex problem of finding the cheapest combination of factor inputs must be solved before the cost curve is defined.


Figure 3.44

## B. FORMAL DERIVATION OF COST CURVES FROM A PRODUCTION FUNCTION

In applied research one of the most commonly used forms of production function is the CobbDouglas form

$$
X=b_{0} L^{b_{1}} K^{b_{2}}
$$

Given this production function and the cost equation

$$
C=w L+r K
$$

we want to derive the cost function, that is, the total cost as a function of output

$$
C=f(X)
$$

We begin by solving the constrained output maximisation problem:
Maximise

$$
\begin{aligned}
& X=b_{0} L^{b_{1}} K^{b_{2}} \\
& \bar{C}=w L+r K \quad \text { (cost constraint) }
\end{aligned}
$$

subject to
(The bar on top of $C$ has the meaning that the firm has a given amount of money to spend on both factors of production.)
We form the 'composite' function

$$
\phi=X+\lambda(\bar{C}-w L-r K)
$$

where $\lambda=$ Lagrangian multiplier
The first condition for maximisation is that the first derivatives of the function with respect to $L, K$ and $\lambda$ be equal to zero:

$$
\begin{align*}
& \frac{\partial \phi}{\partial L}=b_{1} \frac{X}{L}-\lambda w=0  \tag{3.4}\\
& \frac{\partial \phi}{\partial K}=b_{2} \frac{X}{K}-\lambda r=0  \tag{3.5}\\
& \frac{\partial \phi}{\partial \lambda}=(C-w L-r K)=0 \tag{3.6}
\end{align*}
$$

From equations 3.4 and 3.5 we obtain

$$
b_{1} \frac{X}{L}=\lambda w \quad \text { and } \quad b_{2} \frac{X}{K}=\lambda r
$$

Dividing these expressions we obtain

$$
\frac{b_{1}}{b_{2}} \cdot \frac{K}{L}=\frac{w}{r}
$$

Solving for $K$

$$
\begin{equation*}
K=\frac{w}{r} \cdot \frac{b_{2}}{b_{1}} L \tag{3.7}
\end{equation*}
$$

Substituting $K$ into the production function we obtain

$$
\begin{aligned}
& X=b_{0} L^{b_{1}} K^{b_{2}} \\
& X=b_{0} L^{b_{1}}\left[\frac{w}{r} \frac{b_{2}}{b_{1}} L\right]^{b_{2}} \\
& X=b_{0}\left[\left(\frac{w}{r}\right)\left(\frac{b_{2}}{b_{1}}\right)\right]^{b_{2}} L^{\left(b_{1}+b_{2}\right)}
\end{aligned}
$$

The term in brackets is the constant term of the function: it includes the three coefficients of the production function, $b_{0}, b_{1}, b_{2}$, and the prices of the factors of production.

Solving the above form of the production function for $L$, we find

$$
\frac{1}{b_{0}\left(\frac{w}{r} \frac{b_{2}}{b_{1}}\right)^{b_{2}}} X=L^{\left(b_{1}+b_{2}\right)}
$$

or

$$
\left[\frac{1}{b_{0}\left(\frac{w}{r} \frac{b_{2}}{b_{1}}\right)^{b_{2}}} \cdot X\right]^{1 /\left(b_{1}+b_{2}\right)}=L
$$

or

$$
\begin{equation*}
L=\left(\frac{r b_{1}}{w b_{2}}\right)^{b_{2} /\left(b_{1}+b_{2}\right)}\left(\frac{X}{b_{0}}\right)^{1 /\left(b_{1}+b_{2}\right)} \tag{3.8}
\end{equation*}
$$

Substituting the value of $L$ from expression 3.8 into expression 3.7 for capital we obtain

$$
\begin{gather*}
K=\frac{w}{r} \cdot \frac{b_{2}}{b_{1}} L \\
K=\left(\frac{w b_{2}}{r b_{1}}\right)^{1 /\left(b_{1}+b_{2}\right)}\left(\frac{X}{b_{0}}\right)^{1 /\left(b_{1}+b_{2}\right)} \tag{3.9}
\end{gather*}
$$

Substituting expression 3.8 and 3.9 into the cost equation $C=w L+r K$ we find

$$
C=\left(\frac{1}{b_{0}}\right)^{1 /\left(b_{1}+b_{2}\right)}\left[w\left(\frac{r b_{1}}{w b_{2}}\right)^{b_{2} /\left(b_{1}+b_{2}\right)}+r\left(\frac{w b_{2}}{r b_{1}}\right)^{b_{1} /\left(b_{1}+b_{2}\right)}\right] \cdot X^{1 /\left(b_{1}+b_{2}\right)}
$$

Rearranging the expression above we obtain

$$
C=\left\{\left(\frac{1}{b_{0}}\right)\left[\left(\frac{b_{1}}{b_{2}}\right)^{b_{2}}+\left(\frac{b_{2}}{b_{1}}\right)^{b_{1}}\right]\right\}^{1 /\left(b_{1}+b_{2}\right)} \cdot\left\{w^{b_{1} /\left(b_{1}+b_{2}\right)} \cdot r^{b_{2} /\left(b_{1}+b_{2}\right)}\right\} \cdot X^{1 /\left(b_{1}+b_{2}\right)}
$$

This is the cost function, that is, the cost expressed as a function of
(i) output, $X$;
(ii) the production function coefficients, $b_{0}, b_{1}, b_{2}$; (clearly the sum $b_{1}+b_{2}$ is a measure of the returns to scale);
(iii) the prices of factors, $w, r$.

If prices of factors are given (the usual assumption in the theory of the firm), cost depends only on output $X$, and we can draw the usual diagrams of cost curves, which express graphically the cost function

$$
C=f(X) \text { ceteris paribus }
$$

'Ceteris paribus' implies that all other determinants of costs, that is, the production technology and the prices of factors, remain unchanged. If these factors change, the cost curve will shift upwards or downwards (see Chapter 4).

## VI. THE PRODUCTION FUNCTION OF A MULTIPRODUCT FIRM

In this section we will extend the analysis to the multiproduct firm. We simplify the exposition by assuming that the firm produces two products, $X$ and $Y$. The analysis can easily be extended to any number of products.

## A. THE PRODUCTION-POSSIBILITY CURVE OF THE FIRM

Each product is assumed to be produced by two factors, $L$ and $K$. For each product we have a production function

$$
\begin{aligned}
X & =f_{1}(L, K) \\
Y & =f_{2}(L, K)
\end{aligned}
$$

Each production function may be presented by a set of isoquants with the usual properties. We may now obtain the production-possibility curve of the firm by using the device of the Edgeworth box. We assume that the firm has total quantities of factors $0 L$ and $0 K$ (figure 3.45) measured along the sides of the Edgeworth box. Any point of the Edgeworth box shows a certain combination of quantities of $x$ and $y$ produced by the available factors of production. The production function for commodity $x$ is represented by the set of isoquants denoted by $A$ which are convex to the origin $0_{x}$. The production function for commodity $y$ is represented by the set of isoquants denoted by $B$ which are convex to the origin $0_{y}$. The further down an isoquant $B$ lies, the higher the quantity of $y$ it represents. The two sets of isoquants have points of tangency, which form the contract curve. Only points lying on the contract curve are efficient, in the sense that any other point shows the use of all resources for producing a combination of outputs which includes less quantity of at least one commodity. For example, assume that initially the firm produces at point $Z$, at which the quantity of $x$ is $A_{3}$ and the quantity of $y$ is $B_{6}$. The production of the level $A_{3}$ of $x$ absorbs $0_{x} L_{1}$ of labour and $0_{x} K_{1}$ of capital. The remaining resources, $L_{1} L$ and $K_{1} K$, are used in the production of commodity $y$.

It can be shown that the firm can produce more of either $x$ or $y$ or of both commodities by reallocating its resources so as to move to any point between $V$ and $W$ on the contract
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curve. If the firm moves to $W$ it will be producing the same level of $y\left(B_{6}\right)$, but a higher level of $x\left(A_{4}\right)$. If the firm chooses to produce at $V$, it will produce the same quantity of $x\left(A_{3}\right)$, but more of $y\left(B_{7}\right)$. Finally, if the firm produces at any intermediate point between $V$ and $W$, for example at point $C$, it will attain higher levels of production of both $x$ and $y$. Thus points on the contract curve are efficient in that any other point off this curve implies a smaller level of output of at least one product. The choice of the actual point on the contract curve depends on the ratio of the prices of the two commodities (see below).

To determine the choice of levels of $x$ and $y$ we need to derive the production-possibility curve (or product-transformation curve) of the firm. This shows the locus of points of levels of $x$ and $y$ which use up all the available resources of the firm. The productionpossibility curve is derived from the contract curve. Each point of tangency between isoquants, that is, any one point of the contract curve, defines a combination of $x$ and $y$ levels of output which lies on the production-possibility curve. For example, point $V$, representing the output pair $A_{3}$ from $x$ and $B_{7}$ from $y$, is point $V^{\prime}$ on figure 3.46. Similarly point $W$ of the contract curve is point $W^{\prime}$ on the production-possibility curve.
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Formal derivation of the production-possibility curve
The slope of isoquant $A$ is

$$
-\frac{\partial K}{\partial L}=\frac{M P_{L, x}}{M P_{K, x}}=M R T S_{L, K}^{x}
$$

where $M R T S_{L . K}^{x}=$ marginal rate of technical substitution of the factors $K$ and $L$ in the production of commodity $x$.

Similarly, the slope of isoquant $B$ is

$$
-\frac{\partial K}{\partial L}=\frac{M P_{L, y}}{M P_{K, y}}=M R T S_{L, K}^{y}
$$

where $M R T S_{L, K}^{y}=$ marginal rate of technical substitution of the factors $K$ and $L$ in the production of commodity $y$.
At the points of tangency of isoquants on the contract curve the two slopes are equal

$$
-\frac{\partial K}{\partial L}=\frac{M P_{L, x}}{M P_{K, x}}=\frac{M P_{L, y}}{M P_{K, y}}
$$

The slope of the contract curve, say from $V$ to $W$, can be represented also by the slope of the production-possibility curve $P P$, from $V^{\prime}$ to $W^{\prime}$ (in discrete terms).

The slope of the production-possibility curve is

$$
-\frac{\partial y}{\partial x}=M R P T_{x, y}
$$

where $M R P T_{x, y}=$ marginal rate of product transformation. A reduction in the level of $y$ releases factors of production

$$
\partial L_{y}\left(M P_{L, y}\right)+\partial K_{y}\left(M P_{K, y}\right)
$$

An increase in the level of $x$ requires additional factors

$$
\partial L_{x}\left(M P_{L, x}\right)+\partial K_{x}\left(M P_{K, x}\right)
$$

If the factors are to be fully employed, then the quantities released from the decrease in $y$ must be equal to the quantities used in increasing $x$. Thus

$$
\begin{aligned}
-\partial L_{y} & =+\partial L_{x} \\
-\partial K_{y} & =+\partial K_{x}
\end{aligned}
$$

Now the total differential of the production-possibility curve, its slope, is

$$
\begin{equation*}
-\frac{\partial y}{\partial x}=\frac{\partial L_{y}\left(M P_{L, y}\right)+\partial K_{y}\left(M P_{K, y}\right)}{\partial L_{x}\left(M P_{L, x}\right)+\partial K_{x}\left(M P_{K, x}\right)} \tag{3.10}
\end{equation*}
$$

For efficient production the firm must stay on the curve, not inside it. This implies that

$$
\left[\begin{array}{c}
\text { Slope of }  \tag{3.11}\\
\text { isoquant } A
\end{array}\right]=\frac{M P_{L, x}}{M P_{K, x}}=\frac{M P_{L, y}}{M P_{K, y}}=\left[\begin{array}{c}
\text { Slope of } \\
\text { isoquant } B
\end{array}\right]
$$

This yields

$$
\begin{equation*}
M P_{L, x}=M P_{K, x}\left(\frac{M P_{L, y}}{M P_{K, y}}\right) \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
M P_{L, y}=M P_{K, y}\left(\frac{M P_{L, x}}{M P_{K, x}}\right) \tag{3.13}
\end{equation*}
$$

Dividing the total differential by $\partial L_{y}\left(=-\partial L_{x}\right)$ we find

$$
\begin{equation*}
-\frac{\partial y}{\partial x}=\frac{M P_{L, y}+M P_{K, y}\left(\frac{\partial K_{y}}{\partial L_{y}}\right)}{-M P_{L, x}-M P_{K, x}\left(\frac{\partial K_{x}}{\partial L_{y}}\right)} \tag{3.14}
\end{equation*}
$$

Substituting expressions 3.12 and 3.13 in expression 3.14 we obtain

$$
-\frac{\partial y}{\partial x}=\frac{M P_{K, y}\left(\frac{M P_{L, x}}{M P_{K, x}}+\frac{\partial K_{y}}{\partial L_{y}}\right)}{-M P_{K, x}\left(\frac{M P_{L, y}}{M P_{K, y}}+\frac{\partial K_{x}}{\partial L_{y}}\right)}
$$

The first terms in the brackets are equal by expression (3.11). The second terms in the brackets are also equal by the condition that $\partial K_{y}=\partial K_{x}$.
Consequently the bracketed terms cancel out and we have

$$
\text { [slope of production-possibility curve] }=-\frac{\partial y}{\partial x}=\frac{M P_{K, y}}{M P_{K, x}}
$$

Similarly, we may derive

$$
-\frac{\partial y}{\partial x}=\frac{M P_{L, y}}{M P_{L, x}}
$$

Thus the slope of the production-possibility curve (or product-transformation curve) is

$$
-\frac{\partial y}{\partial x}=\frac{M P_{L, y}}{M P_{L, x}}=\frac{M P_{K, y}}{M P_{K, x}}
$$

The optimal combination of the output pair is the one which yields the highest revenue, given the production-possibility curve, that is, given the total quantities of factors which define this curve. To find the equilibrium of the firm we need an additional tool, the isorevenue curve.

## B. THE ISOREVENUE CURVE OF THE MULTIPRODUCT FIRM

An isorevenue curve is the locus of points of various combinations of quantities of $y$ and $x$ whose sale yields the same revenue to the firm (figure 3.47). The slope of the isorevenue curve is equal to the ratio of the prices of the commodities:

$$
\left[\begin{array}{l}
\text { slope of } \\
\text { isorevenue }
\end{array}\right]=\frac{0 A}{0 B}=\frac{P_{x}}{P_{y}}
$$
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Proof Assume that we want an isorevenue depicting $\bar{R}$ total revenue.
(a) If we sell only $y$ the total revenue is $(0 A) . P y=\bar{R}$, that is, the quantity of $y$ which yields $\bar{R}$ is $(0 A)=\bar{R} / P y$.
(b) Similarly the quantity of $x$ that yields $\bar{R}$ is $0 B=\bar{R} / P x$.

Dividing $0 A$ by $0 B$ we obtain

$$
\left[\begin{array}{l}
\text { Slope of } \\
\text { isorevenue }
\end{array}\right]=\frac{0 A}{0 B}=\frac{\frac{\bar{R}}{P y}}{\frac{\overline{\bar{R}}}{P x}}=\frac{P x}{P y}
$$

Formally the $\bar{R}$ isorevenue curve may be obtained from the equation

$$
\bar{R}=P_{x} \cdot(x)+P_{y} \cdot(y)
$$

Solving for $y$ we obtain

$$
y=\frac{\bar{R}}{P_{y}}-\frac{P_{x}}{P_{y}} \cdot(x)
$$

Given the prices of the two commodities and any value for $\bar{R}$, we may compute the points of the $\bar{R}$ line by assigning successive values to $x(x=0,1,2, \ldots)$. For example:

| if | $x=0$, | $y=\frac{\bar{R}}{P_{y}}=0 A$ |
| :--- | :---: | :---: |
| if | $x=1$, | $y=\frac{\bar{R}}{P_{y}}-\frac{P_{x}}{P_{y}}$ |
| if | $x=2$, | $y=\frac{\bar{R}}{P_{y}}-2 \frac{P_{x}}{P_{y}}$ |
| $\vdots$ | $\vdots$ | $\vdots$ |
| if | $x=0 B=\frac{\bar{R}}{P_{x}}$, | $y=\frac{\bar{R}}{P_{y}}-\frac{P_{x}}{P_{y}} \frac{\bar{R}}{P_{x}}=0$ |

We may in the same way define the whole set of isorevenue curves by assigning to $\bar{R}$ various values. The further away from the origin an isorevenue curve is, the larger the revenue of the firm will be.
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## C. EQUILIBRIUM OF THE MULTIPRODUCT FIRM

The firm wants to maximise its profit given (i) the constraint set by the factors of production, (ii) the transformation curve, and (iii) the prices of the commodities ( $P_{x}, P_{y}$ ) and of the factors of production ( $w, r$ ).

Assuming that the quantity of the factors and their prices are given, then maximisation of $\Pi$ is achieved by maximising the revenue, $R$.

Graphically the equilibrium of the firm is defined by the point of tangency of the given product-transformation curve and the highest isorevenue curve (figure 3.48). At the point of tangency the slopes of the isorevenue and the product-transformation curves are equal. Thus the condition for equilibrium is that these slopes be equal:

$$
-\frac{d y}{d x}=\frac{M P_{L, y}}{M P_{L, x}}=\frac{M P_{K, y}}{M P_{K, x}}=\frac{P_{x}}{P_{y}}
$$

## 4. Theory of Costs

## I. GENERAL NOTES

Cost functions are derived functions. They are derived from the production function, which describes the available efficient methods of production at any one time.

Economic theory distinguishes between short-run costs and long-run costs. Short-run costs are the costs over a period during which some factors of production (usually capital equipment and management) are fixed. The long-run costs are the costs over a period long enough to permit the change of all factors of production. In the long run all factors become variable.

Both in the short run and in the long run, total cost is a multivariable function, that is, total cost is determined by many factors. Symbolically we may write the long-run cost function as

$$
C=f\left(X, T, P_{f}\right)
$$

and the short-run cost function as

$$
C=f\left(X, T, P_{f}, \bar{K}\right)
$$

where $C=$ total cost
$X=$ output
$T=$ technology
$P_{f}=$ prices of factors
$\bar{K}=$ fixed factor(s)
Graphically, costs are shown on two-dimensional diagrams. Such curves imply that cost is a function of output, $C=f(X)$, ceteris paribus. The clause ceteris paribus implies that all other factors which determine costs are constant. If these factors do change, their effect on costs is shown graphically by a shift of the cost curve. This is the reason why determinants of cost, other than output, are called shift factors. Mathematically there is no difference between the various determinants of costs. The distinction between movements along the cost curve (when output changes) and shifts of the curve (when the other determinants change) is convenient only pedagogically, because it allows the use of two-dimensional diagrams. But it can be misleading when studying the determinants of costs. It is important to remember that if the cost curve shifts, this does not imply that the cost function is indeterminate.

The factor 'technology' is itself a multidimensional factor, determined by the physical quantities of factor inputs, the quality of the factor inputs, the efficiency of the entrepreneur, both in organising the physical side of the production (technical efficiency of the entrepreneur), and in making the correct economic choice of techniques (economic
efficiency of the entrepreneur). Thus, any change in these determinants (e.g., the introduction of a better method of organisation of production, the application of an educational programme to the existing labour) will shift the production function, and hence will result in a shift of the cost curve. Similarly the improvement of raw materials, or the improvement in the use of the same raw materials will lead to a shift downwards of the cost function.

The short-run costs are the costs at which the firm operates in any one period. The long-run costs are planning costs or ex ante costs, in that they present the optimal possibilities for expansion of the output and thus help the entrepreneur plan his future activities. Before an investment is decided the entrepreneur is in a long-run situation, in the sense that he can choose any one of a wide range of alternative investments, defined by the state of technology. After the investment decision is taken and funds are tied up in fixed-capital equipment, the entrepreneur operates under short-run conditions: he is on a short-run cost curve.

A distinction is necessary between internal (to the firm) economies of scale and external economies. The internal economies are built into the shape of the long-run cost curve, because they accrue to the firm from its own action as it expands the level of its output. (See section II below.) The external economies arise outside the firm, from improvement (or deterioration) of the environment in which the firm operates. Such economies external to the firm may be realised from actions of other firms in the same or in another industry. The important characteristic of such economies is that they are independent of the actions of the firm, they are external to it. Their effect is a change in the prices of the factors employed by the firm (or in a reduction in the amount of inputs per unit of output), and thus cause a shift of the cost curves, both the short-run and the long-run.

In summary, while the internal economies of scale relate only to the long-run and are built into the shape of the long-run cost curve, the external economies affect the position of the cost curves: both the short-run and the long-run cost curves will shift if external economies affect the prices of the factors and/or the production function.

Any point on a cost curve shows the minimum cost at which a certain level of output may be produced. This is the optimality implied by the points of a cost curve. Usually the above optimality is associated with the long-run cost curve. However, a similar concept may be applied to the short-run, given the plant of the firm in any one period.

In the section II of this chapter we examine the traditional theory of $U$-shaped costs. In section III we examine some recent developments in the theory of costs which reject the strict $U$ shape of the short-run cost curves on the grounds that its assumptions are not realistic, and question the 'envelope' long-run cost curve on the grounds that diseconomies are not a necessary consequence of large-scale operations. ${ }^{1}$ In section V we examine the main types and sources of economies of scale. In section VI we summarise the available empirical evidence on the shape of the long-run and the short-run cost curves. Finally, in section VII we discuss briefly the relevance of the shape of cost curves in decision-making.

## II. THE TRADITIONAL THEORY OF COST

Traditional theory distinguishes between the short run and the long run. The short run is the period during which some factor(s) is fixed; usually capital equipment and entrepreneurship are considered as fixed in the short run. The long run is the period over which all factors become variable.
${ }^{1}$ In section IV we discuss the engineering cost curves.

## A. SHORT-RUN COSTS OF THE TRADITIONAL THEORY

In the traditional theory of the firm total costs are split into two groups: total fixed costs and total variable costs:

$$
T C=T F C+T V C
$$

The fixed costs include:
(a) salaries of administrative staff
(b) depreciation (wear and tear) of machinery
(c) expenses for building depreciation and repairs
(d) expenses for land maintenance and depreciation (if any).

Another element that may be treated in the same way as fixed costs is the normal profit, which is a lump sum including a percentage return on fixed capital and allowance for risk.

The variable costs include:
(a) the raw materials
(b) the cost of direct labour
(c) the running expenses of fixed capital, such as fuel, ordinary repairs and routine maintenance.
The total fixed cost is graphically denoted by a straight line parallel to the output axis (figure 4.1). The total variable cost in the traditional theory of the firm has broadly an inverse-S shape (figure 4.2) which reflects the law of variable proportions. According to this law, at the initial stages of production with a given plant, as more of the variable factor(s) is employed, its productivity increases and the average variable cost falls.
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This continues until the optimal combination of the fixed and variable factors is reached. Beyond this point as increased quantities of the variable factor(s) are combined with the fixed factor(s) the productivity of the variable factor(s) declines (and the AVC rises). By adding the TFC and TVC we obtain the TC of the firm (figure 4.3). From the total-cost curves we obtain average-cost curves. The average fixed cost is found by dividing TFC by the level of output:

$$
A F C=\frac{T F C}{X}
$$

Graphically the $A F C$ is a rectangular hyperbola, showing at all its points the same magnitude, that is, the level of TFC (figure 4.4). The average variable cost is similarly obtained by dividing the TVC with the corresponding level of output:

$$
A V C=\frac{T V C}{X}
$$
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Graphically the $A V C$ at each level of output is derived from the slope of a line drawn from the origin to the point on the TVC curve corresponding to the particular level of output. For example, in figure 4.5 the $A V C$ at $X_{1}$ is the slope of the ray $0 a$, the $A V C$ at $X_{2}$ is the slope of the ray $0 b$, and so on. It is clear from figure 4.5 that the slope of a ray through the origin declines continuously until the ray becomes tangent to the TVC curve at $c$. To the right of this point the slope of rays through the origin starts increasing. Thus the SAVC curve falls initially as the productivity of the variable factor(s) increases, reaches a minimum when the plant is operated optimally (with the optimal combination of fixed and variable factors), and rises beyond that point (figure 4.6).
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The $A T C$ is obtained by dividing the $T C$ by the corresponding level of output:

$$
A T C=\frac{T C}{X}=\frac{T F C+T V C}{X}=A F C+A V C
$$

Graphically the $A T C$ curve is derived in the same way as the SAVC. The ATC at any level of output is the slope of the straight line from the origin to the point on the TC curve corresponding to that particular level of output (figure 4.7). The shape of the ATC is similar to that of the AVC (both being U-shaped). Initially the ATC declines, it reaches a minimum at the level of optimal operation of the plant ( $X_{M}$ ) and subsequently rises again (figure 4.8). The $U$ shape of both the $A V C$ and the $A T C$ reflects the law of variable proportions or law of eventually decreasing returns to the variable factor(s) of production (see Chapter 3). The marginal cost is defined as the change in TC which results from a unit change in output. Mathematically the marginal cost is the first derivative of the $T C$ function. Denoting total cost by $C$ and output by $X$ we have

$$
M C=\frac{\partial C}{\partial X}
$$
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Graphically the $M C$ is the slope of the $T C$ curve (which of course is the same at any point as the slope of the $T V C$ ). The slope of a curve at any one of its points is the slope of the tangent at that point. With an inverse-S shape of the TC (and TVC) the MC curve will be $U$-shaped. In figure 4.9 we observe that the slope of the tangent to the total-cost curve declines gradually, until it becomes parallel to the X -axis (with its slope being equal to zero at this point), and then starts rising. Accordingly we picture the $M C$ curve in figure 4.10 as $U$-shaped.
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In summary: the traditional theory of costs postulates that in the short run the cost curves ( $A V C, A T C$ and $M C$ ) are U-shaped, reflecting the law of variable proportions. In the short run with a fixed plant there is a phase of increasing productivity (falling unit costs) and a phase of decreasing productivity (increasing unit costs) of the variable factor(s). Between these two phases of plant operation there is a single point at which unit costs are at a minimum. When this point on the SATC is reached the plant is utilised optimally, that is, with the optimal combination (proportions) of fixed and variable factors.

## The relationship between $A T C$ and $A V C$

The $A V C$ is a part of the $A T C$, given $A T C=A F C+A V C$. Both $A V C$ and $A T C$ are U-shaped, reflecting the law of variable proportions. However, the minimum point of the $A T C$ occurs to the right of the minimum point of the $A V C$ (figure 4.11). This is
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due to the fact that $A T C$ includes $A F C$, and the latter falls continuously with increases in output. After the $A V C$ has reached its lowest point and starts rising, its rise is over a certain range offset by the fall in the $A F C$, so that the $A T C$ continues to fall (over that range) despite the increase in $A V C$. However, the rise in $A V C$ eventually becomes greater than the fall in the $A F C$ so that the $A T C$ starts increasing. The $A V C$ approaches the $A T C$ asymptotically as $X$ increases.

In figure 4.11 the minimum $A V C$ is reached at $X_{1}$ while the $A T C$ is at its minimum at $X_{2}$. Between $X_{1}$ and $X_{2}$ the fall in $A F C$ more than offsets the rise in $A V C$ so that the $A T C$ continues to fall. Beyond $X_{2}$ the increase in $A V C$ is not offset by the fall in $A F C$, so that $A T C$ rises.

The relationship between $M C$ and $A T C$
The $M C$ cuts the $A T C$ and the $A V C$ at their lowest points. We will establish this relation only for the $A T C$ and $M C$, but the relation between $M C$ and $A V C$ can be established on the same lines of reasoning.

We said that the MC is the change in the $T C$ for producing an extra unit of output. Assume that we start from a level of $n$ units of output. If we increase the output by one unit the $M C$ is the change in total cost resulting from the production of the $(n+1)^{\text {th }}$ unit.

The $A C$ at each level of output is found by dividing $T C$ by $X$. Thus the $A C$ at the level of $X_{n}$ is

$$
A C_{n}=\frac{T C_{n}}{X_{n}}
$$

and the $A C$ at the level $X_{n+1}$ is

$$
A C_{n+1}=\frac{T C_{n+1}}{X_{n+1}}
$$

Clearly

$$
T C_{n+1}=T C_{n}+M C
$$

Thus:
(a) If the $M C$ of the $(n+1)^{\text {th }}$ unit is less than $A C_{n}$ (the $A C$ of the previous $n$ units) the $A C_{n+1}$ will be smaller than the $A C_{n}$.
(b) If the $M C$ of the $(n+1)^{\text {th }}$ unit is higher than $A C_{n}$ (the $A C$ of the previous $n$ units) the $A C_{n+1}$ will be higher than the $A C_{n}$.

So long as the $M C$ lies below the $A C$ curve, it pulls the latter downwards; when the $M C$ rises above the $A C$, it pulls the latter upwards. In figure 4.11 to the left of $a$ the $M C$ lies below the $A C$ curve, and hence the latter falls downwards. To the right of $a$ the $M C$ curve lie above the $A C$ curve, so that $A C$ rises. It follows that at point $a$, where the intersection of the MC and $A C$ occurs, the $A C$ has reached its minimum level. ${ }^{1}$

## B. LONG-RUN COSTS OF THE TRADITIONAL THEORY: THE 'ENVELOPE' CURVE

In the long run all factors are assumed to become variable. We said that the long-run cost curve is a planning curve, in the sense that it is a guide to the entrepreneur in his decision to plan the future expansion of his output.

The long-run average-cost curve is derived from short-run cost curves. Each point on the $L A C$ corresponds to a point on a short-run cost curve, which is tangent to the $L A C$ at that point. Let us examine in detail how the $L A C$ is derived from the $S R C$ curves.

Assume, as a first approximation, that the available technology to the firm at a particular point of time includes three methods of production, each with a different plant size: a small plant, medium plant and large plant. The small plant operates with costs denoted by the curve $S A C_{1}$, the medium-size plant operates with the costs on $S A C_{2}$ and the large-size plant gives rise to the costs shown on $S A C_{3}$ (figure 4.12). If the firm plans to produce output $X_{1}$ it will choose the small plant. If it plans to produce $X_{2}$ it will choose the medium plant. If it wishes to produce $X_{3}$ it will choose the largesize plant. If the firm starts with the small plant and its demand gradually increases, it will produce at lower costs (up to level $X_{1}^{\prime}$ ). Beyond that point costs start increasing. If its demand reaches the level $X_{1}^{\prime \prime}$ the firm can either continue to produce with the small plant or it can install the medium-size plant. The decision at this point depends not on costs but on the firm's expectations about its future demand. If the firm expects that the demand will expand further than $X_{1}^{\prime \prime}$ it will install the medium plant, because
${ }^{1}$ The relationship between the $M C$ and $A C$ curves becomes clearer with the use of simple calculus. Given $C=z X$, where $z=A C$. Clearly $z=f(X)$. The $M C$ is

$$
\frac{\partial C}{\partial X}=\frac{\partial(z X)}{\partial X}
$$

Applying the rule of differentiation of 'a function of a function' (which states that if $y=u v$, where $u=f_{1}(x)$ and $v=f_{2}(x)$, then $\left.d y / d x=d y / d u \cdot d u / d x\right)$, we obtain

$$
M C=\frac{\partial C}{\partial X}=z \frac{\partial X}{\partial X}+X \frac{\partial z}{\partial X}
$$

or

$$
M C=A C+(X)(\text { slope of } A C)
$$

Given that $A C>0$ and $X>0$, the following results emerge:
(a) if (slope of $A C$ ) $<0$, then $M C<A C$
(b) if (slope of $A C$ ) $>0$, then $M C>A C$
(c) if (slope of $A C$ ) $=0$, then $M C=A C$

The slope of the $A C$ becomes zero at the minimum point of this curve (given that on theoretical grounds the $A C$ curve is $U$-shaped). Hence $M C=A C$ at the minimum point of the averagecost curve.
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with this plant outputs larger than $X_{1}^{\prime \prime}$ are produced with a lower cost. Similar considerations hold for the decision of the firm when it reaches the level $X_{2}^{\prime \prime}$. If it expects its demand to stay constant at this level, the firm will not install the large plant, given that it involves a larger investment which is profitable only if demand expands beyond $X_{2}^{\prime \prime}$. For example, the level of output $X_{3}$ is produced at a cost $c_{3}$ with the large plant, while it costs $c_{2}^{\prime}$ if produced with the medium-size plant ( $c_{2}^{\prime}>c_{3}$ ).

Now if we relax the assumption of the existence of only three plants and assume that the available technology includes many plant sizes, each suitable for a certain level of output, the points of intersection of consecutive plants (which are the crucial points for the decision of whether to switch to a larger plant) are more numerous. In the limit, if we assume that there is a very large number (infinite number) of plants, we obtain a continuous curve, which is the planning $L A C$ curve of the firm. Each point of this curve shows the minimum (optimal) cost for producing the corresponding level of output. The $L A C$ curve is the locus of points denoting the least cost of producing the corresponding output. It is a planning curve because on the basis of this curve the firm decides what plant to set up in order to produce optimally (at minimum cost) the expected level of output. The firm chooses the short-run plant which allows it to produce the anticipated (in the long run) output at the least possible cost. In the traditional theory of the firm the LAC curve is U-shaped and it is often called the 'envelope curve' because it 'envelopes' the $S R C$ curves (figure 4.13).

Let us examine the $U$ shape of the LAC. This shape reflects the laws of returns to scale (see Chapter 3). According to these laws the unit costs of production decrease as plant
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size increases, due to the economies of scale which the larger plant sizes make possible. The nature of economies of scale is discussed in section V below. The traditional theory of the firm assumes that economies of scale exist only up to a certain size of plant, which is known as the optimum plant size, because with this plant size all possible economies of scale are fully exploited. If the plant increases further than this optimum size there are diseconomies of scale, arising from managerial inefficiencies. It is argued that management becomes highly complex, managers are overworked and the decisionmaking process becomes less efficient. The turning-up of the LAC curve is due to managerial diseconomies of scale, since the technical diseconomies can be avoided by duplicating the optimum technical plant size (see section V).

A serious implicit assumption of the traditional U-shaped cost curves is that each plant size is designed to produce optimally a single level of output (e.g. 1000 units of $X$ ). Any departure from that $X$, no matter how small (e.g. an increase by 1 unit of $X$ ) leads to increased costs. The plant is completely inflexible. There is no reserve capacity, not even to meet seasonal variations in demand. As a consequence of this assumption the $L A C$ curve 'envelopes' the $S R A C$. Each point of the LAC is a point of tangency with the corresponding $S R A C$ curve. The point of tangency occurs to the falling part of the $S R A C$ curves for points lying to the left of the minimum point of the $L A C$ : since the slope of the $L A C$ is negative up to $M$ (figure 4.13) the slope of the $S R A C$ curves must also be negative, since at the point of their tangency the two curves have the same slope. The point of tangency for outputs larger than $X_{M}$ occurs to the rising part of the SRAC curves: since the $L A C$ rises, the $S A C$ must rise at the point of their tangency with the $L A C$. Only at the minimum point $M$ of the $L A C$ is the corresponding $S A C$ also at a minimum. Thus at the falling part of the $L A C$ the plants are not worked to full capacity; to the rising part of the $L A C$ the plants are overworked; only at the minimum point $M$ is the (short-run) plant optimally employed.

We stress once more the optimality implied by the $L A C$ planning curve: each point represents the least unit-cost for producing the corresponding level of output. Any point above the $L A C$ is inefficient in that it shows a higher cost for producing the corresponding level of output. Any point below the LAC is economically desirable because it implies a lower unit-cost, but it is not attainable in the current state of technology and with the prevailing market prices of factors of production. (Recall that each cost curve is drawn under a ceteris paribus clause, which implies given state of technology and given factor prices.)

The long-run marginal cost is derived from the SRMC curves, but does not 'envelope' them. The LRMC is formed from points of intersection of the SRMC curves with vertical lines (to the $X$-axis) drawn from the points of tangency of the corresponding $S A C$ curves and the $L R A$ cost curve (figure 4.14). The $L M C$ must be equal to the $S M C$ for the output at which the corresponding SAC is tangent to the LAC. For levels of $X$ to the left of tangency $a$ the $S A C>L A C$. At the point of tangency $S A C=L A C$. As we move from point $a^{\prime}$ to $a$, we actually move from a position of inequality of $\operatorname{SRAC}$ and LRAC to a position of equality. Hence the change in total cost (i.e. the MC) must be smaller for the short-run curve than for the long-run curve. Thus $L M C>S M C$ to the left of $a$. For an increase in output beyond $X_{1}$ (e.g. $X_{1}^{\prime \prime}$ ) the $S A C>L A C$. That is, we move from the position $a$ of equality of the two costs to the position $b$ where SAC is greater than $L A C$. Hence the addition to total cost $(=M C)$ must be larger for the short-run curve than for the long-run curve. Thus $L M C<S M C$ to the right of $a$.

Since to the left of $a, L M C>S M C$, and to the right of $a, L M C<S M C$, it follows that at $a, L M C=S M C$. If we draw a vertical line from $a$ to the $X$-axis the point at which it intersects the $S M C$ (point $A$ for $S A C_{1}$ ) is a point of the $L M C$.

If we repeat this procedure for all points of tangency of $S R A C$ and $L A C$ curves to the left of the minimum point of the $L A C$, we obtain points of the section of the $L M C$
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which lies below the $L A C$. At the minimum point $M$ the $L M C$ intersects the $L A C$. To the right of $M$ the $L M C$ lies above the $L A C$ curve. At point $M$ we have

$$
S A C_{M}=S M C_{M}=L A C=L M C
$$

There are various mathematical forms which give rise to $U$-shaped unit cost curves. The simplest total cost function which would incorporate the law of variable proportions is the cubic polynomial

$$
\begin{aligned}
C & =\underbrace{b_{0}}_{T V C}+\underbrace{b_{1} X-b_{2} X^{2}+b_{3} X^{3}}_{T V C} \\
T C & =T F C+r^{3}
\end{aligned}
$$

The $A V C$ is

$$
A V C=\frac{T V C}{X}=b_{1}-b_{2} X+b_{3} X^{2}
$$

The $M C$ is

$$
M C=\frac{\partial C}{\partial X}=b_{1}-2 b_{2} X+3 b_{3} X^{2}
$$

The $A T C$ is

$$
\frac{C}{X}=\frac{b_{0}}{X}+b_{1}-b_{2} X+b_{3} X^{2}
$$

The $T C$ curve is roughly S-shaped (figure 4.3), while the $A T C$, the $A V C$ and the $M C$ are all $U$-shaped; the $M C$ curve intersects the other two curves at their minimum points (figure 4.11).

## III. MODERN THEORY OF COSTS

The U-shaped cost curves of the traditional theory have been questioned by various writers both on theoretical a priori and on empirical grounds. As early as 1939 George Stigler ${ }^{1}$ suggested that the short-run average variable cost has a flat stretch over a range of output which reflects the fact that firms build plants with some flexibility in their
${ }^{1}$ G. Stigler, 'Production and Distribution in the Short Run', Journal of Political Economy (1939). Reprinted in Readings in the Theory of Income Distribution (American Economic Association) (Blakiston, 1946).
productive capacity. The reasons for this reserve capacity have been discussed in detail by various economists. ${ }^{1}$

The shape of the long-run cost curve has attracted greater attention in economic literature, due probably to the serious policy implications of the economies of largescale production (see section VII below). Several reasons have been put forward to explain why the long-run cost curve is $L$-shaped rather than $U$-shaped. ${ }^{2}$ It has been argued that managerial diseconomies can be avoided by the improved methods of modern management science, and even when they appear (at very large scales of output) they are insignificant relative to the technical (production) economies of large plants, so that the total costs per unit of output fall, at least over the scales which have been operated in the real industrial world.

There is growing empirical evidence in support of the above shapes of costs (see section VI below). In view of this accumulating evidence it is surprising to see that several economists are still sceptical, ${ }^{3}$ and that even the most recently published microeconomic textbooks ${ }^{4}$ are still based on predominantly $U$-shaped cost curves. ${ }^{5}$

Like the traditional theory, modern microeconomics distinguishes between shortrun and long-run costs.

## A. SHORT-RUN COSTS IN THE MODERN MICROECONOMIC THEORY

As in the traditional theory, short-run costs are distinguished into average variable costs $(A V C)$ and average fixed costs $(A F C)$.

## The average fixed cost

This is the cost of indirect factors, that is, the cost of the physical and personal organisation of the firm. The fixed costs include the costs for:
(a) the salaries and other expenses of administrative staff
(b) the salaries of staff involved directly in the production, but paid on a fixed-term basis
(c) the wear and tear of machinery (standard depreciation allowances)
(d) the expenses for maintenance of buildings
(e) the expenses for the maintenance of land on which the plant is installed and operates.
The 'planning' of the plant (or the firm) consists in deciding the 'size' of these fixed, indirect factors, which determine the size of the plant, because they set limits to its
${ }^{1}$ See, for example, P. W. S. Andrews, Manufacturing Business (Macmillan, 1949). Also R. Harrod, Economic Essays (Macmillan, 1952); P. J. D. Wiles, Price Cost and Output (Blackwell, 1961).
${ }^{2}$ Sargent Florence, The Logic of British and American Industry (Routledge \& Kegan Paul, 1953). See also P. W. S. Andrews, Manufacturing Business (Macmillan, 1949) and P. J. D. Wiles, Price, Cost and Output (Blackwell, 1961).
${ }^{3}$ C. A. Smith, 'Survey of Empirical Evidence on Economies of Scale', reprinted in G. C. Archibald (ed.), Readings in the Theory of the Firm (Penguin, 1971).
M. Friedman, 'Comment', Universities National Bureau Committee for Economics Research, Business Concentration and Price Policy (Princeton University Press, 1955); reprinted in G. C. Archibald (ed.), Readings in the Theory of the Firm (Penguin, 1971).
A. Silberston, 'Economies of Scale in Theory and Practice', Economic Journal (1972); reprinted in Readings in Applied Microeconomics, L. Wagner and N. Valtazzis (eds.) (Oxford University Press, 1973).
${ }^{4}$ A notable exception is K. Lancaster's textbook Introduction to Modern Microeconomics (Rand-McNally, 1969).
${ }^{5}$ See C. J. Hawkins, Theory of the Firm (Macmillan, 1973).
production. (Direct factors such as labour and raw materials are assumed not to set limits on size; the firm can acquire them easily from the market without any time lag.) The businessman will start his planning with a figure for the level of output which he anticipates selling, and he will choose the size of plant which will allow him to produce this level of output more efficiently and with the maximum flexibility. The plant will have a capacity larger than the 'expected average' level of sales, because the businessman wants to have some reserve capacity for various reasons: ${ }^{1}$

The businessman will want to be able to meet seasonal and cyclical fluctuations in his demand. Such fluctuations, cannot always be met efficiently by a stock-inventory policy. Reserve capacity will allow the entrepreneur to work with more shifts and with lower costs than a stock-piling policy.

Reserve capacity will give the businessman greater flexibility for repairs of brokendown machinery without disrupting the smooth flow of the production process.

The entrepreneur will want to have more freedom to increase his output if demand increases. All businessmen hope for growth. In view of anticipated increases in demand the entrepreneur builds some reserve capacity, because he would not like to let all new demand go to his rivals, as this may endanger his future hold on the market. It also gives him some flexibility for minor alterations of his product, in view of changing tastes of customers.

Technology usually makes it necessary to build into the plant some reserve capacity. Some basic types of machinery (e.g. a turbine) may not be technically fully employed when combined with other small types of machines in certain numbers, more of which may not be required, given the specific size of the chosen plant. Also such basic machinery may be difficult to install due to time-lags in the acquisition. The entrepreneurs will thus buy from the beginning such a 'basic' machine which allows the highest flexibility, in view of future growth in demand, even though this is a more expensive alternative now. Furthermore some machinery may be so specialised as to be available only to order, which takes time. In this case such machinery will be bought in excess of the minimum required at present numbers, as a reserve.

Some reserve capacity will always be allowed in the land and buildings, since expansion of operations may be seriously limited if new land or new buildings have to be acquired.

Finally, there will be some reserve capacity on the 'organisational and administrative' level. The administrative staff will be hired at such numbers as to allow some increase in the operations of the firm.
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${ }^{1}$ See P. W. S. Andrews, Manufacturing Business (Macmillan, 1949).

In summary, the businessman will not necessarily choose the plant which will give him today the lowest cost, but rather that equipment which will allow him the greatest possible flexibility, for minor alterations of his product or his technique.

Under these conditions the $A F C$ curve will be as in figure 4.15. The firm has some 'largest-capacity' units of machinery which set an absolute limit to the short-run expansion of output (boundary $B$ in figure 4.15). ${ }^{1}$ The firm has also small-unit machinery, which sets a limit to expansion (boundary $A$ in figure 4.15). This, however, is not an absolute boundary, because the firm can increase its output in the short run (until the absolute limit $B$ is encountered), either by paying overtime to direct labour for working longer hours (in this case the $A F C$ is shown by the dotted line in figure 4.15), or by buying some additional small-unit types of machinery (in this case the AFC curve shifts upwards, and starts falling again, as shown by the line $a b$ in figure 4.15).

## The average variable cost

As in the traditional theory, the average variable cost of modern microeconomics includes the cost of:
(a) direct labour which varies with output
(b) raw materials
(c) running expenses of machinery.

The SAVC in modern theory has a saucer-type shape, that is, it is broadly $U$-shaped but has a flat stretch over a range of output (figure 4.16). The flat stretch corresponds to the built-in-the-plant reserve capacity. Over this stretch the SAVC is equal to the $M C$, both being constant per unit of output. To the left of the flat stretch, $M C$ lies below the SAVC, while to the right of the flat stretch the MC rises above the SAVC. The falling part of the $S A V C$ shows the reduction in costs due to the better utilisation of the fixed factor and the consequent increase in skills and productivity of the variable factor (labour). With better skills the wastes in raw materials are also being reduced and a better utilisation of the whole plant is reached.
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The increasing part of the $S A V C$ reflects reduction in labour productivity due to the longer hours of work, the increase in cost of labour due to overtime payment (which is higher than the current wage), the wastes in materials and the more frequent breakdown of machinery as the firm operates with overtime or with more shifts.

The innovation of modern microeconomics in this field is the theoretical establishment of a short-run SAVC curve with a flat stretch over a certain range of output. The

[^23]reserve capacity makes it possible to have constant SAVC within a certain range of output (figure 4.18). It should be clear that this reserve capacity is planned in order to give the maximum flexibility in the operation of the firm. It is completely different from the excess capacity which arises with the $U$-shaped costs of the traditional theory of the firm. The traditional theory assumes that each plant is designed without any flexibility; it is designed to produce optimally only a single level of output ( $X_{M}$ in figure 4.17). If the firm produces an output $X$ smaller than $X_{M}$ there is excess (unplanned) capacity, equal to the difference $X_{M}-X$. This excess capacity is obviously undesirable because it leads to higher unit costs.
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In the modern theory of costs the range of output $X_{1} X_{2}$ in figure 4.18 reflects the planned reserve capacity which does not lead to increases in costs. The firm anticipates using its plant sometimes closer to $X_{1}$ and at others closer to $X_{2}$. On the average the entrepreneur expects to operate his plant within the $X_{1} X_{2}$ range. Usually firms consider that the 'normal' level of utilisation of their plant is somewhere between two-thirds and three-quarters of their capacity, that is, at a point closer to $X_{2}$ than to $X_{1}$. The level of utilisation of the plant which firms consider as 'normal' is called 'the load factor' of the plant (see p. 121).

## The average total cost

The average total cost is obtained by adding the average fixed (inclusive of the normal profit) and the average variable costs at each level of output. The $A T C$ is shown in
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figure 4.19. The $A T C$ curve falls continuously up to the level of output $\left(X_{2}\right)$ at which the reserve capacity is exhausted. Beyond that level $A T C$ will start rising. The $M C$ will intersect the average total-cost curve at its minimum point (which occurs to the right of the level of output $X_{A}$, at which the flat stretch of the $A V C$ ends).

The composition of the short-run total costs may be schematically presented as follows:


Mathematically the cost-output relation may be written in the form

$$
\begin{gathered}
C=\underbrace{b_{0}}+\underbrace{b_{1} X} \\
T C=T F C+T V C
\end{gathered}
$$

The $T C$ is a straight line with a positive slope over the range of reserve capacity (figure 4.20).

The $A F C$ is a rectangular hyperbola

$$
A F C=\frac{b_{0}}{X}
$$

The $A V C$ is a straight line parallel to the output axis

$$
A V C=\frac{\left(b_{1} X\right)}{X}=b_{1}
$$

The $A T C$ is falling over the range of reserve capacity

$$
A T C=\frac{b_{0}}{X}+b_{1}
$$

The MC is a straight line which coincides with the $A V C$

$$
\frac{\partial C}{\partial X}=b_{1}
$$

Thus over the range of reserve capacity we have $M C=A V C=b_{1}$, while the $A T C$ falls continuously over this range (figure 4.21). Note that the above total-cost function does not extend to the increasing part of costs, that is, it does not apply to ranges of output beyond the reserve capacity of the firm.
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B. LONG-RUN COSTS IN MODERN MICROECONOMIC THEORY:

THE 'L-SHAPED' SCALE CURVE
These are distinguished into production costs and managerial costs. All costs are variable in the long run and they give rise to a long-run cost curve which is roughly L -shaped. The production costs fall continuously with increases in output. At very large scales of output managerial costs may rise. But the fall in production costs more than offsets the increase in the managerial costs, so that the total $L A C$ falls with increases in scale.

## Production costs

Production costs fall steeply to begin with and then gradually as the scale of production increases. The L-shape of the production cost curve is explained by the technical economies of large-scale production. Initially these economies are substantial, but after a certain level of output is reached all or most of these economies are attained and the firm is said to have reached the minimum optimal scale, given the technology of the industry. If new techniques are invented for larger scales of output, they must be cheaper to operate. But even with the existing known techniques some economies can always be achieved at larger outputs:
(a) economies from further decentralisation and improvement in skills;
(b) lower repairs costs may be attained if the firm reaches a certain size;
(c) the firm, especially if it is multiproduct, may well undertake itself the production of some of the materials or equipment which it needs instead of buying them from other firms.

## Managerial costs

In the modern management science for each plant size there is a corresponding organisational-administrative set-up appropriate for the smooth operating of that plant. There are various levels of management, each with its appropriate kind of management technique. Each management technique is applicable to a range of output. There are small-scale as well as large-scale organisational techniques. The costs of different techniques of management first fall up to a certain plant size. At very large scales of output managerial costs may rise, but very slowly.

In summary: Production costs fall smoothly at very large scales, while managerial costs may rise only slowly at very large scales. Modern theorists seem to accept that the
fall in technical costs more than offsets the probable rise of managerial costs, so that the $L R A C$ curve falls smoothly or remains constant at very large scales of output.

We may draw the $L A C$ implied by the modern theory of costs as follows. For each short-run period we obtain the $S R A C$ which includes production costs, administration costs, other fixed costs and an allowance for normal profit. Assume that we have a technology with four plant sizes, with costs falling as size increases. We said that in business practice it is customary to consider that a plant is used 'normally' when it operates at a level between two-thirds and three-quarters of capacity. ${ }^{1}$ Bain writes:


#### Abstract

The plant or firm will have a somewhat fluctuating output, over time, and at a given scale will thus operate at a number of somewhat different output rates. Correspondingly, it will have a certain 'load factor' reflecting the ratio of average actual rate of use to the capacity or best rate of use, and this load factor will generally be smaller than one. In this circumstance, the relevant relationship of unit cost to scale is that which prevails when it is assumed that each alternative scale of plant or firm is operated subject to prevailing or anticipated market fluctuations, and is thus subject to a resultant typical load factor on its capacity. The longrun average unit cost of each alternative scale should be calculated on this assumption, and conclusions as to minimum optimal scales and shapes of such curves should be derived accordingly. ${ }^{2}$


Following this procedure, and assuming that the typical load factor of each plant is two-thirds of its full capacity (limit capacity), we may draw the LAC curve by joining the points on the SATC curves corresponding to the two-thirds of the full capacity of each plant size. If we assume that there is a very large number of available plant sizes the $L A C$ curve will be continuous (figure 4.22). The characteristic of this $L A C$ curve is that $(a)$ it does not turn up at very large scales of output; $(b)$ it is not the envelope of the SATC curves, but rather intersects them (at the level of output defined by the 'typical load factor' of each plant). If, as some writers believe, ${ }^{3}$ the LAC falls continuously (though smoothly at very large scales of output), the $L M C$ will lie below the LAC at all scales (figure 4.23). If there is a minimum optimal scale of plant ( $\bar{x}$ in figure 4.24) at
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[^24]
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which all possible scale economies are reaped (as Bain and other writers have suggested), beyond that scale the $L A C$ remains constant. In this case the $L M C$ lies below the $L A C$ until the minimum optimal scale is reached, and coincides with the LAC beyond that level of output (figure 4.24). The above shapes of costs are more realistic than the U-shaped costs of traditional theory. As we will see in section VI, most of the empirical studies on cost have provided evidence which substantiates the hypotheses of a flat-bottomed SAVC and of an L-shaped LAC.

## IV. ENGINEERING COST CURVES

Engineering costs are derived from engineering production functions. ${ }^{1}$ Each productive method is divided into sub-activities corresponding to the various physical-technical phases of production for the particular commodity. For each phase the quantities of factors of production are estimated and finally the cost of each phase is calculated on the basis of the prevailing factor prices. The total cost of the particular method of production is the sum of the costs of its different phases.

Such calculations are done for all available plant sizes. Production isoquants are subsequently estimated, and from them, given the factor prices, the short-run and the long-run cost functions may be derived.

It should be noted that engineering production functions and the cost functions derived from them refer usually to the production costs and do not include the administrative costs for the operation of any given plant. ${ }^{2}$

Engineering production functions are characterised by a limited number of methods of production. The production isoquants are kinked (see Chapter 3), reflecting the fact that factor substitutability is not continuous, but limited. Substitution of factors occurs directly at the kinks of the isoquants, where one production technique is substituted for another (figure 4.25). On the straight segments of the production isoquant a combination of the adjacent methods of production is employed. What happens in engineering production functions along the segments of the isoquants is an indirect substitution of factors via substitution of processes.

Factors cannot be substituted for each other except by changing the levels at which entire technical processes are used, because each process uses factors in fixed characteristic ratios. ${ }^{3}$

[^25]
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Engineering production functions are the basis of linear programming. In this approach process substitution plays a role analogous to that of factor substitution in conventional analysis.

Assume that there are two methods of production, $P_{1}$ and $P_{2}$, using labour and capital at a fixed ratio, denoted by the slopes of the rays representing the two processes (figure 4.26). Assume that the factor prices are $w$ and $r$, so that $P_{1}$ is chosen initially and output $X_{1}$ is produced, with $a b$ of capital unemployed. The firm will be better off by using a combination of the two methods. Thus at point $e$ (where $\bar{K}$ intersects the higher isoquant $X_{2}$ ) all $\bar{K}$ is employed. $P_{1}$ and $P_{2}$ are used at the levels $0 A$ and $0 B$ respectively, these levels being determined by drawing parallel lines to $P_{1}$ and $P_{2}$ through $e .{ }^{1}$ A substitution of factors has become indirectly possible (the $K / L$ is defined by the slope of $0 e$ ), although $\bar{K}$ is given and the available technology does not allow substitution of $K$ and $L$ except by change of technique. What happens at $e$ is a substitution of processes: instead of using $P_{1}$ or $P_{2}$ alone to produce $X_{2}$, we achieve the same result $\left(X_{2}\right)$ by using a combination of $P_{1}$ and $P_{2}$. Actually, given $\bar{K}$ and given the price ratio $w / r$, the output $X_{2}$ is technically impossible to produce by using only $P_{1}$, while $X_{2}$ is not economically profitable to produce by using only $P_{2}$
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[^26](given $w / r$ ), although with this process the level $X_{2}$ is technically possible, since $\bar{K}$ does not limit effectively the production of $X_{2}$, when $P_{2}$ is employed.

We turn now to the shape of total- and unit-cost curves when there are only a few processes available. The assumptions are that the prices of factors are given and the technology gives rise to kinked isoquants.

## A. SHORT-RUN ENGINEERING COSTS

It is assumed that there is a fixed factor of production which requires a minimum outlay, and that there is some reserve capacity in the plant. The total-cost curve under these assumptions will be as in figure 4.27.

For the range $0 X_{1}$ the TC is formed from linear segments, with the slope of each segment constant, but increasing for successive segments. The ends of linear segments correspond to outputs at which one process is replaced by another.
(a) Along each linear segment the slope is the $M C$. Along the first segment $(A B)$ the $M C=A V C$. For each successive section (that is, for sections $B C$ and $C D$ ) the $M C>$ $A V C$. The marginal cost increases step-wise while the $A V C$ increases smoothly, at a decreasing rate.
(b) The $A C$ falls continuously over the range $A B C D$. We said that the $A C$ is the slope of the rays from the origin to any point on the TC curve. The slope of such rays declines as we move from $A$ to $B$ to $C$ to $D$ (figure 4.27).
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Over the range of reserve capacity the slope of total cost is constant. Furthermore this segment of TC lies on a line through the origin, reflecting the fact that only the $T V C$ varies in proportion to output, while the fixed outlay has already been paid at the installation of the plant. The reserve capacity built into the plant allows the firm to operate by increasing only its variable costs proportionally with output. Thus over the reserve capacity segment the $A V C$, the $M C$ and the $A T C$ are equal and remain constant (between $X_{1}$ and $X_{2}$ in figure 4.28).

Once all reserve capacity is exhausted, output can be increased by overworking of the plant and paying overtime labour. The total-cost curve consists of linear segments, with each segment having a steeper slope than the previous one. Along each linear segment marginal cost is constant, but the level of marginal cost increases step-wise. The $A V C$ increases continuously, but is lower than the MC. The average total cost increases continuously and lies below the MC but above the AVC.
The short-run engineering-cost curves are shown in figure 4.28.

## B. LONG-RUN ENGINEERING costs

We said that the engineering costs include generally only the technical cost of production. Thus diseconomies of large scale, which are associated with administration costs, are not encountered here.

There is a minimum optimal size of plant for each production process. The TC, $A C$ and MC are shown in figures 4.29 and 4.30 . If we assume that there is a very large
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Figure 4.31 Short-run total costs with reserve capacity
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Figure 4.32 Short-run unit costs with reserve capacity


Figure 4.33 Long-run total costs without diseconomies of scale


Figure 4.34 Long-run unit costs without diseconomies of scale
number of processes, the total and unit cost curves become continuous (smooth) but retain broadly the above shapes, provided that there is a minimum fixed outlay and some reserve capacity in the short run (figures 4.31 and 4.32). In the long run the LAC will not turn upwards if we are considering only production costs; but if we add the administrative costs and if there are strong managerial diseconomies, the $L A C$ will rise at very large scales of output (figures 4.33 and 4.34).

## V. THE ANALYSIS OF ECONOMIES OF SCALE

In this section we will discuss in some detail the nature of the internal economies of scale, that is, economies which arise from the firm increasing its plant size.

We will concentrate on the economies which may be achieved within a particular plant. However, economies of scale may also arise from an increase in the number of plants of a firm, irrespective of whether the firm continues to produce the same product in the new plants or diversifies. In general, such inter-plant economies of scale are of the same nature as the single-plant (intra-plant) economies, although the importance of each type of scale economies may be different with an increase of the scale of operations of the firm via the installation of additional plants.

It is important to stress once more that the scale economies determine the shape of the $L R A C$ curve (the 'scale curve' as this is often called), while the position of this curve depends on external economies such as a change in technology (improvement in techniques) and changes of factor prices in the industry or the economy as a whole. Changes in these external economies will result in a shift of the LRAC.

Firstly we will present the various types of economies of scale and their causes. Subsequently we will examine the possibility of negative economies (diseconomies) as the plant grows beyond a certain size.

There are various possible classifications of economies of scale. We will adopt the classification which is shown schematically in figure 4.35 .

Economies of scale are distinguished into real economies and strictly pecuniary economies of scale.

Pecuniary economies are economies realised from paying lower prices for the factors used in the production and distribution of the product, due to bulk-buying by the firm as its size increases. Such strictly monetary economies do not imply an actual decrease in the quantity of inputs used but accrue to the firm from lower prices paid for raw materials (bought at a discount due to the large volume of the purchase), lower interest rates (and lower cost of finance in general) as the size of the firm increases, or lower wages and salaries. Lower wages are rare and can result only if the firm becomes so

large as to acquire the power of a labour monopsonist or near-monopsonist, as for example some mining companies, and provided that there are no srongly organised labour unions. Lower salaries (and sometimes lower wages) may be paid by larger firms if there is some 'prestige' associated with the employment by such firms. It is often observed that employees prefer to work for a larger firm whose name is known, even if they could earn more by working for a small unknown firm.

Real economies are those associated with a reduction in the physical quantity of inputs, raw materials, various types of labour and various types of capital (fixed or circulating capital). We may distinguish the following main types of real economies: (i) production economies, (ii) selling or marketing economies, (iii) managerial economies, (iv) transport and storage economies. Clearly the last two categories are partly production and partly selling costs. Their presentation in distinct groups facilitates their analysis.

## A. Real economies of SCale

## Production economies of scale

Production economies may arise from the factor 'labour' (labour economies), from the factor fixed capital (technical economies), or from the inventory requirements of the firm (inventory economies or stochastic economies).

Labour economies. Labour economies are achieved as the scale of output increases for several reasons: (a) specialisation, (b) time-saving, (c) automation of the production process, (d) 'cumulative volume’ economies.

Larger scale allows division of labour and specialisation of the labour force with the result of an improvement of the skills and hence of the productivity of the various types of labour. In a small plant a worker may be assigned three or four different jobs, while in a large plant these jobs are assigned to different workers. This division of labour is not profitable at small scales of output, because the skilled workers would stay unemployed part of the time.

Division of labour, apart from increasing the skills of the labour force, results in saving of the time usually lost in going from one type of work to another.

Finally, the division of labour promotes the invention of tools and machines which facilitate and supplement the workers. Such mechanisation of the production methods in larger plants increases the labour productivity and leads to decreasing costs as the scale of output increases.

A classic example of the labour economies of large-scale production is the motor-car industry. Large-scale production made possible the introduction of the assembly-line, a process which involves a very wide specialisation of the workers, each one of whom performs a single job to which he is assisted by special tools. The assembly-line involves extensive investment in machinery and other equipment and its use is unprofitable for small-scale production. At large scales, however, this method of high automation resulted in huge increases in the productivity of labour and made possible the mass production of motor cars at low costs and prices.

With increasing scale there is a 'cumulative effect' on the skills of technical personnel in particular. Production engineers, foremen and other production employees tend to acquire considerable experience from large-scale operations. This 'cumulative-volume' experience leads to higher productivity and hence to reduced costs at larger levels of output. ${ }^{1}$

[^27]Technical economies. Technical economies are associated with the 'fixed capital' which includes all types of machinery and other equipment. The main technical economies arise from (a) specialisation and indivisibilities of capital, (b) set-up costs, (c) initial fixed costs, ( $d$ ) technical volume/input relations, ( $e$ ) reserve capacity requirements.

The main technical economies result from the specialisation of the capital equipment (and the associated labour) which becomes possible only at large scales of production, and from the indivisibilities which are a characteristic of the modern industrial techniques of production. Modern technology usually involves a higher degree of mechanisation for larger scales of output. That is, the production methods become more mechanised (capital intensive) as the scale increases. Mechanisation often implies more specialised capital equipment as well as more investment, a fact that makes the large-scale methods of production have high overhead costs. Of course these methods have lower variable costs, but at low levels of output the high average-fixed costs more than offset the lower labour (and other operating) costs. Once the appropriate scale is reached the highly mechanised and specialised techniques become profitable.

An example will illustrate how specialisation of the plant and technical indivisibilities result in economies of scale.

Assume that there are three methods of producing a certain commodity, a small-scale method (Process $A$ ) suitable for producing at minimum cost ' 1 unit' of output, a mediumscale method suitable for producing optimally (i.e., with minimum cost) 100 'units' of output (Process $B$ ), and a large-scale method suitable for producing 400 'units' of output (Process $C$ ). The first method uses 1 unit of labour and 1 unit of capital per unit of output. The second method uses 50 units of labour and 50 units of capital, and the third uses 100 units of labour and 100 units of capital. Clearly the labour/capital ratio is the same in all three techniques, but the larger-scale techniques have a higher productivity (as measured by the output per man, $X / L$ ) due to the specialisation of labour (direct and managerial) which becomes possible only at the large scales of production. The three techniques are indivisible, that is, the technology is characterised by indivisibilities in the sense that each size plant can be duplicated but cannot be halved and retain its higher productivity. Furthermore, all techniques are assumed to have constant returns to scale. ${ }^{1}$ The above technology is summarised in table 4.1.

Table 4.1 Technology with indivisibilities (and discontinuities)

| Available methods of production | Level of output | $\begin{aligned} & \mathrm{L} \\ & \text { (man- } \\ & \text { hours) } \end{aligned}$ | $\begin{gathered} \mathrm{K} \\ \text { (machine } \\ \text { hours) } \end{gathered}$ | $\begin{aligned} & \mathrm{K} / \mathrm{L} \\ & \text { ratio } \end{aligned}$ | Average product of labour $A P_{L}=\frac{X}{L}$ | Average product of capital $A P_{K}=\frac{X}{K}$ | Prices of factors (£ per hour) | Total cost <br> (TC) | Average cost (AC) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Process $A$ (small plant) | 1 | 1 | 1 | 1 | 1 | 1 | $P_{L}=1$ | 2 | 2 |
| Process B (medium plant) | 100 | 50 | 50 | 1 | 2 | 2 | $P_{K}=1$ | 100 | 1 |
| Process $C$ (large plant) | 400 | 100 | 100 | 1 | 4 | 4 |  | 200 | 0.5 |

[^28]Let us look at the shapes of the $A C$ and the $M C$ when indivisibilities are present in the technology of a firm. Increasing technical returns to scale (with constant factor prices) in the long run are explained by indivisibilities. It is because the firm cannot continue to reduce all inputs proportionately when output is reduced that long-run average cost is bound to rise with reduction in output. Or, to put it in another way, large-scale plants cannot be halved (or decreased in another ratio) and still remain equally efficient. Assume constant prices of factors, $£ 1$ per man hour and $£ 1$ per machine hour. The total and average cost for each process are shown in the last two columns of table 4.1 and are plotted in figures 4.36 and 4.37. For each level of output the least-cost process will be chosen. Up to $X=49$ the small-scale process is the one with the least cost (equal to $£ 2$ per unit of output). At $X=49$ the firm uses 49 man hours and 49 machine hours. The total cost increases proportionally with output, as can be seen from table 4.2. The level of output $X=50$, if produced with the small-scale process, would cost $£ 100$ ( 50 labour cost +50 machine cost). However, with the same cost (i.e. by employing the same quantities of factors, 50 L and 50 K ) the firm can produce 100 units of output by adopting the second method of production, thus reducing its average cost to $£ 1$ (per unit of output). At any level of output higher than 50 units process $B$ has a lower cost than process $A$, and hence for $X>50$ the firm will switch to process $B$. For any level of output $50<X<100$ total cost will be constant (equal to $£ 100$ ) irrespective of the level of production within these limits, because with 50 L and 50 K the firm can produce any output up to 100 units. Clearly the $A C$ would fall continuously over the range of output 50 to 100 , since total cost remains constant at the level of $£ 100$.
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Table 4.2 Cost of production with the small plant size $A$

| Output with <br> small size plant | Labour <br> (hours) | Capital <br> (hours) | Total <br> cost <br> (TC) | Average <br> cost <br> (AC) |
| :---: | :---: | :---: | :---: | :---: |
| $X=1$ | $L=1$ | $K=1$ | $T C=2$ | $A C=2$ |
| $X=2$ | $L=2$ | $K=2$ | $T C=4$ | $A C=2$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| $X=49$ | $L=49$ | $K=49$ | $T C=98$ | $A C=2$ |
| $X=50$ | $L=50$ | $K=50$ | $T C=100$ | $A C=2$ |

Beyond the level of $X=100$ total costs will start rising, since more $L$ and more $K$ will be required. However, $A C$ will remain constant at $£ 1$ per unit of output (see table 4.3).

The level of output $X=200$, if produced by process $B$, would cost $£ 200$ and would require 100 L and 100 K . However, with the same quantities of factors (and presumably the same total cost) the firm could produce 400 units of output by switching to process $C$. At any level of output higher than 200 units, process $C$ has a lower cost than either of the other processes. Hence it will be chosen by the rational producer. For any level of output $200<X<400$ total cost will be constant (equal to $£ 200$ ), with $A C$ falling continuously over this range. Beyond the level of 400 units of output total cost would start rising proportionally with output, since more $L$ and $K$ would be required (for $X>400$, $L>100$ and $K>100$ ). However, the $A C$ will remain constant (at $£ 0.5$ for levels of $X$ greater than 400 units).

Table 4.3 Cost of production of the medium plant size $B$

| $X=50$ | $L=50$ | $K=50$ | $T C=100$ | $A C=2$ |
| :---: | :--- | :--- | :--- | :--- |
| $X=60$ | $L=50$ | $K=50$ | $T C=100$ | $A C=1.66$ |
| $X=80$ | $L=50$ | $K=50$ | $T C=100$ | $A C=1 \cdot 25$ |
| $X=100$ | $L=50$ | $K=50$ | $T C=100$ | $A C=1$ |
| $X=102$ | $L=51$ | $K=51$ | $T C=102$ | $A C=1$ |
| $X=104$ | $L=52$ | $K=52$ | $T C=104$ | $A C=1$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| $X=198$ | $L=99$ | $K=99$ | $T C=198$ | $A C=1$ |
| $X=200$ | $L=100$ | $K=100$ | $T C=200$ | $A C=1$ |

The $M C$ would be equal to the $A C$ over the flat parts of this curve, but would be zero over the falling parts of the $A C$ curve. This is because over these ranges of $X$ (for which $A C$ is falling), total cost remains constant, and hence $M C=0$.

The $A C$ and MC curves in the case of technological indivisibilities are shown in figures 4.36 and 4.37.

Set-up costs are the costs involved in the preparation (arrangement) of 'multipurpose' machinery for performing a particular job or product. For example in the motor-car industry or in firms producing electrical household equipment the use of 'general-purpose' machines is quite common. One such type of machinery is the metalstamping press which produces the frames and various components of the final product. The metal stamping press has to be reset any time that a particular part of, say, a car has to be produced. For example, different set-ups are required for producing the doors, the roof, the wings of a car, and each set-up involves considerable time and cost. The larger the scale of output the more a multipurpose machine is left to one set-up (say, stamping doors) and hence resetting becomes less frequent. This is a source of technical economies of large-scale production.
'Initial costs' are usually involved in starting a business or introducing a new product. Research and development expenditures, costs of market exploration, design costs for the product are examples of such costs. Clearly the larger the scale of output, the lower the unit costs of such 'fixed' expenses.

Technical economies of scale also arise from some technical-geometric relationships between particular equipment and the inputs required to produce and install it. These are important in the so-called 'process industries', such as petroleum refining, steam generation, gas transmission, chemical industry, cement industry, glass manufacturing, and iron reduction. ${ }^{1}$ The methods of production used in the 'process-industries', includes special equipment, such as storage tanks, reaction chambers, connecting pipes, etc. The material and labour costs of constructing such plants are proportional to the surface area that they occupy. But the volume capacity (which determines the level of output) of a plant increases more than proportionately as the area increases. Hence the technical cost of installing such industrial plants falls as the output (volume) capacity increases, at least up to the point where the equipment becomes so large as to require stronger materials and special constructions in order to make the larger plants safe.

Another source of technical economies are the so-called 'reserve-capacity' economies. Firms always want some reserve capacity in order to avoid disruption of their production flow when breakdown of machinery occurs. A small firm which uses a single large machine will have to keep two such machines if it wants to avoid disruptions from a breakdown. A larger firm which uses several large machines can attain the required 'security' from breakdowns by holding only a proportion of their total numbers as reserve capacity. Similarly the number of workers required for repairs within the firm does not increase proportionately with the size of scale.

Inventory economies. These are sometimes called 'stochastic economies', because the role of inventories is to meet the random changes in the input and the output sides of the operations of the firm.

Stocks of raw materials do increase with scale but not proportionately. Random fluctuations in the supply of such inputs are smoothed out with stocks whose size need change by less than the size of the firm.

The 'reserve-capacity' economies discussed in the previous paragraph are also a type of stochastic economies. The breakdowns in machinery do not increase pari-passu with size. If anything the 'cumulative volume' experience of production personnel will tend to reduce the frequency of such breakdowns in larger plants, and require a proportionately smaller amount of reserve machinery and stocks of spare parts.

Similarly on the demand side, random changes in the demand of customers will tend to be smoothed out as the plant size increases. The larger the number of customers the more the random fluctuations of their demands tend to offset peaks and recessions, thus allowing the firm to hold a smaller percentage of its output to meet such random changes.

## Selling or marketing economies

Selling economies are associated with the distribution of the product of a firm. The main types of such economies are (a) advertising economies, (b) other large-scale economies, (c) economies from special arrangements with exclusive dealers (representatives, or distributors, wholesalers or retailers), (d) model-change economies.

Advertising expenses are not necessary only for a new firm or a new product, but

[^29]also for established firms, who need a minimum of advertising in order to keep their name in the minds of actual or potential customers. It is generally agreed that advertising economies do exist at least up to a certain scale of output. Advertising space (in newspapers or magazines) and time (on television or radio) increase less than proportionately with scale, so that advertising costs per unit of output fall with scale. The advertising budget is usually decided on the basis of available funds, profits, similar activities of competitors, rather than on the basis of the output. Thus the larger the output the smaller the advertising cost per unit.

Similar considerations hold for other types of selling activities, such as the salesmen force, the distribution of samples, etc. Such large-scale promotion expenditures increase by less than proportionately with output, at least up to a certain scale.

Large firms can enter exclusive agreements with distributors, who undertake the obligation of maintaining a good service department for the product of the manufacturer. This is usual for the motor-car industry, where the dealers build up garages and keep regular stocks of spare parts for various models. The buyers of durables pay a lot of attention to the availability of spares and of good servicing-shops for the brands they buy.

In modern industry, firms need to change the style of their product quite frequently in order to meet the demands of their customers and the competition of the rival firms. A change in the model or style of the product often involves considerable expenses in research and development, and possibly on new materials and equipment. The spreading of such overheads is lower per unit if the scale of output is large.

Selling activities in general absorb productive resources. There is no general agreement among economists regarding the implications of advertising and other selling activities. Some economists argue that advertising is a waste of resources, since they do not add anything to the already-produced commodity, whose price to the consumer will, as a consequence, be higher. ${ }^{1}$ Others argue that advertising is not a waste of resources, but a cost which consumers are willing to pay (in the higher price they are charged) in order to have a wider choice of products. Product differentiation is something that consumers want, hence the selling costs associated with this differentiation are increasing the welfare of the consumers. ${ }^{2}$ This argument implicitly assumes that all advertising and other selling activities are truly informative: they provide information to the buyers about the existence and the technical characteristics of the different varieties of a certain product. Whether this is true or not, and the extent to which selling activities are simply manipulative of consumers' tastes, and create fancied differentiation for products technically identical (or almost identical) is a theme highly disputed in economic circles. ${ }^{3}$ At this point we are interested not in the nature and the social justification of advertising and other selling activities, but in whether there are 'economies of large-scale promotion', that is, whether the selling cost per unit of output declines with the scale of the plant (or firm). It is generally agreed that such large-scale marketing economies do exist, at least up to a certain size of the plant (or firm). Disagreement exists as to whether the average-selling-cost curve turns upwards at very
${ }^{1}$ See, for example, J. K. Galbraith, The Affluent Society (Houghton Mifflin, 1958), and idem, American Capitalism: The Concept of Countervailing Power (Houghton Mifflin, 1956). Also Joel Dean, Managerial Economics (Prentice-Hall, 1951); N. Borden, The Economic Effects of Advertising (Irwin, 1942); H. Demetz, 'The Welfare and Empirical Implications of Monopolistic Competition', Economic Journal (1964).
${ }^{2}$ E. Chamberlin, The Theory of Monopolistic Competition (Harvard University Press, Cambridge, Mass., 1933). Also J. Backman, Advertising and Competition (New York University Press, 1967).
${ }^{3}$ For a survey of the literature in this field see P. Doyle, 'Economic Aspects of Advertising: A Survey', Economic Journal (1968).
large scales of output (due to diseconomies of selling activities) or whether the unit selling costs fall continuously with scale. Chamberlin ${ }^{1}$ argues on the lines of a U-shaped selling-cost curve while Andrews ${ }^{2}$ and others support the idea of a continuously-falling selling-cost curve. Given that the technical costs of production fall with scale, the total average-cost curve may eventually turn upwards if selling diseconomies do exist after a certain plant size. Empirical evidence is not conclusive in this respect. ${ }^{3}$

## Managerial economies

Managerial costs are partly production costs and partly selling costs, since the managerial team in a firm is concerned with both the production and the distribution activities of the firm. The grouping of managerial costs in a separate category facilitates their analysis and in particular the analysis of possible sources of diseconomies of largescale plants (see below).

Managerial economies arise for various reasons, the most important being (a) specialisation of management, and (b) mechanisation of managerial functions.

Large firms make possible the division of managerial tasks. The existence of a production manager and a sales manager, a finance manager, a personnel manager and so on, is common in large firms, while all or most managerial decisions are taken by a single manager (who possibly is also the owner) in a small firm. This division of managerial work increases the experience of managers in their own areas of responsibility and leads to the more efficient working of the firm.

Furthermore the decentralisation of decision-making in large firms has been found very effective in the increase of the efficiency of management. With decentralisation the flow of information within the firm is reduced and thus distortions and delays of this information in the various sections of the firm is to a large extent avoided. Decentralisation of the decision-making process is one of the main means of increasing the efficiency of management in large scale plants and of avoiding managerial diseconomies in still larger plants.

Large firms apply techniques of management involving a high degree of mechanisation, such as telephones, telex machines, television screens and computers. These techniques save time in the decision-making process and speed up the processing of information, as well as increasing its amount and its accuracy.

A problem still disputed in economic theory is whether managerial costs continue to decline at very large scales of output. In the traditional theory of costs, managerial diseconomies were assumed to be the cause of the upward turning of the long-run average-cost curve beyond a certain scale of output. Management, like any other factor of production, is variable in the long run. However, traditional theory postulated that beyond a certain stage increases in management lead to less than proportionate increases in output and thus cause an increase in the long-run unit costs. The decrease in the efficiency of management is usually attributed to two factors. Firstly, loss of

[^30]control of the top management once the firm has surpassed an optimum size. Decisions are delayed in the bureaucracy of large-size firms, where information is often consciously or unconsciously distorted as it passes through the various hierarchical levels, or is stopped for various reasons at some stage. Obviously decisions of the top management will not be optimal if the information on which they are based is inaccurate or comes with time lags, during which crucial changes in the environment of the firm may have taken place. Secondly, the uncertainty (from the market conditions and the reactions of competitors) increases with size and this leads to eventually less efficient decision-making.

These arguments are attacked by other theorists, ${ }^{1}$ who argue that managerial diseconomies are not a necessary consequence of the increase in the scale of the plant. The decentralisation of the decision-making process, the mechanisation of various managerial tasks, the improvements in budgeting of the activities of the various departments, the system of regular reports at the different levels of the administrative hierarchy, the use of computers and similar devices for the quick access and processing of information tend to offset the deficiencies of complex organisations, so that managerial diseconomies are not a problem in the modern industrial world.

Other writers ${ }^{2}$ argue that at very large scales of output the efficiency of management is somewhat adversely affected by the unavoidable complexity of big organisations, but the increase in costs from the managerial diseconomies is only slight at very large scales of output. And in general such diseconomies are more than offset by the technicalproduction economies, so that the total long-run average cost curve does not turn upwards at very large scales, but rather has the form of an 'inverse J'.

Returning to the uncertainty problem, there is no general consensus among economists that uncertainty increases with size and leads to eventually increasing costs. It is true that if the firm expands its share continuously in one market only the uncertainty from changes in market conditions increases (for example, a minor change in the market demand will greatly affect the sales of a dominant firm), but the uncertainty from the competitors will tend to be reduced since their share shrinks, and consequently their power will normally be weakened. The balance between these opposite developments cannot be determined on strictly theoretical a priori grounds. If one considers the more realistic situation of firms diversifying in various markets, the above arguments are reversed: the market uncertainty is generally reduced for the multiproduct firm by the simple fact that it 'does not put all its eggs in one basket'. On the other hand, the uncertainty from the reaction of competitors may well increase as the firm diversifies, since in this process the firm must anticipate the attitudes of the firms in the new markets in which it enters as well as its rivals in its old markets. ${ }^{3}$

In summary, the controversy among theorists regarding the shape of managerial costs is not as yet settled. The empirical evidence from various studies of costs (see section VI), shows that the total $L A C$ curve is $L$-shaped, but since these studies include all types of costs, their evidence cannot be interpreted as refuting the U -shaped form of the managerial costs alone.

## Transport and storage costs

Transport costs are incurred partly on the production side (transportation of raw materials or intermediate products) and partly on the selling side of the firm (transportation of final product to its markets). The same holds for storage costs.

[^31]Storage costs will clearly fall with size. The construction of storehouses follows broadly the same rules of geometrical relationships between surface, capacity-volume and inputs, which we discussed in page 132. The storage-cost curve will thus be falling in general but will be scalloped, due to technical indivisibilities and discontinuities. The storing capacity can normally be increased by increasing the number of floors of storehouses, in which case the geometrical input-output relationships clearly do hold. Beyond a certain scale additional storehouses will be required, the construction of which will increase the total cost, but unit costs will normally be lower the larger the output.

The analysis of transport costs is more complicated. The exhaustive examination of transport costs goes beyond the scope of this book. We can, however, give some idea of the problems involved in the treatment of transport costs.

If the firm uses its own transport means (e.g. lorries) transport unit costs would fall up to the point of their full capacity. At larger scales of output it might be possible to use larger vehicles, in which case the unit costs would fall, and the LAC of transport would be falling and would have a scalloped form. Beyond the level of output which allows the employment of the largest available means of transport one should normally expect constant unit transport costs by duplicating, etc., of these means as output expands. If the firm uses public transport the unit costs would normally increase with distance. If special freight rates are obtained for larger quantities transported such pecuniary economies might offset the increases from the greater distance.

To the above considerations one should add three relevant aspects of transport: the distance to which the product has to be carried, the importance of transport costs relative to the value of the product, and the possibility of passing the higher transport costs to the buyer. ${ }^{1}$

If the transport costs are negligible relative to the value of the product and if the firm can pass the transport costs to the buyers, the average transport cost will be U-shaped, but will rise slowly with size, so that the effect of the transport costs on the optimal plant size will be negligible. Such a case is shown in figure 4.38. Without taking into account the transport costs the minimum optimal scale of output is $X$, while the addition of transport costs ( $\operatorname{Tr} A C$ ), which increase smoothly according to our assumptions, reduce the minimum optimal scale slightly, to $X^{\prime}$. However, if the transport costs rise fast with distance and their amount is an important component of the total unit costs (without the firm being able to pass the increases to the buyers), the average unit transport costs will rise rapidly, offsetting possibly other economies of scale and reducing significantly the minimum optimal scale of plant. Such a situation is shown in figure 4.39.


Figure 4.38


Figure 4.39

[^32]
## B. PECUNIARY ECONOMIES OF SCALE

These are economies accruing to the firm due to discounts that it can obtain due to its large scale operations. The larger firm may achieve:
(a) Lower prices of its raw materials, bought at special discounts from its suppliers.
(b) Lower cost of external finance. Banks usually offer loans to large corporations at a lower rate of interest and other favourable terms.
(c) Lower advertising prices may be granted to larger firms if they advertise at large scales.
(d) Transport rates are often lower if the amounts of commodities transported are large.
(e) Finally, larger firms may be able to pay lower earnings to their workers if they attain a size which gives them monopsonistic power (for example, extraction industries in some areas), or due to the prestige associated with the employment by a large, wellknown firm.

The total average cost is the summation of all costs (of production, marketing, managerial, transport, etc.). As we said in section III, it is generally accepted that the total $L A C$ curve falls as the scale of the plant (and of the firm) increases, at least up to a certain plant (or firm) size. Disagreement exists among economists as to whether (a) there are diseconomies at very large scales of output (figure 4.40); (b) there is a minimum optimum scale of output at which all possible economies have been reaped so that costs remain constant beyond that level (figure 4.41); (c) there are economies of scale at all levels of output, although their magnitude becomes small beyond a certain scale ('inverse J' costs, figure 4.42).

The empirical evidence, which will be discussed in section VI, supports the view that there are no diseconomies of scale at large scales of output. The empirical evidence has not, however, established conclusively whether costs remain constant beyond a certain minimum optimum scale, or fall continuously with scale.


Figure 4.40 Traditional 'envelope' $L A C$


Figure $4.41 \quad$ L-shaped LAC


Figure 4.42 Inverse-J LAC

## VI. EMPIRICAL EVIDENCE ON THE SHAPE OF COSTS

There are various types of empirical cost studies: statistical cost studies, studies based on questionnaires to firms, engineering cost studies, studies based on the 'survivor technique'.

The majority of the empirical cost studies suggest that the U-shaped costs postulated by the traditional theory are not observed in the real world. Two major results emerge predominantly from most studies. Firstly, the short-run TVC is best approximated with a straight (positively-sloping) line. This means that the $A V C$ and the $M C$ are
constant over a fairly wide range of output. Secondly, in the long run the average costs fall sharply over low levels of output and subsequently remain practically constant as the scale of output increases. This means that the long-run cost is L-shaped rather than $U$-shaped. Only in very few cases were diseconomies of scale observed, and these at very high levels of output.

Of course, all the sources of evidence can and have been attacked on various grounds, some justified and others unjustified. However, the fact that so many diverse sources of evidence point in general to the same direction (that is, lead to broadly similar conclusions) regarding the shape of costs in practice, surely suggests that the strictly U-shaped cost curves of traditional theory do not adequately represent reality.

We will examine the different types of cost studies in some detail.

## A. Statistical cost studies

Statistical cost studies consist in the application of regression analysis to time series or cross-section data. Time-series data include observations on different magnitudes (output, costs, prices, etc.) of a firm over time. Cross-section data give information on the inputs, costs, outputs and other relevant magnitudes of a group of firms at a given point of time.

In principle one can estimate short-run and long-run cost functions either from time series or from cross-section data.

We may estimate a short-run cost-function either from time-series data of a single firm over a period during which the firm has a given plant capacity which it has been utilising at different levels due, for example, to demand fluctuations; or a cross-section sample of firms of the same plant capacity, each of them operating at a different level of output for any reason (for example, due to consumers' preferences, market-sharing agreements, etc.). Due to the difficulties in obtaining a cross-section sample of firms fulfilling the above requirements, short-run cost functions are typically estimated from time-series data of a single firm whose plant has remained the same during the period covered by the sample.

We may estimate a long-run cost function either from a time-series sample including the cost-output data of a single firm whose scale of operations has been expanding (with the same state of technology); or a cross-section sample of firms with different plant sizes, each being operated optimally (at its minimum cost level). Given that over time technology changes, time-series data are not appropriate for the estimation of long-run cost curves. Thus, for long-run statistical cost estimation, cross-sectional analysis is typically used in an attempt to overcome the problem of changing technology, since presumably 'the state of arts' is given at any one point of time.

The procedure adopted in statistical cost studies may be outlined as follows. Once the data are collected and appropriately processed (see below) the researcher typically starts by fitting a linear function to the cost-output observations

$$
C=b_{1} X_{1}+u
$$

where $C=$ total variable cost ${ }^{1}$
$X=$ output (measured in physical volume)
$u=\mathrm{a}$ random variable which absorbs (mainly) the influence on costs of all the factors which do not appear explicitly in the cost function. ${ }^{2}$

[^33]This function implies that the $A V C$ and the $M C$ are constant at all levels of output

$$
\begin{aligned}
M C & =\frac{\partial C}{\partial X}=b_{1} \\
A V C & =\frac{C}{X}=b_{1}
\end{aligned}
$$

The researcher next proceeds with introducing in the linear function higher powers of output ( $X$ ), in an attempt to explore the hypothesis of increasing costs or $U$-shaped costs. For example, the quadratic cost function

$$
C=b_{1} X+b_{2} X^{2}+u
$$

implies increasing $A V C$ and $M C$ (with $M C>A V C$ ) at all levels of output

$$
\begin{aligned}
M C & =\frac{\partial C}{\partial X}=b_{1}+2 b_{2} X \\
A V C & =\frac{C}{X}=b_{1}+b_{2} X
\end{aligned}
$$

Similarly, the cubic cost function

$$
C=b_{1} X-b_{2} X^{2}+b_{3} X^{3}+u
$$

implies $U$-shaped $A V C$ and $M C$ (with the $M C$ intersecting the $A V C$ curve - from belowat its lowest point)

$$
\begin{gathered}
M C=\frac{\partial C}{\partial X}=b_{1}-2 b_{2} X+3 b_{3} X^{2} \\
A V C=\frac{C}{X}=b_{1}-b_{2} X+b_{3} X^{2}
\end{gathered}
$$

A comprehensive summary and critique of a wide range of statistical cost studies is given by J. Johnston ${ }^{1}$ in his classic work. The evidence from most statistical studies is that in the short run the $A V C$ is constant over a considerable range of output, while in the long run the $A C$ is in general L -shaped.

The results of statistical cost studies have been criticised on grounds of their interpretation, data limitations, and omission or inadequate treatment of important explanatory variables (mis-specification of the cost function).

## Interpretation problems

The nature of the data. Statistical cost studies are based on accounting data which differ from the opportunity costs ideally required for the estimation of theoretical cost functions. Accounting data do not include several items which constitute costs in the economist's view. For example, profit is not included in the accountant's costs, and the same holds for all imputed costs, which do not involve actual payments. Thus the statistical cost functions, based on ex post data (realised accounting data), cannot refute the U-shape of costs of the traditional theory, which show the ex ante relationship between cost and output. The statistical results reflect the simple fact that firms in the short run operate within their planned capacity range, and do not go beyond their

[^34]capacity limits, precisely because they know that beyond these limits costs rise sharply. Similarly, the evidence of L-shaped long-run costs reflects the actual costs up to levels of outputs so far experienced, and the fact that firms do not expand beyond these levels because they believe that at larger scales of output they will be faced with diseconomies of scale (increasing costs).

The length of the time period. Ideally the length of the time period should cover the complete production cycle of the commodity. However, the time period of the accountants does not coincide with the true time period over which the production cycle is completed. Usually the accounting data are aggregate data for two or many production periods, and this aggregation may impart some bias towards linearity of the estimated cost functions.

Coverage of cost studies. Statistical cost studies refer mostly to public companies, which are completely different to companies in the competitive industries. Consequently the evidence cannot be generalised to apply to all industries.

## Data deficiencies

Accounting data are not appropriate for estimating theoretical cost functions not only because they are ex post (realised) expenditures (and not opportunity costs), but for several additional reasons.

Depreciation expenses. Among the variable costs one should include the user's cost of the capital equipment. Accounting data give full depreciation figures which include not only the user's cost but also the obsolescence (or time) costs of the equipment. Furthermore, in general accountants use the linear depreciation method, while in the real world depreciation and running expenses of fixed capital are non-linear: they increase as the age of the machinery increases.

Allocation of costs. Costs should be correctly allocated to outputs. However, the allocation of semi-fixed costs (which are included in the dependent variable (TVC) of the cost function) are often allocated by accountants to the various products on the basis of some rule of thumb, so that there is not exact correspondence between the output and its reported costs of production.

Cost functions of multiproduct firms. With multiproduct firms one should estimate a separate cost function for each product. However, the required data either are not available or are not accurate due to the usually ad hoc allocation of joint costs to the various products. Thus researchers tend to estimate an aggregate cost function for all the products of the firm. Such functions are not reliable because of the 'output index' which is used as the dependent variable. The index of output is a weighted index of the various products, the weights being the average cost of the individual products. Under these conditions what one is really measuring is a 'circular' relation, some sort of identity rather than a causal relationship, since

$$
C=f(X)
$$

and

$$
X=f(A C)
$$

so that

$$
C=f(A C)
$$

## Specification of the cost functions

The cost curves assume constant technology and constant prices of inputs. If these factors change the cost curves will shift. Statistical cost studies have been criticised for failing to deal adequately with changes in technology and in factor prices.

Changes in technology. We said that short-run cost curves are typically estimated from time series data of a single firm whose scale of plant has remained constant over the sample period. It is assumed by researchers that the requirement of constant technology is automatically fulfilled from the nature of the time-series data. This, however, may not be true. A firm may report the same plant size, while the physical units of its equipment have been replaced with more advanced pieces of machinery. For example, a textile firm may have kept its capacity constant while having replaced several obsolete manual weaving machines (which have been fully depreciated) with a single automated machine. This replacement constitutes a change in technology which, if not accounted for, will distort the cost-output relationship.

When using a cross-section sample of firms of different sizes for the estimation of the long-run cost curve, it is assumed that the problem of changing technology is solved, since the available methods of production ('state of arts') are known to all firms: technology in a cross-section sample is constant in the sense of common knowledge of the 'state of arts' at any one time. This, however, does not mean that all firms in the cross-section sample use equally advanced methods of production. Some firms use modern while others use obsolete methods of production. Under these conditions the problem of differences in technology is brushed away by researchers, by the convenient assumption that technology (i.e. age of plant) is randomly distributed among firms: some small firms have obsolete technology while others have advanced technology, and the same is assumed to hold for all firm sizes. If this assumption is true, differences in the technology of the firms are absorbed by the random variable $u$ and do not affect the cost-output relation. However, this assumption may not be justified in the real world. Indeed it is conceivable that large firms have lower costs because they have more advanced technology. If this is the case, the estimated long-run cost function does not reflect the theoretical cost-output relationship.

In summary, the cost curves, both short-run and long-run, shift continuously due to improvements in technology and the 'quality' of the factors of production. These shifts have not been accounted for in estimating the cost curves. Hence the estimated statistical functions are in fact obtained from 'joining' points belonging to shifting cost curves, and do not show the theoretical shape of costs.

Changes in factor prices. Cost functions have been criticised for not dealing adequately with the problem of changes of the prices of factors of production.

Time-series data, used in estimating $S R$ cost curves, have in fact been deflated. But the price indexes used were not the ideally required ones, and thus the estimates have a bias. Johnston ${ }^{1}$ has argued that the bias involved in the adopted deflating procedures does not necessarily invalidate the statistical findings, since it is not at all clear that the bias should be towards linearity of the cost-output relation.

[^35]Cross-section studies are thought to avoid the problem of price changes, since prices are given at any one time. This is true if the firms included in the sample are in the same location. However, cross-section samples include firms in different locations. If factor prices are different in the various locations they should be introduced explicitly in the function (as an explanatory variable or by an appropriate deflating procedure), unless the price differentials are due to the size of the firms in each location, in which case no adjustment of costs would be required. Usually cross-section studies ignore the problem of price differences, and thus their results may not represent the true cost curve.

Changes in the quality of the product. It is assumed that the product does not change during the sample period. If quality improvements have taken place (and have not been accounted for), the cost-output relation will be biased. Given the difficulties involved in 'measuring' quality differences (over time or between the products of different firms) this problem has largely been ignored in statistical cost analysis.

## Specific criticisms of the long-run cost studies

The following (additional) criticisms have been directed against studies of long-run costs.

Friedman argued that the empirical findings from cross-section data of firms are not surprising, since all firms in equilibrium have equal costs (they produce at the minimum point of their $L A C$ ) irrespective of their size. This argument would be valid if the firms worked in pure competition. However, in manufacturing industries pure competition does not exist (as we will see in Part Two of this book).

Friedman has also argued that all firms' unit costs should actually be the same, irrespective of their size, since all rents are costs to the individual firms. This argument also implies the existence of pure competition and accounting procedures which would include 'rents', and normal profits (as well as monopoly profits) in the costs. Clearly accountants do not include these items in their cost figures. Yet their cost figures show constant cost at large scales of output.

The cross-section data assume (i) that each firm has adjusted its operations so as to produce optimally; (ii) that technology (i.e. age of plant) is randomly distributed among firms: some small firms have old technology, while others have advanced technology, and the same is true for large firms; (iii) that entrepreneurial ability is randomly associated with the various plant sizes. In short, there are too many inter-firm differences which cannot be assumed randomly distributed to different plant sizes. Hence, the measured cost function is not the true cost function of economic theory. This criticism is basically a valid one.

The measured cost function is a 'bogus', fallacious relation which is biased towards linearity. The firms use 'standard costing' procedures which tend to show ficticiously low costs for small firms and high costs for large firms: in the application of standard costing methods small firms tend to use a high 'typical loading factor', while large firms tend to apply a conservative (low) 'typical loading factor'. Thus, the cost data of firms which apply standard costing methods, if used for the estimation of statistical cost functions, will impart a bias towards linearity.

The statistical $L A C$ is furthermore fallacious due to the observed fact that usually small firms work below their 'average' capacity, while large firms work above full capacity.

The last two 'regression-fallacy' arguments are valid for many industries for which cost functions have been statistically estimated.

## B. STUDIES BASED ON QUESTIONNAIRES

The most known and debated study in this group is the one conducted by Eiteman and Guthrie. ${ }^{1}$ The researchers attempted to draw inferences about the shape of the cost curves by the method of questionnaires. Selected firms were presented with various graphs of costs and were asked to state which shape they thought their costs were. Most of the firms reported that their costs would not increase in the long run, while they remain constant over some range of output. This is the same evidence as that provided by the statistical cost functions.

The Eiteman-Guthrie study has been criticised on the grounds that the authors did not ask the appropriate questions and did not interpret their results correctly. In particular it has been argued that businessmen might have interpreted the term 'capacity' to mean 'optimum operating capacity' or 'absolute capacity'.'

## C. ENGINEERING COST STUDIES

The engineering method is based on the technical relationships between inputs and output levels included in the production function. ${ }^{3}$ From available engineering information the researcher decides what are the optimal input combinations for producing any given level of output. These technically-optimal input combinations are multiplied by the prices of inputs (factors of production) to give the cost of the corresponding level of output. The cost function includes the cost of the optimal (least-cost) methods of producing various levels of output.

To illustrate the engineering method we will use L. Cookenboo's study of the costs of operation of crude-oil trunk-lines. ${ }^{4}$ The first stage in the engineering method involves the estimation of the production function, that is, the technical relation between inputs and output. In the case of crude-oil trunk-lines output ( $X$ ) was measured as barrels of crude oil per day. The main inputs in a pipeline system are 'pipe diameter', 'horse-power of pumps', 'number of pumping stations'. Cookenboo estimated from engineering information the production function

$$
X=(0.01046)^{-1 / 2.735} \cdot H^{0.37} \cdot D^{1.73}
$$

where $X=$ barrels per day (the study was restricted to outputs ranging between 25,000 and 400,000 barrels per day)
$H=$ horse-power
$D=$ pipe diameter
The production function is homogeneous of degree $2 \cdot 1$, that is, the returns to scale are approximately equal to 2 , implying that an increase in factor inputs by $k$ per cent leads to an increase of output by $2 k$ per cent. The input 'number of pumping stations', did not lend itself readily to a priori engineering estimation, and Cookenboo used for this input actual (historical) costs obtained from a pipeline company (after adjusting them for

[^36]abnormal weather conditions prevailing during the construction of the pumping stations).

The production function relating $X, H$ and $D$ will depend on several factors such as the density of the crude oil carried through the pipes, the wall thickness of pipe used, and so forth. Cookenboo estimated his 'engineering production function' for the typical 'Mid-Continent' crude oil, ${ }^{1}$ and for wall thickness of $\frac{1}{4}$-inch pipe throughout the length of pipes (allowing 5 per cent terrain variation, and assuming no influence of gravity on flow of crude oil).

The above production function was computed by the use of a hydraulic formula for computing horse-powers for various volumes of liquid flow in pipes (adjusted with appropriate constants for the crude oil of Mid-Continent type). The estimated engineering production function is shown in figure 4.43 (reproduced from Cookenboo's work).


Figure 4.43 Production function for crude-oil trunk pipelines (output measured in barrels per day)

The second stage in the engineering method is the estimation of the cost curves from the technical information provided by the engineering production function. From the production function it is seen that a given level of output can be technically produced with various combinations of the $D$ and $H$ inputs. In order to compute the long-run cost curve Cookenboo proceeded as follows. For each level of output he estimated the total cost of all possible combinations of $H$ and $D$, and he chose the least expensive of these combinations as the optimum one for that level of output. The long-run cost curve was then formed by the least-cost combinations of inputs for the production of each level of output included in his study.

The total cost (for each level of output) includes three items, the costs of $D$, the costs of $H$, and 'other costs':

The costs of pipe diameter (D). These include the cost of raw materials (steel, valves, corrosion protectives, and so forth) and the labour costs of laying 1000 miles of pipe (this being the unit length of piping of $\frac{1}{4}$-inch wall).
${ }^{1}$ This crude oil is of 60 SUS viscosity, $34^{\circ}$. API gravity.

The costs of horse-power $(\mathrm{H})$. These are the annual expenditures for electric power, labour and maintenance required to operate the pumping stations. Cookenboo included in this category the initial cost of pumping stations (costs of raw materials and labour costs).

Other costs. These include the initial costs of storing-tank capacity, surveying the right-of-way, damages to terrain crossed, a communications system, and the expenses of a central office force. Cookenboo assumes that these costs are proportional to output (or to the length of pipes), with the exception of the last item (expenses of the central office force), which, however, he considers as unimportant:

There are no significant per-barrel costs of a pipe line which change with length. The only such costs are those of a central office force; these are inconsequential in relation to total. Hence, it is possible to state that (other) costs per barrel-mile for a 1000 mile trunk line are representative of costs per barrel-mile of any trunk line.

The derived long-run average-cost curve from the engineering production function is shown in figure 4.44 (based on Cookenboo's work).


Figure 4.44 Costs per barrel of operating crude-oil trunk pipelines.

From his study Cookenboo concluded that the $L R$ costs fall continuously over the range of output covered by his study.

It should be noted that engineering cost studies are mainly concerned with the production costs and pay too little attention to the distribution (selling) and other administra-tive-managerial expenses. Given their nature, their findings are not surprising and cannot seriously challenge the $U$-shaped $L R$ curve of the traditional theory. The existence of technical economies in large-scale plants has not been questioned. Indeed, by their
design large-scale plants have a lower unit cost, otherwise firms would not be interested in switching to such production techniques as their market increased; they would rather prefer to expand by duplicating smaller-size plants with whose operations their labour force (and their administrative staff) is familiar. What has been questioned is the existence of managerial diseconomies at large scales of output. And engineering cost studies are not very well suited for providing decisive evidence about the existence of such diseconomies.

Engineering costs are probably the closest approximation to the economist's production costs, since they avoid the problems of changing technology (by concentrating on a given 'state of arts') and of changing factor prices (by using current price quotations furnished by suppliers). Furthermore, by their nature, they provide ex ante information about the cost-output relation, as economic theory requires. However, engineering costs give inadequate information about managerial costs and hence are poor approximations to the total $L A C$ of economic theory.

Another shortcoming of engineering cost studies is the underestimation of costs of large-scale plants obtained from extension of the results of the studies to levels of output outside their range. Usually engineering cost studies are based on a small-scale pilot plant. Engineers next project the input-output relations derived from the pilot plant to full-scale (large) production plants. It has often been found that the extension of the existing engineering systems to larger ranges of output levels grossly underestimates the costs of full-scale, large-size operations.

Finally, engineering cost studies are applicable to operations which lend themselves readily to engineering analysis. This is the reason why such studies have been found useful in estimating the cost functions of oil-refining, chemical industrial processes, nuclear-power generation. However, the technical laws underlying the transformation of inputs into outputs are not known with the desired detail for most of the manufacturing industry, where, as a consequence, the engineering technique cannot be applied.

## D. STATISTICAL PRODUCTION FUNCTIONS

Another source of evidence about the returns to scale are the statistical studies of production functions. Most of these studies show constant returns to scale, from which it is inferred that the costs are constant, at least over certain ranges of scale. Like the statistical cost functions, statistical production functions have been attacked on various grounds. Their discussion goes beyond the scope of this book. The interested reader is referred to A. A. Walters's article: 'Econometric Production and Cost Functions', Econometrica (1963).

## E. THE 'SURVIVOR TECHNIQUE'

This technique has been developed by George Stigler. ${ }^{1}$ It is based on the Darwinian doctrine of the survival of the fittest. The method implies that the firms with the lowest costs will survive through time:
(The basic postulate of the survivor technique) is that competition of different sizes of firms sifts out the more efficient enterprises.

Therefore by examining the development of the size of firms in an industry at different periods of time one can infer what is the shape of costs in that industry. Presumably,
${ }^{1}$ G. J. Stigler, 'The Economies of Scale', The Journal of Law and Economics (1958) pp. 54-71.
the survivor technique traces out the long-run cost curve, since it examines the development over time of firms operating at different scales of output.

In applying the survivor technique firms or plants in an industry are classified into groups by size, and the share of each group in the market output is calculated over time. If the share of a given group (class) falls, the conclusion is that this size is relatively inefficient, that is, it has high costs (decreasing returns). The criterion for the classification of firms into groups is usually the number of employees or the capacity of firms (as a percentage of the total output of the industry).

To illustrate the application of the survivor technique we present below the results of Stigler's study of the economies of scale of the steel industry of the U.S.A. The firms have been grouped into seven classes according to their percentage market share. From the data shown in table 4.4 Stigler concluded that during the two decades covered by his study there has been a continuous decline in the share of the small and the large firms in the steel industry of the U.S.A. Thus Stigler concluded that the small and the large firms are inefficient (have high costs). The medium-size firms increased or held their market share, so they constitute, according to Stigler, the optimum firm size for the steel industry in the U.S.A.

Table 4.4 Market share of firms of different sizes in the U.S.A. steel industry

| Groups <br> (criterion of classification: <br> per cent of industry capacity) | Market share over time: <br> en cent |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  |  | 1930 | 1938 | 1951 |
|  | under 0.5 | 7.16 | 6.11 | 4.65 |
| small size | $0.5-1$ | 5.94 | 5.08 | 5.37 |
|  | $1-2.5$ | 13.17 | 8.30 | 9.07 |
|  | $2.5-5$ | 10.64 | 16.59 | 22.21 |
| medium size | $5.0-10$ | 11.18 | 14.03 | 8.12 |
|  | $10-25$ | 13.24 | 13.99 | 16.10 |
| large size | over 25 | 38.67 | 35.91 | 34.50 |

Source: G. J. Stigler, 'The Economies of Scale', Journal of Law and Economics (1958).

These findings suggest that the long-run cost curve of the steel industry has a considerable flat stretch (figure 4.45):

Over a wide range of outputs there is no evidence of net economies or diseconomies of scale.
The survivor technique, although attractive for its simplicity, suffers from serious limitations. Its validity rests on the following assumptions, which are rarely fulfilled in the real world. It assumes that: (a) the firms pursue the same objectives; (b) the firms operate in similar environments so that they do not have locational (or other) advantages; (c) prices of factors and technology are not changing, since such changes might well be expected to lead to changes in the optimum plant size; (d) the firms operate in a very competitive market structure, that is, there are no barriers to entry or collusive agreements, since under such conditions inefficient (high-cost) firms would probably survive for long periods of time.


Figure 4.45 Long-run $A C$ curve for the steel industry of the U.S.A. as determined by the 'survivor technique'.

Even if conducted with the greatest care and in conditions where the above assumptions are fulfilled, the survivor technique indicates only the broad shape of the long-run cost curve, but does not show the actual magnitude of the economies or diseconomies of scale.

Another shortcoming of the survivor technique is that it cannot explain cases where the size distribution of firms remains constant over time. If the share of the various plant sizes does not change over time, this does not necessarily imply that all scales of plant are equally efficient. The size distribution of firms does not depend only on costs. Changes in technology and factor prices, entry barriers, collusive practices, objectives of firms and other factors as well as costs should be taken into account when analysing the size distribution of firms over time.

## VII. THE RELEVANCE OF THE SHAPE OF COSTS IN DECISION-MAKING

Knowledge of the cost functions is very important for optimal decision-making by the firm and the government.

Knowledge of the short-run costs is crucial for pricing and output decisions while the long-run costs provide useful information for planning the growth and investment policies of the firm.

The implications of the L -shaped cost curves for the theory of the firm and for economic theory as a whole have been discussed by various writers. ${ }^{1}$ Oliver Williamson ${ }^{2}$ and Rowley ${ }^{3}$ have examined in detail the effects of economies of scale on the problem of mergers and monopoly. The following examples are chosen as an illustration of the importance of the shape of costs in the theory of the firm.

## Costs and price-output decisions

As we will see in the remaining chapters of this book, costs are one of the main determinants of price in all market structures, and in all models pertaining to the explanation of the behaviour of the firm.
${ }^{1}$ See, for example, J. M. Clark, Competition as a Dynamic Process (Brookings Institution, 1961); P. Samuelson's article in Monopolistic Competition Theory: Studies in Impact (Wiley, 1966); N. Kaldor, 'The Irrelevance of Equilibrium Economics', Economic Journal (1972); P. J. D. Wiles, Price, Cost and Output (Blackwell, 1961).
${ }^{2}$ O. Williamson, 'Economies as an Antitrust Defense’, American Economic Review (1968).
${ }^{3}$ C. K. Rowley, Antitrust and Economic Efficiency (Macmillan, 1973).

The pure competition model breaks down unless the costs are $U$-shaped, since otherwise the size of the firm (its optimal output) is indeterminate (see Chapter 5).

In monopolistic competition the shape of the cost curves is of no particular importance; so long as the slope of the marginal cost is smaller than the slope of the marginal revenue curve the size of the firm is determinate. However, costs are one of the determinants of price and output both in the short run and in the long run, since the profit maximising position of the firm is determined by the marginalistic rule MC=MR (see Chapter 8).

Similar considerations hold for the equilibrium of the monopolist, who sets his price at the level defined by the intersection of his MC and MR curves. Thus, the cost curves are entering into the monopolist's price-output decisions explicitly (see Chapter 6).

In oligopolistic markets that operate with collusion, the level of costs is one of the main determinants of the bargaining power of the firms which enter collusive agreements. In cartels the costs of individual firms determine the supply of the industry and the price which will be set in the market, as well as the quota of each firm member, either by marginalistic calculations or by bargaining procedures (see Chapter 10).

In the traditional theory of price leadership the leader will be the firm with the lowest costs. Even if the leader is a large firm, its costs must be low if it is to enforce its leadership on the smaller firms (see Chapter 10).

The average-cost pricing practices (see Chapters 11-12) are based on detailed knowledge of the costs of the firm.

Managerial and behavioural models imply some form of collusion, which, as we said, is based on the cost structure of the firms (see Chapters 15, 16, 17, 18).

## Costs and barriers to entry

Costs, either in the form of an absolute cost advantage or in the form of minimum optimal scale of output, have been found the most important determinants of the height of barriers to entry in many industries. Preference barriers may in general be overcome if new firms are prepared to spend an adequate amount of money on research and development as well as on advertising and other selling activities. Such actions, of course, will raise the costs of the new firms and thus put them at a relative cost disadvantage. The lower the costs (at all levels of output) and the larger the minimum optimal scale (that is, the greater the economies of scale) the greater the entry barriers and hence the higher the price that firms in an industry can charge without attracting entry (see Chapters 13 and 14).

## Costs and market structure

Costs determine, to a large extent, the market structure. Given the size of the market, the greater the economies of scale, the smaller the number of firms in the industry. Thus, when the economies of large-scale production are important one should expect an oligopolistic market structure to emerge in the long run. If the economies of scale are not important one should in general expect a large number of firms in the industry.

## Costs and growth policy of the firm

Given the market size, the direction of growth of a firm is determined basically by cost considerations. If the long-run costs are $U$-shaped and the firm has exhausted the available economies of scale, further expansion in the same market will most probably take place by building up a new plant. If the firm is faced with a $U$-shaped scale curve and the market is stagnant, the firm will look for investment in other markets (diversification). Mergers and take-overs are based (among other things) on cost considerations. Similarly if cost advantages are expected from a vertical integration of the various
stages of production, the firm will sooner or later adopt such a policy. Integrated production may also be attractive as a means for preventing entry, since a new firm must enter with a similar integrated production organisation, which requires substantial initial capital outlays.

## Costs and the regulation of industry

A detailed knowledge of costs is also essential for the regulation of industry by the government. Regulatory authorities, such as the Monopoly Commission, require detailed information on the costs of the various firms before they decide to split up large firms, to encourage or prohibit mergers, to create a monopoly or dissolve an existing one in order to enhance competition. If there are too many, small firms in an industry in which economies of scale are substantial, the government can justify a policy aiming at the increase in the size of firms. On the other hand, if economies of scale are unimportant and the industry is highly concentrated, the government may decide to adopt policies aiming at the reduction of the size of the firm (for example, by forbidding mergers or breaking up the existing large firms).

The above are some illustrative examples of the importance of cost functions in optimal decision-making.

## PART TWO

## THEORY OF THE FIRM

## SECTION A

PERFECT COMPETITION MONOPOLY<br>MONOPOLISTIC COMPETITION

## 5. Perfect Competition

Perfect competition is a market structure characterised by a complete absence of rivalry among the individual firms. Thus perfect competition in economic theory has a meaning diametrically opposite to the everyday use of this term. In practice businessmen use the word competition as synonymous to rivalry. In theory, perfect competition implies no rivalry among firms.

## I. ASSUMPTIONS

The model of perfect competition is based on the following assumptions.

## Large numbers of sellers and buyers

The industry or market includes a large number of firms (and buyers), so that each individual firm, however large, supplies only a small part of the total quantity offered in the market. The buyers are also numerous so that no monopsonistic power can affect the working of the market. Under these conditions each firm alone cannot affect the price in the market by changing its output.

## Product homogeneity

The industry is defined as a group of firms producing a homogeneous product. The technical characteristics of the product as well as the services associated with its sale and delivery are identical. There is no way in which a buyer could differentiate among the products of different firms. If the product were differentiated the firm would have some discretion in setting its price. This is ruled out ex hypothesi in perfect competition.

The assumptions of large numbers of sellers and of product homogeneity imply that the individual firm in pure competition is a price-taker: its demand curve is infinitely elastic, indicating that the firm can sell any amount of output at the prevailing market


Figure 5.1
price (figure 5.1). The demand curve of the individual firm is also its average revenue and its marginal revenue curve (see page 156).

## Free entry and exit of firms

There is no barrier to entry or exit from the industry. Entry or exit may take time, but firms have ireedom of movement in and out of the industry. This assumption is supplementary to the assumption of large numbers. If barriers exist the number of firms in the industry may be reduced so that each one of them may acquire power to affect the price in the market.

## Profit maximisation

The goal of all firms is profit maximisation. No other goals are pursued.

## No government regulation

There is no government intervention in the market (tariffs, subsidies, rationing of production or demand and so on are ruled out).

The above assumptions are sufficient for the firm to be a price-taker and have an infinitely elastic demand curve. The market structure in which the above assumptions are fulfilled is called pure competition. It is different from perfect competition, which requires the fulfilment of the following additional assumptions.

## Perfect mobility of factors of production

The factors of production are free to move from one firm to another throughout the economy. It is also assumed that workers can move between different jobs, which implies that skills can be learned easily. Finally, raw materials and other factors are not monopolised and labour is not unionised. In short, there is perfect competition in the markets of factors of production.

## Perfect knowledge

It is assumed that all sellers and buyers have complete knowledge of the conditions of the market. This knowledge refers not only to the prevailing conditions in the current period but in all future periods as well. Information is free and costless. Under these conditions uncertainty about future developments in the market is ruled out.

Under the above assumptions we will examine the equilibrium of the firm and the industry in the short run and in the long run.

## II. SHORT-RUN EQUILIBRIUM

In order to determine the equilibrium of the industry we need to derive the market supply. This requires the determination of the supply of the individual firms, since the market supply is the sum of the supply of all the firms in the industry.

## A. EQUILIBRIUM OF THE FIRM IN THE SHORT RUN

The firm is in equilibrium when it maximises its profits ( $\Pi$ ), defined as the difference between total cost and total revenue:

$$
\Pi=T R-T C
$$

Given that the normal rate of profit is included in the cost items of the firm, $\Pi$ is the profit above the normal rate of return on capital and the remuneration for the riskbearing function of the entrepreneur. The firm is in equilibrium when it produces the output that maximises the difference between total receipts and total costs. The equilibrium of the firm may be shown graphically in two ways. Either by using the $T R$ and $T C$ curves, or the $M R$ and $M C$ curves.

In figure 5.2 we show the total revenue and total cost curves of a firm in a perfectly competitive market. The total-revenue curve is a straight line through the origin, showing that the price is constant at all levels of output. The firm is a price-taker and can sell any amount of output at the going market price, with its $T R$ increasing proportionately with its sales. The slope of the $T R$ curve is the marginal revenue. It is constant and equal to the prevailing market price, since all units are sold at the same price. Thus in pure competition $M R=A R=P$.


Figure 5.2
The shape of the total-cost curve reflects the $U$ shape of the average-cost curve, that is, the law of variable proportions. The firm maximises its profit at the output $X_{e}$, where the distance between the $T R$ and $T C$ curves is the greatest. At lower and higher levels of output total profit is not maximised: at levels smaller than $X_{A}$ and larger than $X_{B}$ the firm has losses.

The total-revenue-total-cost approach is awkward to use when firms are combined together in the study of the industry. The alternative approach, which is based on marginal cost and marginal revenue, uses price as an explicit variable, and shows clearly the behavioural rule that leads to profit maximisation.
In figure 5.3 we show the average- and marginal-cost curves of the firm together with its demand curve. We said that the demand curve is also the average revenue curve and


Figure 5.3
the marginal revenue curve of the firm in a perfectly competitive market. The marginal cost cuts the SATC at its minimum point. Both curves are $U$-shaped, reflecting the law of variable proportions which is operative in the short run during which the plant is constant. The firm is in equilibrium (maximises its profit) at the level of output defined by the intersection of the MC and the MR curves (point $e$ in figure 5.3). To the left of $e$ profit has not reached its maximum level because each unit of output to the left of $X_{e}$ brings to the firm a revenue which is greater than its marginal cost. To the right of $X_{e}$ each additional unit of output costs more than the revenue earned by its sale, so that a loss is made and total profit is reduced. In summary:
(a) If $M C<M R$ total profit has not been maximised and it pays the firm to expand its output.
(b) If $M C>M R$ the level of total profit is being reduced and it pays the firm to cut its production.
(c) If $M C=M R$ short-run profits are maximised.

Thus the first condition for the equilibrium of the firm is that marginal cost be equal to marginal revenue. However, this condition is not sufficient, since it may be fulfilled and yet the firm may not be in equilibrium. In figure 5.4 we observe that the condition
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$M C=M R$ is satisfied at point $e^{\prime}$, yet clearly the firm is not in equilibrium, since profit is maximized at $X_{e}>X_{e^{\prime}}$. The second condition for equilibrium requires that the MC be rising at the point of its intersection with the MR curve. This means that the MC must cut the $M R$ curve from below, i.e. the slope of the $M C$ must be steeper than the slope of the MR curve. In figure 5.4 the slope of $M C$ is positive at $e$, while the slope of the $M R$ curve is zero at all levels of output. Thus at $e$ both conditions for equilibrium are satisfied
(i) $M C=M R$
and
(ii) (slope of $M C$ ) $>$ (slope of $M R$ ).

It should be noted that the $M C$ is always positive, because the firm must spend some money in order to produce an additional unit of output. Thus at equilibrium the $M R$ is also positive.

The fact that a firm is in (short-run) equilibrium does not necessarily mean that it makes excess profits. Whether the firm makes excess profits or losses depends on the level of the $A T C$ at the short-run equilibrium. If the $A T C$ is below the price at equilibrium (figure 5.5) the firm earns excess profits (equal to the area $P A B e$ ). If, however, the $A T C$ is above the price (figure 5.6) the firm makes a loss (equal to the area FPeC). In the latter case the firm will continue to produce only if it covers its variable costs. Otherwise it will close down, since by discontinuing its operations the firm is better off: it mimimises its losses. The point at which the firm covers its variable costs is called 'the closing-down
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point.' In figure 5.7 the closing-down point of the firm is denoted by point $w$. If price falls below $P_{w}$ the firm does not cover its variable costs and is better off if it closes down.

## Mathematical derivation of the equilibrium of the firm

The firm aims at the maximisation of its profit

$$
\Pi=R-C
$$

where $\quad \Pi=$ profit
$R=$ total revenue
$C=$ total cost
Clearly $R=f_{1}(X)$ and $C=f_{2}(X)$, given the price $P$.
(a) The first-order condition for the maximisation of a function is that its first derivative (with respect to $X$ in our case) be equal to zero. Differentiating the total-profit function and equating to zero we obtain

$$
\frac{\partial \Pi}{\partial X}=\frac{\partial R}{\partial X}-\frac{\partial C}{\partial X}=0
$$

or

$$
\frac{\partial R}{\partial X}=\frac{\partial C}{\partial X}
$$

The term $\partial R / \partial X$ is the slope of the total revenue curve, that is, the marginal revenue. The term $\partial C / \partial X$ is the slope of the total cost curve, or the marginal cost. Thus the first-order condition for profit maximisation is

$$
M R=M C
$$

Given that $M C>0, M R$ must also be positive at equilibrium. Since $M R=P$ the first-order condition may be written as $M C=P$.
(b) The second-order condition for a maximum requires that the second derivative of the function be negative (implying that after its highest point the curve turns downwards). The second derivative of the total-profit function is

$$
\frac{\partial^{2} \Pi}{\partial X^{2}}=\frac{\partial^{2} R}{\partial X^{2}}-\frac{\partial^{2} C}{\partial X^{2}}
$$

This must be negative if the function has been maximised, that is

$$
\frac{\partial^{2} R}{\partial X^{2}}-\frac{\partial^{2} C}{\partial X^{2}}<0
$$

which yields the condition

$$
\frac{\partial^{2} R}{\partial X^{2}}<\frac{\partial^{2} C}{\partial X^{2}}
$$

But $\partial^{2} R / \partial X^{2}$ is the slope of the $M R$ curve and $\partial^{2} C / \partial X^{2}$ is the slope of the $M C$ curve. Hence the second-order condition may verbally be written as follows

$$
(\text { slope of } M R)<(\text { slope of } M C)
$$

Thus the $M C$ must have a steeper slope than the $M R$ curve or the $M C$ must cut the $M R$ curve from below. In pure competition the slope of the $M R$ curve is zero, hence the second-order condition is simplified as follows

$$
0<\frac{\partial^{2} C}{\partial X^{2}}
$$

which reads: the $M C$ curve must have a positive slope, or the $M C$ must be rising.

## B. THE SUPPLY CURVE OF THE FIRM AND THE INDUSTRY

The supply curve of the firm may be derived by the points of intersection of its MC curve with successive demand curves. Assume that the market price increases gradually. This causes an upward shift of the demand curve of the firm. Given the positive slope of the MC curve, each higher demand curve cuts the (given) MC curve to a point which lies to the right of the previous intersection. This implies that the quantity supplied by the firm increases as price rises. The firm, given its cost structure, will not supply any quantity (will close down) if the price falls below $P_{w}$, because at a lower price the firm does not cover its variable costs (figure 5.8). If we plot the successive points of intersection of $M C$ and the demand curves on a separate graph we observe that the supply curve of the individual firm is identical to its $M C$ curve to the right of the closing-down point $w$. Below $P_{w}$ the quantity supplied by the firm is zero. As price rises above $P_{w}$ the quantity supplied increases. The supply curve of the firm is shown in figure 5.9.

The industry-supply curve is the horizontal summation of the supply curves of the individual firms. It is assumed that the factor prices and the technology are given and that the number of firms is very large. Under these conditions the total quantity supplied in the market at each price is the sum of the quantities supplied by all firms at that price. In figure 5.10 we show the industry supply as a straight line with a positive slope. It should, however, be noted that the particular shape of the market-supply curve depends on the technology and on factor prices, as well as the size distribution of the firms in the industry. All firms are not usually of the same size. The particular size of each firm in perfect competition depends on the entrepreneurial efficiency of the businessman, which is traditionally considered as a random attribute.
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## C. SHORT-RUN EQUILIBRIUM OF THE INDUSTRY

Given the market demand and the market supply the industry is in equilibrium at that price which clears the market, that is at the price at which the quantity demanded is equal to the quantity supplied. In figure 5.10 the industry is in equilibrium at price $P$, at which the quantity demanded and supplied is $\bar{Q}$. However, this will be a short-run equilibrium, if at the prevailing price firms are making excess profits (figure 5.11) or losses (figure 5.12). In the long run, firms that make losses and cannot readjust their plant will close down. Those that make excess profits will expand their capacity, while excess profits will also attract new firms into the industry. Entry, exit and readjustment of the remaining firms in the industry will lead to a long-run equilibrium in which firms will just be earning normal profits and there will be no entry or exit from the industry.


Figure 5.10 Short-run industry equilibrium


Figure 5.11 Short-run equilibrium of a firm (excess profits)


Figure 5.12 Short-run equilibrium of a firm (losses)

## III. LONG-RUN EQUILIBRIUM

## A. EQUILIBRIUM OF THE FIRM IN THE LONG RUN

In the long run firms are in equilibrium when they have adjusted their plant so as to produce at the minimum point of their long-run $A C$ curve, which is tangent (at this point) to the demand curve defined by the market price. In the long run the firms will be earning just normal profits, which are included in the LAC. If they are making excess profits new firms will be attracted in the industry; this will lead to a fall in price (a down-
ward shift in the individual demand curves) and an upward shift of the cost curves due to the increase of the prices of factors as the industry expands. These changes will continue until the $L A C$ is tangent to the demand curve defined by the market price. If the firms make losses in the long run they will leave the industry, price will rise and costs may fall as the industry contracts, until the remaining firms in the industry cover their total costs inclusive of the normal rate of profit.

In figure 5.14 we show how firms adjust to their long-run equilibrium position. If the price is $P$, the firm is making excess profits working with the plant whose cost is denoted by $S A C_{1}$. It will therefore have an incentive to build new capacity and it will move along its $L A C$. At the same time new firms will be entering the industry attracted by the excess profits. As the quantity supplied in the market increases (by the increased production of expanding old firms and by the newly established ones) the supply curve in the market will shift to the right and price will fall until it reaches the level of $P_{1}$ (in figure 5.13) at which the firms and the industry are in long-run equilibrium. The $L A C$ in figure 5.14 is the final-cost curve including any increase in the prices of factors that may have taken place as the industry expanded.
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The condition for the long-run equilibrium of the firm is that the marginal cost be equal to the price and to the long-run average cost

$$
L M C=L A C=P
$$

The firm adjusts its plant size so as to produce that level of output at which the LAC is the minimum possible, given the technology and the prices of factors of production. At equilibrium the short-run marginal cost is equal to the long-run marginal cost and the short-run average cost is equal to the long-run average cost. Thus, given the above equilibrium condition, we have

$$
S M C=L M C=L A C=L M C=P=M R
$$

This implies that at the minimum point of the LAC the corresponding (short-run) plant is worked at its optimal capacity, so that the minima of the LAC and SAC coincide. On the other hand, the $L M C$ cuts the $L A C$ at its minimum point and the $S M C$ cuts the $S A C$ at its minimum point. Thus at the minimum point of the $L A C$ the above equality between short-run and long-run costs is satisfied.

## B. EQUILIBRIUM OF THE INDUSTRY IN THE LONG RUN

The industry is in long-run equilibrium when a price is reached at which all firms are in equilibrium (producing at the minimum point of their LAC curve and making
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just normal profits). Under these conditions there is no further entry or exit of firms in the industry, given the technology and factor prices. The long-run equilibrium of the industry is shown in figure 5.15 . At the market price, $P$, the firms produce at their minimum cost, earning just normal profits. The firm is in equilibrium because the level of output $X$

$$
L M C=S M C=P=M R
$$

This equality ensures that the firm maximises its profit.
At the price $P$ the industry is in equilibrium because profits are normal and all costs are covered so that there is no incentive for entry or exit. That the firms earn just normal profit (neither excess profits nor losses) is shown by the equality

$$
L A C=S A C=P
$$

which is observed at the minimum point of the $L A C$ curve. With all firms in the industry being in equilibrium and with no entry or exit, the industry supply remains stable, and, given the market demand ( $D D^{\prime}$ in figure 5.15), the price $P$ is a long-run equilibrium price.

Since the price in the market is unique, this implies that all firms in the industry have the same minimum long-run average cost. This, however, does not mean that all firms are of the same size or have the same efficiency, despite the fact that their $L A C$ is the same in equilibrium. The more efficient firms employ more productive factors of production and/or more able managers. These more efficient factors must be remunerated for their higher productivity, otherwise they will be bid off by the new entrants in the industry. In other words, as the price rises in the market the more efficient firms earn a rent which they must pay to their superior resources. Thus rents of more efficient factors become costs for the individual firm, and hence the LAC of the more efficient firms shifts upwards as the market price rises, even if the factor prices for the industry as a whole remain constant as the industry expands. In this situation the LAC of the old, more efficient, firms must be redrawn so as to be tangent at the higher market price. The LMC of the old firms is not affected by the rents accruing to its more productive factors. (It will be shifted only if the prices of factors for the industry in general increase.) Thus the more efficient firms will be in equilibrium, producing that output at which the redrawn LAC is at its minimum (at which point the $L A C$ is cut by the initial $L M C$ given that factor prices remain constant). Under these conditions, with the superior, more productive resources properly costed at their opportunity cost, all firms have the same unit cost in their long-run equilibrium. This is shown in figure 5.16. At the initial price $P_{0}$ the second firm was not in the industry as it could not cover its costs at that price. However, at the new price, $P_{1}$, firm $B$ enters the industry, making just normal profits. The estab-
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lished firm $A$ earns rents which are imputed costs, so that its $L A C$ shifts upwards and it reaches a new long-run equilibrium producing a higher level of output $\left(X_{A}^{\prime}\right)$.

## C. OPTIMAL RESOURCE ALLOCATION

In perfect competition the market mechanism leads to an optimal allocation of resources. The optimality is shown by the following conditions which prevail in the long-run equilibrium of the industry:
(a) The output is produced at the minimum feasible cost.
(b) Consumers pay the minimum possible price which just covers the marginal cost of the product, that is, price $=$ opportunity cost.
(c) Plants are used at full capacity in the long run, so that there is no waste of resources.
(d) Firms only earn normal profits.

In the long run these conditions prevail in all markets, so that resources are optimally allocated in the economy as a whole. If we assume for simplicity that there are only two commodities ( $x$ and $y$ ) produced in the economy we may present the allocation of the given resources of the economy with the familiar production-possibility curve. The preferences of the consumers in the economy may be shown by community indifference curves. Given the production-possibility curve and consumers' preferences, perfect competition will lead to the optimal allocation of resources under the following conditions:

Firstly, if the consumers' sovereignty, expressed by the price system (uncontrolled by any government intervention), reflects the correct ranking of preferences of the community.

Secondly, if there are no unexhausted economies of scale in any one industry.
Finally, if resources and technology are given; there is no growth in the economy and no technical progress.

If the above conditions are fulfilled, perfect competition leads to the optimal resource allocation defined by the point of tangency of the given production-possibility curve with the highest possible indifference curve. In figure 5.17 optimal allocation of resources is reached at point $e$. The economy uses up all the available resources (point $e$ lies on the


Figure 5.17 Optimal resource allocation in the economy
production-possibility curve) and consumers attain the highest possible welfare, given the available factors of production. The optimal allocation is attained at the prices $P_{x}$ and $P_{y}$ at which the levels of output of the two commodities are $0 X$ and $0 Y$.

## IV. DYNAMIC CHANGES AND INDUSTRY EQUILIBRIUM

In this section we will examine the predictions of the perfect competition model in the following situations:
A. A shift in the market demand
B. A shift in the costs following changes in factor prices
C. Imposition of a tax by the government.

## A. SHIFT IN THE MARKET DEMAND: CONSTANT-, INCREASING-AND DECREASING-COST INDUSTRIES

Assume that the market demand shifts to the right due to an increase in consumers' income (or to a change in the other determinants of market demand, e.g. increase in total population, etc.). In the short run the supply curve is given. Price will rise (to $P^{\prime}$ in figure 5.18 ) and the quantity supplied will increase (from $Q$ to $Q^{\prime}$ in figure 5.18) by an expansion of the production of the existing firms (from $X$ to $X^{\prime}$ in figure 5.19), which will be realising excess profits at the higher market price (equal to the area $A B C P^{\prime}$ ). In the long run the excess profits made by the established firms will attract new firms into
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the industry. This influx of firms will shift the market supply to the right and will cause price to fall below the short-run equilibrium level $\left(P^{\prime}\right)$. The new equilibrium price may remain above the original level, or it may return to the original level, depending on the size of the shift in the market supply, which reflects the cost conditions of the industry (the change in factor prices as the industry expands).

An industry is a constant-cost industry if the prices of factors of production employed by it remain constant as industry output expands. An industry is an increasing-cost industry if the prices of factors of production increase as the market expands. An industry is a decreasing-cost industry if the prices of factors of production decline as the market expands.

## Constant-cost industry

In figure 5.20 we show the case of long-run equilibrium of an industry which grows with constant costs. We start from an initial long-run equilibrium situation where the demand-curve price line of the firm is tangent to the long-run and the short-run average-total-cost curves at their minimum points. Assume that the market demand shifts from $D D^{\prime}$ to $D_{1} D_{1}^{\prime}$. In the short run price increases to $P^{\prime}$ and the existing firms increase their output, operating their plant above full capacity. The increased quantity is shown by a movement along the market supply $S S^{\prime}$. This situation, however, cannot persist in the long run because the excess profits attract entry. The resulting increase in the demand of factors of production is assumed not to raise their price, so that the $L A C$ curve does not shift upwards. The new firms will produce under the same LAC conditions as the already established firms. Entry will continue until the new supply curve $S_{1} S_{1}^{\prime}$ intersects the shifted-demand curve at the initial price $P$. If the market continues to grow, the industry-demand curve will shift further to the right $\left(D_{2} D_{2}^{\prime}\right)$ and the whole process will repeat itself. New firms will enter in the industry and the supply curve will shift to the right until it cuts the new demand curve at the initial price. The long-run industry supply is a straight line (abc in figure 5.20) parallel to the quantity-axis at the initial price level.
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## Increasing-cost industry

An industry is said to be an increasing-cost industry if its long-run supply curve has a positive slope, indicating that the prices of factors increase as the industry output expands.

The process of adjustment of the industry supply to the growing market demand under conditions of increasing costs is shown in figure 5.22. As the market demand
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shifts from its initial equilibrium $D D^{\prime}$ to the new level $D_{1} D_{1}^{\prime}$ price will increase in the short run (to $P_{1}$ ): an increase in the quantity supplied is forthcoming by existing firms working their plant beyond its optimal capacity. Excess profits will attract new firms in the industry. Now, however, we assume that the prices of factors increase as their demand expands.

The $L A C$ of all firms (existing as well as new) shifts upwards, while the $L M C$ shifts to the left with the increasing factor prices. This will tend to shift the industry supply to the left. However, at the same time, the quantity supplied increases as new firms enter the industry and thus the market supply will tend to shift to the right. The latter shift more than offsets the first, so that on balance the supply curve shifts outwards as price increases (otherwise the new firms would work by bidding away resources from the established firms, and industry output would be impossible to expand as required by the increase in the market price). The shift of the supply curve will lead to a fall in price (as compared with the short-run level $P_{1}$ ) if the increase in factor prices permits it. If, however, the increase in factor costs is substantial the new equilibrium price might stay at the short-run level despite the shift in supply. In any case the new market price will be higher than the original level and the long-run supply curve (efg in figure 5.22) will be upwards-sloping. In an increasing-cost industry output can expand in the long run only at an increasing supply price. ${ }^{1}$

## Decreasing-cost industry

An industry is said to be a decreasing-cost industry if its long-run supply curve has a negative slope, indicating that the prices of factors fall as the industry output expands.

The process of adjustment of the industry supply to the expanding market demand is shown in figure 5.24. As the market demand shifts to the right (from $D$ to $D_{1}$ ) price increases in the short run and entry is attracted. The ensuing increased demand for factors encourages their suppliers to innovate or improve their skills, so that factor costs become in fact lower per unit of output. In these circumstances we speak of external (to the industry and to the firm) economies ${ }^{2}$ (figure 5.24). The decline in factor prices

[^37]
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shifts the cost curves of individual firms downward (figure 5.25). The industry supply shifts so far to the right that price in the long run falls below the initial level. The long-run supply curve is the line hlm in figure 5.24 , which has a negative slope. This implies that if there are strong external economies the industry supply can expand in the long run at a decreasing price.

## B. PREDICTIONS OF THE PERFECT COMPETITION MODEL WHEN COSTS CHANGE

The effects of a change in costs depend on whether the change relates to the fixed or the variable costs of the firm.

## An increase in the fixed cost

Assume that the rents of the buildings (offices) occupied by a firm are raised. This will result in an upward shift in both the AFC and the ATC curves (figure 5.26). However, the $A V C$ and the $M C$ curves are not affected, since rents are an element of the fixed cost.

Given that the MC curve is the supply curve of the firm, the equilibrium position of the firm ( $e$ ) is not affected in the short run. Hence the same output will be produced and the market supply and price will not change in the short run.

However, assuming that the firm before the change in costs was in long-run equilibrium earning just normal profits, it will not now cover its higher (shifted) total average costs and will go out of business in the long run. Consequently in the long run the
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market-supply curve will shift upwards to the left; in the new equilibrium the output will be lower, the price higher, and there will be fewer firms in the industry (if the higher price does not cover the increased costs) (figure 5.27).

## An increase in the variable costs

Assume that market wages are increased. This will cause a shift of the $A V C$ the $A T C$ and the MC curves of the firm upwards to the left (figure 5.28). Given that the $M C$ is also the supply curve of the firm, the increase in the variable costs will result in a decrease in the quantity supplied by the firm at the going market price (from $x$ to $x^{\prime}$ in figure 5.28). Thus, even in the short run, the market-supply curve will shift upwards to the left and, given the market demand, price will rise. In the new market equilibrium the number of firms will be the same but the quantity will be lower and the price higher as compared with the initial equilibrium (figure 5.29).
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## C. EFFECT OF IMPOSITION OF A TAX

We will examine the effects of the imposition by the government of a lump-sum tax, a profits tax, and a specific tax, that is, a tax per unit of output.

## Imposition of a lump-sum tax (per period)

The analysis of the effects of a lump-sum tax is the same as in the case of an increase in the fixed cost examined in the previous section, since the lump-sum tax is like a fixed cost to the firm.

Thus in the short run the lump-sum tax will not affect the $M C$ cost curve and the firm will continue to produce the same output as before the imposition of the tax.

However, if the firm was earning just normal profits prior to the tax, it will not be covering its ATC at the going market price and will close down in the long run. Thus in the long run the market-supply curve will shift to the left as firms leave the industry; the output will be lower and the price higher as compared with the pre-tax equilibrium.

## Imposition of a profits tax

This tax takes the form of a percentage on the net profit of the firm. The effects of a profits tax are the same with those of a lump-sum tax. The profits tax, while reducing the profits (by adding to the cash expenses of the firm), will not affect its MC. Hence in the short run the equilibrium of the firm and the industry will not change.

However, in the long run, exit of firms will be inevitable if in the pre-tax period firms were earning just normal profits. In the long run the supply in the market would shift to the left and a new equilibrium would be reached with a higher price, a lower quantity produced and a smaller number of firms.

## Imposition of a specific sales tax

This takes the form of a given amount of money (e.g. 5p) per unit of output produced. Such a tax clearly affects the MC of the firm. The MC curve, which is also the supply curve of the firm, will shift upwards to the left, and the amount produced at the going price will be reduced.

The market-supply curve will shift upwards to the left and price will rise. The important question here is by how much will the price increase: will the increase in $P$ be smaller, equal, or greater than the specific tax? This is an important question because it relates to who is going to bear the specific sales tax: the consumer-buyer, the firm, or both?

The answer to this question is that the burden of the specific tax that will be borne by the consumer (buyer) depends on the price elasticity of supply, given the market demand. In general, the most elastic the market supply the higher the proportion of the tax that the consumer will bear and the less the burden of the firm from the specific tax.

So long as the market supply has a positive slope the specific tax will be paid partly by the buyer and partly by the firm. The burden to the firm will be smaller the greater the elasticity of supply. In other words, the firms will be able to pass on to the consumer more of the specific tax, the more elastic the market supply. This is illustrated in figures 5.30 and 5.31. The demand curve is identical in both figures and the initial (pre-tax) price is the same, but the supply in figure 5.31 is more elastic. Imposition of a specific tax equal to $a b$ raises the price by $\Delta P$ in figure 5.30 and by $\Delta P_{1}$ in figure 5.31. Clearly $\Delta P_{1}>\Delta P$, that is, the tax burden to the consumer is greater in the case of a more elastic supply curve (given the market demand).
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In the limiting case of a market-supply curve with infinite elasticity the increase in price is equal to the specific tax and the whole tax burden is borne by the consumer. In figure 5.32 the demand is the same as in figures 5.30 and 5.31 , but the supply is parallel to the horizontal axis, showing infinite price elasticity. The imposition of a specific tax equal to $a b$ (same as before) leads to an equal increase in the price: $\Delta P_{2}=a b$.

If the supply curve has a negative slope (figure 5.33) the imposition of a specific tax results in an increase in the price which is greater than the tax. In figure 5.33 the demand is identical as in the above-examined cases but the supply is negatively sloping (with its
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slope smaller than the slope of the $D D$ curve). Under these conditions a specific tax of $a b$ leads to an increase in the market price equal to $\Delta P_{3}$, which is obviously larger than the unit tax.

The analysis of the predictions of the perfect competition model when the environment changes is important. Such analysis will be attempted for other models of the behaviour of the firm. Comparison of the predictions of various models usually shows how to test the different theories and choose between them.

## 6. Monopoly

## I. DEFINITION

Monopoly is a market structure in which there is a single seller, there are no close substitutes for the commodity it produces and there are barriers to entry.

The main causes that lead to monopoly are the following. Firstly, ownership of strategic raw materials, or exclusive knowledge of production techniques. Secondly, patent rights for a product or for a production process. Thirdly, government licensing or the imposition of foreign trade barriers to exclude foreign competitors. Fourthly, the size of the market may be such as not to support more than one plant of optimal size. The technology may be such as to exhibit substantial economies of scale, which require only a single plant, if they are to be fully reaped. For example, in transport, electricity, communications, there are substantial economies which can be realised only at large scales of output. The size of the market may not allow the existence of more than a single large plant. In these conditions it is said that the market creates a 'natural' monopoly, and it is usually the case that the government undertakes the production of the commodity or of the service so as to avoid exploitation of the consumers. This is the case of the public utilities. Fifthly, the existing firm adopts a limit-pricing policy, that is, a pricing policy aiming at the prevention of new entry. Such a pricing policy may be combined with other policies such as heavy advertising or continuous product differentiation, which render entry unattractive. This is the case of monopoly established by creating barriers to new competition. ${ }^{1}$

## II. DEMAND AND REVENUE

Since there is a single firm in the industry, the firm's demand curve is the industrydemand curve. This curve is assumed known and has a downward slope (figure 6.1).

We will use a linear demand function for simplicity. We have examined the properties of this form of demand in Chapter 2. They may be summarised as follows:

1. The demand equation, ceteris paribus, is

$$
X=b_{0}^{*}-b_{1}^{*} P
$$

The clause ceteris paribus implies that all the other factors (such as income, tastes, other prices) which affect demand are assumed constant. Changes in these factors will shift the demand curve.
${ }^{1}$ See also Chapter 13.


Figure 6.1
2. The slope of the demand curve is

$$
\frac{d X}{d P}=-b_{1}^{*}
$$

3. The price elasticity of demand is

$$
e_{P}=\frac{d X}{d P} \cdot \frac{P}{X}=-b_{1}^{*} \cdot \frac{P}{X}
$$

That is, elasticity changes at any one point of the demand curve.
(a) At point $D$ the elasticity approaches infinity

$$
e_{P}=-b_{1}^{*} \cdot \frac{P}{X} \rightarrow \infty
$$

(b) At point $D^{\prime}$ the elasticity is zero

$$
e_{P}=-b_{1}^{*} \cdot \frac{P}{X}=-b_{1}^{*} \cdot \frac{0}{X}=0
$$

(c) At the mid point $C$ the price elasticity is unity

$$
e_{P}=-1
$$

4. The total revenue of the monopolist is

$$
R=P \cdot X
$$

Solving the demand equation for $P$ we find

$$
P=\frac{b_{0}^{*}}{b_{1}^{*}}-\frac{1}{b_{1}^{*}} X \infty
$$

Setting $\left(b_{0}^{*} / b_{1}^{*}\right)=b_{0}$ and $\left(1 / b_{1}^{*}\right)=b_{1}$ we may rewrite the price equation as

$$
P=b_{0}-b_{1} X
$$

Substituting into the revenue equation we find

$$
R=P X=\left(b_{0}-b_{1} X\right) X
$$

or

$$
R=b_{0} X-b_{1} X^{2}
$$

5. The average revenue is equal to the price:

$$
A R=\frac{R}{X}=\frac{P X}{X}=P=b_{0}-b_{1} X
$$

Thus the demand curve is also the $A R$ curve of the monopolist.
6. The marginal revenue is:

$$
\frac{d R}{d X}=\frac{d\left(b_{0} X-b_{1} X^{2}\right)}{d X}=b_{0}-2 b_{1} X
$$

That is, the $M R$ is a straight line with the same intercept as the demand curve, but twice as steep.

The general relation between $P$ and $M R$ is found as follows. Given

$$
\begin{aligned}
R & =P X \\
M R & =\frac{d R}{d X}=P \frac{d X}{d X}+X \frac{d P}{d X}
\end{aligned}
$$

or

$$
M R=P+X \cdot \frac{d P}{d X}
$$

The marginal revenue is at all levels of output smaller than $P$, given that

$$
P=M R-X \frac{d P}{d X}
$$

and the term $(X(d P / d X))$ is positive (since the slope of the demand curve $(d P / d X)>0)$. Hence $P>M R$.

Intuitively, since demand is negatively sloping, the firm must lower its price if it is to sell an additional unit. The net change in total revenue, the $M R$, is the new (lower) price from selling the additional $n$th unit minus the loss the firm realises from selling all previous units $/ n-1$ ) at the lower price:

$$
M R_{2}=P_{2}-(n-1)\left(P_{1}-P_{2}\right)
$$

Thus $M R_{2}<P_{2}$, given $(n-1)>0$ and $\left(P_{1}-P_{2}\right)>0$
7. The relationship between $M R$ and price elasticity $e$ is

$$
M R=P\left(1-\frac{1}{e}\right)
$$

## Proof

We established that

$$
M R=\frac{d R}{\partial X}=P+X \frac{\partial P}{\partial X}
$$

The price elasticity of demand is defined as

$$
e_{P}=-\frac{\partial X}{\partial P} \cdot \frac{P}{X}
$$

Inverting this relation we obtain

$$
\frac{1}{e}=-\frac{\partial P}{d X} \cdot \frac{X}{P}
$$

Solving for $d P / d X$ we find

$$
\frac{d P}{d X}=-\frac{1}{e} \cdot \frac{P}{X}
$$

Substituting in the expression of the $M R$ we get

$$
M R=P+X\left(-\frac{1}{e} \cdot \frac{P}{X}\right)
$$

or

$$
M R=P\left(1-\frac{1}{e}\right)
$$

Q.E.D.

## III. COSTS

In the traditional theory of monopoly the shapes of the cost curves are the same as in the theory of pure competition. The $A V C, M C$ and $A T C$ are $U$-shaped, while the $A F C$ is a rectangular hyperbola. However, the particular shape of the cost curves does not make any difference to the determination of the equilibrium of the firm, provided that the slope of the $M C$ is greater than the slope of the $M R$ curve (see below).

One point should be stressed here. The MC curve is not the supply curve of the monopolist, as is the case in pure competition. In monopoly there is no unique relationship between price and the quantity supplied (see below, p. 177).

## IV. EQUILIBRIUM OF THE MONOPOLIST

## A. SHORT-RUN EQUILIBRIUM

The monopolist maximises his short-run profits if the following two conditions are fulfilled: Firstly, the $M C$ is equal to the $M R$. Secondly, the slope of $M C$ is greater than the slope of the $M R$ at the point of intersection.

In figure 6.2 the equilibrium of the monopolist is defined by point $\varepsilon$, at which the $M C$ intersects the $M R$ curve from below. Thus both conditions for equilibrium are fulfilled. Price is $P_{M}$ and the quantity is $X_{M}$. The monopolist realises excess profits equal to the shaded area $A P_{M} C B$. Note that the price is higher than the $M R$.

In pure competition the firm is a price-taker, so that its only decision is output determination. The monopolist is faced by two decisions: setting his price and his output. However, given the downward-sloping demand curve, the two decisions are interdependent. The monopolist will either set his price and sell the amount that the market will take at it, or he will produce the output defined by the intersection of MC and $M R$, which will be sold at the corresponding price, $P$. The monopolist cannot decide independently both the quantity and the price at which he wants to sell it. The crucial condition for the maximisation of the monopolist's profit is the equality of his MC and the $M R$, provided that the $M C$ cuts the $M R$ from below.


Figure 6.2

Formal derivation of the equilibrium of the monopolist
Given the demand function

$$
X=g(P)
$$

which may be solved for $P$

$$
P=f_{1}(X)
$$

and given the cost function

$$
C=f_{2}(X)
$$

The monopolist aims at the maximisation of his profit

$$
\Pi=R-C
$$

(a) The first-order condition for maximum profit $\Pi$

$$
\begin{aligned}
& \frac{\partial \Pi}{\partial X}=0 \\
& \frac{\partial \Pi}{\partial X}=\frac{\partial R}{\partial X}-\frac{\partial C}{\partial X}=0
\end{aligned}
$$

or

$$
\frac{\partial R}{\partial X}=\frac{\partial C}{\partial X}
$$

that is $\quad M R=M C$
(b) The second-order condition for maximum profit

$$
\begin{gathered}
\frac{\partial^{2} \Pi}{\partial X^{2}}<0 \\
\frac{\partial^{2} \Pi}{\partial X^{2}}=\frac{\partial^{2} R}{\partial X^{2}}-\frac{\partial^{2} C}{\partial X^{2}}<0
\end{gathered}
$$

or

$$
\frac{\partial^{2} R}{\partial X^{2}}<\frac{\partial^{2} C}{\partial X^{2}}
$$

that is

$$
\left[\begin{array}{c}
\text { slope } \\
\text { of } M R
\end{array}\right]<\left[\begin{array}{c}
\text { slope } \\
\text { of } M C
\end{array}\right]
$$

## A numerical example

Given the demand curve of the monopolist

$$
X=50-0.5 P
$$

which may be solved for $P$

$$
P=100-2 X
$$

Given the cost function of the monopolist

$$
C=50+40 X
$$

The goal of the monopolist is to maximise profit

$$
\Pi=R-C
$$

(i) We first find the $M R$

$$
\begin{aligned}
R & =X P=X(100-2 X) \\
R & =100 X-2 X^{2} \\
M R & =\frac{\partial R}{\partial X}=100-4 X
\end{aligned}
$$

(ii) We next find the MC

$$
\begin{aligned}
C & =50+40 X \\
M C & =\frac{\partial C}{\partial X}=40
\end{aligned}
$$

(iii) We equate $M R$ and $M C$

$$
\begin{gathered}
M R=M C \\
100-4 X=40 \\
X=15
\end{gathered}
$$

(iv) The monopolist's price is found by substituting $X=15$ into the demand-price equation

$$
P=100-2 X=70
$$

(v) The profit is

$$
\Pi=R-C=1050-650=400
$$

This profit is the maximum possible, since the second-order condition is satisfied:
(a) from

$$
\frac{\partial C}{\partial X}=40
$$

we have

$$
\frac{\partial^{2} \mathrm{C}}{\partial X^{2}}=0
$$

(b) from

$$
\frac{\partial R}{\partial X}=100-4 X \quad \text { we have } \quad \frac{\partial^{2} R}{\partial X^{2}}=-4
$$

Clearly -4 $<0$.

We may now re-examine the statement that there is no unique supply curve for the monopolist derived from his MC. Given his MC, the same quantity may be offered at different prices depending on the price elasticity of demand. Graphically this is shown in figure 6.3. The quantity $X$ will be sold at price $P_{1}$ if demand is $D_{1}$, while the same
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Figure 6.4
quantity $X$ will be sold at price $P_{2}$ if demand is $D_{2}$. Thus there is no unique relationship between price and quantity. Similarly, given the MC of the monopolist, various quantities may be supplied at any one price, depending on the market demand and the corresponding $M R$ curve. In figure 6.4 we depict such a situation. The cost conditions are represented by the $M C$ curve. Given the costs of the monopolist, he would supply $0 X_{1}$, if the market demand is $D_{1}$, while at the same price, $P$, he would supply only $0 X_{2}$ if the market demand is $D_{2}$.

## B. LONG-RUN EQUILIBRIUM

In the long run the monopolist has the time to expand his plant, or to use his existing plant at any level which will maximise his profit. With entry blocked, however, it is not
necessary for the monopolist to reach an optimal scale (that is, to build up his plant until he reaches the minimum point of the $L A C$ ). Neither is there any guarantee that he will use his existing plant at optimum capacity. What is certain is that the monopolist will not stay in business if he makes losses in the long run. He will most probably continue to earn supernormal profits even in the long run, given that entry is barred. However, the size of his plant and the degree of utilisation of any given plant size depend entirely on the market demand. He may reach the optimal scale (minimum point of $L A C$ ) or remain at suboptimal scale (falling part of his $L A C$ ) or surpass the optimal scale (expand beyond the minimum $L A C$ ) depending on the market conditions. In figure 6.5 we depict


Figure 6.5 Monopolist with suboptimal plant and excess capacity
the case in which the market size does not permit the monopolist to expand to the minimum point of $L A C$. In this case not only is his plant of suboptimal size (in the sense that the full economies of scale are not exhausted) but also the existing plant is underutilised. This is because to the left of the minimum point of the LAC the SRAC is tangent to the $L A C$ at its falling part, and also because the short-run $M C$ must be equal to the $L R M C$. This occurs at $\varepsilon$, while the minimum $L A C$ is at $b$ and the optimal use of the existing plant is at $a$. Since it is utilised at the level $\varepsilon^{\prime}$, there is excess capacity.

In figure 6.6 we depict the case where the size of the market is so large that the monopolist, in order to maximise his output, must build a plant larger than the optimal and overutilise it. This is because to the right of the minimum point of the LAC the SRAC


Figure 6.6 Monopolist operating in a large market: his plant is larger than the optimal (e) and it is being overutilised (at $\varepsilon^{\prime}$ ).
and the $L A C$ are tangent at a point of their positive slope, and also because the SRMC must be equal to the LAC. Thus the plant that maximises the monopolist's profits leads to higher costs for two reasons: firstly because it is larger than the optimal size, and secondly because it is overutilised. This is often the case with public utility companies operating at national level.

Finally in figure 6.7 we show the case in which the market size is just large enough to permit the monopolist to build the optimal plant and use it at full capacity.


Figure 6.7
It should be clear that which of the above situations will emerge in any particular case depends on the size of the market (given the technology of the monopolist). There is no certainty that in the long run the monopolist will reach the optimal scale, as is the case in a purely competitive market. In monopoly there are no market forces similar to those in pure competition which lead the firms to operate at optimum plant size (and utilise it at its full capacity) in the long run.

## V. PREDICTIONS OF THE MONOPOLY MODEL IN DYNAMIC SITUATIONS

In this section we will examine the effects on the monopolist's equilibrium of (a) a shift in the market demand, (b) a change in costs, (c) the imposition of a tax by the government.

## A. Shift in the market demand

We saw in Chapter 5 that an upward shift in the market demand resulted (in the short run) in a new market equilibrium with a higher price and a lower quantity. In a monopoly market this may not be so. An upward shift of the market demand (provided that the new demand does not intersect the initial one) will result in a new market equilibrium in which the quantity produced will be larger, but the price may increase, remain constant or decrease. Let us examine these possibilities.

In the new equilibrium the price may remain constant while the quantity supplied increases. This case is shown in figure 6.8. Assume that the new demand curve is $D_{2}$, to the right of $D_{1}$. The shift in $D$ will lead to a shift of the $M R$ curve (from $M R_{1}$ to $M R_{2}$ ). Given the marginal-cost curve of the monopolist, the new equilibrium position is $\varepsilon^{\prime}$ where the price is the same as before, but the quantity produced is larger ( $0 X_{2}<0 X_{1}$ ).


Figure 6.8
In this case the total revenue of the monopolist will increase $\left(0 P B X_{2}>0 P A X_{1}\right)$. Furthermore his profits will be larger, because the monopolist's SATC will be decreasing over the range between $X_{1}$ and $X_{2}$. This is so because the SMC curve cuts the SATC curve at its minimum point. Thus if at the initial equilibrium the monopolist was earning excess profits (equal to PKCA in figure 6.9), his SATC must have been above his SMC curve, and the SATC must have been declining, since it is impossible for it to start rising before it has been intersected by the SMC curve. Assume that the point of intersection of the SATC and the SMC curves occurs at the level of output $X_{3}$. It is clear that at $X_{2}$ the SATC is smaller than at the level $X_{1}$. Hence the total excess profit of the monopolist increases if the price remains constant while his demand increases ( $P K^{\prime} M B>P K C A$ in figure 6.9.)


Figure 6.9
In the new equilibrium both the quantity and the price of the monopolist may be greater as compared to the initial equilibrium. This case is shown in figure 6.10. If the demand shifts to $D_{2}$ (above $D_{1}$ ) the new equilibrium is $\varepsilon^{\prime}$, at which the price as well as the quantity supplied by the monopolist are greater than at the original equilibrium $\varepsilon$ (clearly $P_{2}>P_{1}$, and $0 X_{2}>0 X_{1}$ ).
In the new equilibrium the price may be lower than the initial while the quantity is larger. This is shown in figure 6.11.

If demand shifts to $D_{2}$ the quantity in the new equilibrium will be larger $\left(0 X_{2}>0 X_{1}\right)$ and it will be sold at a lower price ( $P_{2}<P_{1}$ ).


Figure 6.10


Figure 6.11
It should be clear that the effects of the shift in demand depend on the extent of the shift and on the price elasticity of demand. When demand shifts its elasticity is changing at any one price. If the new demand curve lies above the original and has a substantially greater elasticity (at the original price level), it may be profitable for the monopolist not only to increase his output, but also to sell it at a lower price.

## B. AN INCREASE IN THE COSTS OF THE MONOPOLIST

The analysis of the effects of a change in costs of the monopolist is the same as in the case of pure competition.

An increase in fixed costs. If the fixed costs of the monopolist increase, his short-run equilibrium will not be affected, since his demand is given and his SMC is not affected by changes in fixed costs. This is the same result as in pure competition.

In the long run also the equilibrium of the monopolist will not be affected so long as the increase in fixed costs are covered by excess profits. If, however, the increase in fixed costs is so substantial as to make the SATC shift above the market demand, the monopolist will close down, since at all levels of output he will not be able to cover his total costs.

An increase in the variable costs. If the variable costs increase, the MC curve of the monopolist will shift upwards to the left with the consequence of a reduction in the output and an increase in the price. The same direction of changes are obtained in a pure competition model. The difference between the two markets is that the changes in price and market output will be greater in pure competition. This is due to the fact that the monopolist equates his $M C$ to his $M R$ (and not to price) while the firms in pure competition equate $M C$ to price. The slope of the $M R$ of the monopolist is steeper than the slope of his $A R$ curve, while in pure competition the two curves are the same ( $M R=A R=P$ ). Consequently the same vertical (upwards) shift of the $M C$ in the two markets results in a smaller decrease in the quantity of the monopolist and hence to a smaller increase in the price as compared with the purely competitive market. This is shown in figures 6.12 and 6.13. In both cases it is assumed that the market demand is the same and the increase in the variable costs shifts the MC curves of the firms identically. Yet the increase in price and the decline in the quantity are more accentuated in the purely competitive market. This leads to the conclusion that price fluctuations and employment changes caused by changes in factor prices will tend to be wider in pure competition than in monopoly (given the market demand).


Figure 6.12 Pure competition


Figure 6.13 Monopoly

## C. imposition of a tax -

We will examine the effects on the equilibrium of the monopolist of (a) a lump-sum tax, (b) a profits tax, (c) a specific sales tax.

Imposition of a lump-sum tax (per period). In the case of a monopolist we need not distinguish between the short run and the long run as we did in the purely competitive market because in general the monopolist realises some excess profits both in the short run and in the long run. Under these conditions the imposition of a lump tax will reduce the excess profits of the monopolist because it will increase his total fixed cost. However, the $M C$ curve of the monopolist will not be affected, and hence the equilibrium in the monopoly market will remain the same even in the long run (provided that the lump-sum tax does not exceed the supernormal profits of the monopolist).

Imposition of a profits tax. The effects of taxes on the monopoly profits on the equilibrium of the monopolist are the same as in the case of the lump-sum tax: the profits tax reduces the abnormal (monopoly) profits, but the equilibrium in the market is not affected, so long as the profits tax does not bite into the normal profits of the monopolist, since in this event the monopolist will not be covering his total costs (inclusive of his normal profit) and will close down.

Imposition of a specific sales tax. The effects of a specific tax on the output of the monopolist are broadly the same with those in a purely competitive market.

The imposition of the specific tax will shift the MC curve of the monopolist upwards, which will result in a change of his equilibrium; in the new equilibrium position ( $\varepsilon^{\prime}$ ) the price will be higher and the quantity smaller as compared with the initial equilibrium. This is the same qualitative prediction with the model of pure competition.

The change in the price of the monopolist may be smaller, equal or greater than the specific tax, as in the case of pure competition. However, in the monopoly market we do not distinguish between the short run and the long run, since the conditions of equilibrium are the same in both periods.

Firstly. If the MC of the monopolist has a positive slope, the increase in the price will be smaller than the specific tax, as in the case of pure competition. The monopolist will pass to the consumer part of the specific tax (in figure $6.14 \Delta P<\operatorname{tax}$ ).
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Secondly. If the MC of the monopolist is horizontal, the monopolist will raise the price, but not by the full amount of the tax, as is the case in pure competition. Even when his $M C$ curve is infinitely elastic, the monopolist will bear some amount of the specific $\operatorname{tax}$ (in figure $6.15 \Delta P<\operatorname{tax}$ ).

Thirdly. The examination of the conditions under which the monopolist can pass the total tax to the consumer by charging a suitably higher price, or can raise the price more than the amount of the tax, is too complicated to be attempted here. The interested reader is referred to textbooks on public finance and public policy.

## VI. COMPARISON OF PURE COMPETITION AND MONOPOLY

When comparing any two models we will be looking at the following aspects.

1. Goals of the firm
2. Assumptions of models regarding:
(a) Product
(b) Number of sellers (and buyers)
(c) Entry conditions
(d) Cost conditions
(e) Degree of knowledge
3. Implications of assumptions for the behaviour of the firm
(a) Shape of demand
(b) Atomistic behaviour or interdependence
(c) Policy variables of the firm and main decisions
4. Comparison of basic magnitudes at equilibrium (long-run)
(a) Price (and price elasticity of demand)
(b) Output
(c) Profit
(d) Capacity utilisation (economies of scale)
5. Predictions of the models
(a) Shift in market demand
(b) Shift in costs
(c) Imposition of a tax

Comparing perfect competition and monopoly in the light of the above methodological scheme we derive the following conclusions:

## Goals of the firm

In both models the firm has a single goal, that of profit maximisation. Indeed the whole concept of rational behaviour is defined in terms of profit maximisation: the firm is rational when its behaviour aims at the maximisation of profit.

In both models the owner of the firm is also the manager-entrepreneur. There is no separation of ownership and management in these traditional models.

## Assumptions

The product is homogeneous in pure competition. In monopoly the product may or may not be homogeneous. The main feature of monopoly is that the total supply of the product is concentrated in a single firm.

In pure competition there is a large number of sellers, so that each one cannot affect the market price by changing his supply. In monopoly there is a single seller in the market.

In pure competition entry (and exit) is free in the sense that there are no barriers to entry. However, in the short run entry is not easy: entry is a long-run phenomenon. In monopoly entry is blockaded by definition.

In both models the cost conditions are such as to give rise to $U$-shaped cost curves both in the short run and in the long run. The plant is planned to produce a single level of output with minimum cost. There is no flexibility (reserve capacity) in the plant. In the short run the $U$-shape is due to the inevitable results of the law of eventually diminishing returns of the variable factors (or law of variable proportions). In the long run all factors are variable, but eventually the efficiency of management declines and this causes the LAC curve to turn upwards beyond a certain (optimal) scale of output.

Perfect knowledge is assumed in both market structures. Uncertainty is dealt with (in the neoclassical versions of pure competition) by assuming that the firm knows the results of any action up to a probability distribution. Having this knowledge, the firm has a certain time horizon and aims at the maximisation of the present value of its future stream of net profits.

Obtaining information about the present or the future requires some expense. Information or search activity is decided on marginalistic rules, by equating the MC of information to its $M R$.

## Behavioural rules of the firm

Given the assumptions of large numbers and homogeneous product, the demand curve in pure competition is perfectly elastic, showing that the firm is a price-taker. In monopoly the demand of the firm is also the demand of the industry and hence is negatively sloping.

The only decision (and policy variable) of the firm in pure competition is the determination of its output. There is no room for selling activities, since the firm can sell any amount of output it can produce. Some economists argue that there is no incentive for research and development for the firm in the purely competitive market, since the firm can sell whatever it wishes without such activities. Others argue that the urge for technological research is strong in pure competition, since the firm can increase its profits only by decreasing its costs, something that can be achieved only with research and development in new methods of production. Such arguments are not conclusive, and empirical evidence can hardly be expected to support or refute them, since pure competition does not exist in most economic activities.

The monopolist can determine either his output or his price, but not both, since once one of these policy variables is decided, the other is simultaneously determined. The monopolist may change the style of his product and/or indulge in research and development activities, especially if there is danger of development of close substitutes in other industries. Under these conditions the monopolist may also undertake heavy advertising and other selling activities. Thus the monopolist has more policy variables at his disposal (product, price, research and development, advertising, etc.). Whether he will make use of these instruments and to what extent, is a matter highly debated in theory and in practice. In general the use of such instruments as product differentiation, advertising, $R \& D$ expenditures, depends on the threat of potential competition from new similar products, or on social and governmental pressures.

In both markets the firm acts atomistically, that is, it takes the decisions which will maximise its profit, ignoring the reactions of other firms (in the same or other industries).

In both markets the decisions are taken by applying the marginalistic rule

$$
M C=M R
$$

Both models are basically static. Although a distinction is made between the short run and the long run, it is assumed that the long run consists of identical time periods, which are independent: the decisions taken in one period do not affect the profits in other periods. Thus short-run profit maximisation leads to long-run profit maximisation.

## Comparison of long-run market equilibrium

Given the cost conditions, in monopoly the level of output will generally be lower and the price higher as compared with pure competition. This is due to the fact that in pure competition the firm produces at optimum cost (minimum point on the LAC curve) and earns just normal profit, while the monopolist usually earns abnormal profits even in the long run. Under such conditions price will be higher in monopoly and output lower, as compared with pure competition.

The market elasticity of demand in equilibrium may assume any value in a purely competitive market. In monopoly the price elasticity must be greater than unity in equilibrium, because if $|e|<1$ the monopolist can increase his revenue by increasing his price.

The firm in pure competition produces at optimum cost in long-run equilibrium, that is, at the minimum point of the LAC curve: there are neither unexhausted economies of scale nor diseconomies of large-scale production. In monopoly there is no
certainty that the monopolist will produce at minimum long-run costs. He may never reach the lowest point of the $L A C$, or he may overshoot it, depending on the market size.

The supply of a purely competitive firm is uniquely determined: it is its MC curve above its intersection with the variable costs of the firm.

In monopoly the supply function is not uniquely determined: the same quantity may be offered at different prices, or the same price may be charged for different quantities, depending on the demand in the market (and given the monopolist's cost structure). Thus the monopolist's MC curve is not its supply curve.

In pure competition there are no abnormal profits in the long run. In monopoly abnormal profits are usually earned both in the short run and in the long run.

## Comparison of predictions

Shift in market demand. In pure competition an increase in market demand will lead to an increase in price and in output in the short run. In the long run the output will be larger, but price may return to its initial level (constant-cost industry), remain above the original level (increasing-cost industry), or fall below the original level (decreasing-cost industry).

In monopoly we do not distinguish between $S R$ and $L R$. A shift of the demand above the original level will result in an increase in output, which may be sold at the same, a higher or a lower price, depending on the extent of the shift in the demand and the change in its elasticity.

A shift in costs. An increase in fixed costs in pure competition will not change the firm's output in the short run since $M C$ is not affected. In the long run firms will close down if they do not cover their higher total average costs.
The monopolist will not change his output in the short run or in the long run. Only if the increase in fixed costs wipes out the abnormal profits and reduces the normal profit of the monopolist, will he go out of business.

With an increase in variable costs the $M C$ is shifted upwards, output is reduced and price increases in both market structures. However, the changes in output and price will be more accentuated in pure competition, ceteris paribus.

Imposition of a tax. The imposition of a lump-tax in pure competition will not lead to a change in output and price in the short run. However, the shift in the TFC will put firms out of business (if they were earning just normal profits in the pre-tax situation), so that market output will decline and price will rise in the long run.
In monopoly a lump-tax will not affect the market equilibrium in the short run or in the long run, so long as the monopolist continues to earn some abnormal profits.

The effects of a profits tax are the same (in both markets) as in the case of the imposition of the lump-tax.

In pure competition a specific sales tax will be passed partly on to the consumer so long as the supply curve has a positive slope. The higher the elasticity of supply the more of the tax burden will be shifted to the consumer. If the supply is perfectly elastic, $\Delta P=\operatorname{tax}$ and the whole tax is passed to the consumer.

In monopoly the monopolist will bear some of the tax burden even if his MC is parallel to the output axis.

## VII. THE MULTIPLANT FIRM

In this section we shall examine the case of a monopolist who produces a homogeneous product in different plants. We shall restrict the analysis to two plants for simplicity. However, the analysis may easily be generalised to any number of plants.

Assume that the monopolist operates two plants, $A$ and $B$, each with a different cost structure (figures 6.16 and 6.17). He has to make two decisions: Firstly, how much output to produce altogether and at what price to sell it so as to maximise profit. Secondly, how to allocate the production of the optimal (profit-maximising) output between the two plants.

The monopolist is assumed to know his market demand (and the corresponding $M R$ curve) and the cost structure of the different plants. The total $M C$ curve of the monopolist may be computed from the horizontal summation of the $M C$ curves of the individual plants

$$
M C=M C_{1}+M C_{2}
$$

Given the $M R$ and $M C$ curves, the monpolist can define the total output and the price at which it must be sold in order to maximise his profit from the intersection of these two curves (point $\varepsilon$ in figure 6.18).


Figure 6.16 Plant $A$


Figure 6.17 Plant $B$


Figure 6.18 Total market

The allocation of production between the plants is decided by the marginalistic rule

$$
M C_{1}=M C_{2}=M R
$$

In other words, the monopolist maximises his profit by utilising each plant up to the level at which the marginal costs are equal to each other and to the common marginal revenue. This is because if the $M C$ in one plant, say plant $A$, is lower than the marginal cost of plant $B$, the monopolist would increase his profit by increasing the production in $A$ and decreasing it in $B$, until the condition

$$
M C_{1}=M C_{2}=M R
$$

is fulfilled.
Graphically the equilibrium of the multiplant monopolist may be defined as follows. The total profit-maximising output and its price is defined by the intersection of MC and $M R$ curves (point $\varepsilon$ in figure 6.18). From the point of intersection we draw a line, parallel to the $X$ axis, until it intersects the individual $M C_{1}$ and $M C_{2}$ curves of the two plants. At these points the equilibrium condition ( $M C=M R=M C_{1}=M C_{2}$ ) is satisfied. If from these points ( $\varepsilon_{1}$ and $\varepsilon_{2}$ ) we draw perpendiculars to the $X$-axis of figures 6.16 and 6.17 , we find the level of output that will be produced in each plant. Clearly $X_{1}+X_{2}$ must be equal to the profit-maximising output $X$. The total profit is the sum of profits from the products of the two plants. The profit from plant $A$ is the shaded area $a b c d$ and the profit from plant $B$ is the shaded area $g f j h$.

## Mathematical derivation of the equilibrium of the multiplant monopolist

Given the market demand

$$
P=f(X)=f\left(X_{1}+X_{2}\right)
$$

and the cost structures of the plants

$$
\begin{aligned}
& C_{1}=f_{1}\left(X_{1}\right) \\
& C_{2}=f_{2}\left(X_{2}\right)
\end{aligned}
$$

the monopolist aims at the allocation of his production between plant $A$ and plant $B$ so as to maximise his profit

$$
\Pi=R-C_{1}-C_{2}
$$

The first-order condition for maximum profit requires
(a)

$$
\frac{\partial \Pi}{\partial X_{1}}=0 \quad \text { and } \quad \frac{\partial \Pi}{\partial X_{2}}=0
$$

$$
\frac{\partial \Pi}{\partial X_{1}}=\frac{\partial R}{\partial X_{1}}-\frac{\partial C_{1}}{\partial X_{1}}=0
$$

or

$$
\frac{\partial R}{\partial X_{1}}=\frac{\partial C_{1}}{\partial X_{1}}
$$

i.e.

$$
M R_{1}=M C_{1}
$$

$$
\begin{equation*}
\frac{\partial \Pi}{\partial X_{2}}=\frac{\partial R}{\partial X_{2}}=\frac{\partial C_{2}}{\partial X_{2}}=0 \tag{b}
\end{equation*}
$$

or

$$
\frac{\partial R}{\partial X_{2}}=\frac{\partial C_{2}}{\partial X_{2}}
$$

i.e.

$$
M R_{2}=M C_{1}
$$

But $M R_{1}=M R_{2}=M R$ (given that each unit of the homogeneous output will be sold at the same price $P$ and will yield the same marginal revenue, irrespective in which plant the unit has been produced).
Therefore

$$
\begin{gathered}
M R=\frac{\partial C_{1}}{\partial X_{1}}=M C_{1}, \quad \text { and } \quad M R=\frac{\partial C_{2}}{\partial X_{2}}=M C_{2} \\
M R=M C_{1}=M C_{2}
\end{gathered}
$$

so that
The second-order condition for maximum profit requires

$$
\frac{\partial^{2} R}{\partial X^{2}}<\frac{\partial^{2} C_{1}}{\partial X_{1}^{2}} \text { and } \frac{\partial^{2} R}{\partial X^{2}}<\frac{\partial^{2} C_{2}}{\partial X_{2}^{2}}
$$

that is, the $M C$ in each plant must be increasing more rapidly than the (common) $M R$ of the output as a whole.

## A numerical example

The monopolist's demand curve is

$$
X=200-2 P, \text { or } P=100-0.5 X
$$

The costs of the two plants are

$$
C_{1}=10 X_{1} \text { and } C_{2}=0.25 X_{2}^{2}
$$

The goal of the monopolist is to maximise profit

$$
\begin{align*}
& \Pi=R-C_{1}-C_{2} \\
& R=X P=X(100-0.5 X)  \tag{1}\\
& R=100 X-0.5 X^{2} \\
& M R=\frac{\partial R}{\partial X}=100-X=100-\left(X_{1}+X_{2}\right)
\end{align*}
$$

$$
\begin{align*}
C_{1} & =10 X_{1}  \tag{2}\\
M C_{1} & =\frac{\partial C_{1}}{\partial X_{1}}=10 \\
C_{2} & =0.25 X_{2}^{2}
\end{align*}
$$

and

$$
\begin{aligned}
C_{2} & =0.25 X_{2}^{2} \\
M C_{2} & =\frac{\partial C_{2}}{\partial X_{2}}=0.5 X_{2}
\end{aligned}
$$

(3) Equating each $M C$ to the common $M R$

$$
\begin{aligned}
& 100-X_{1}-X_{2}=10 \\
& 100-X_{1}-X_{2}=0.5 X_{2}
\end{aligned}
$$

Solving for $X_{1}$ and $X_{2}$ we find

$$
X_{1}=70 \text { and } X_{2}=20
$$

so that the total $X$ is 90 units. This total output will be sold at price $P$ defined by

$$
P=100-0.5 X=55
$$

The monopolist's profit is

$$
\begin{aligned}
\Pi & =R-C_{1}-C_{2} \\
& =4950-10(20)-0.25(4900) \\
\Pi & =3525
\end{aligned}
$$

This is the maximum profit since the second-order condition is fulfilled.

## VIII. BILATERAL MONOPOLY

Bilateral monopoly is a market consisting of a single seller (monopolist) and a single buyer (monopsonist). For example, if a single firm produced all the copper in a country and if only one firm used this metal, the copper market would be a bilateral monopoly market. The equilibrium in such a market cannot be determined by the traditional tools of demand and supply. Economic analysis can only define the range within which the price will eventually be settled. The precise level of the price (and output), however, will ultimately be defined by non-economic factors, such as the bargaining power, skill and other strategies of the participant firms. Under conditions of bilateral monopoly economic analysis leads to indeterminacy which is finally resolved by exogenous factors.

To illustrate a situation of bilateral monopoly assume that all railway equipment is produced by a single firm and is bought by a single buyer, British Rail. Both firms are assumed to aim at the maximisation of their profit. The equilibrium of the producermonopolist is defined by the intersection of his marginal revenue and marginal cost curves (point $e_{1}$ in figure 6.19). He would maximise his profit if he were to produce $X_{1}$ quantity of equipment and sell it at the price $P_{1}$.


Figure 6.19

However, the producer cannot attain the above profit-maximising position, because he does not sell in a market with many buyers, each of whom would be unable to affect the price by his purchases. The producer-monopolist is selling to a single buyer who can obviously affect the market price by his purchasing decisions.

The buyer is aware of his power, and, being a profit maximiser, he would like to impose his own price terms to the producer. What are the monopsonist's price terms? Clearly the MC curve of the producer represents the supply curve to the buyer: the upward slope of this curve shows that as the monopsonist increases his purchases the price he will have to pay rises. The $M C(=S)$ curve is determined by conditions outside the control of the buyer, and it shows the quantity that the monopolist-seller is willing to supply at various prices. The increase in the expenditure of the buyer (his marginal outlay or marginal expenditure) caused by the increases in his purchases is shown by the curve $M E$ in figure 6.19. In other words, curve $M E$ is the marginal cost of equipment for the monopsonist-buyer (it is a marginal-outlay curve to the total-supply curve MC, with which the buyer is faced). The equipment is an input for the buyer. Thus in order to maximise his profit he would like to purchase additional units of $X$ until his marginal outlay is equal to his price, as determined by the demand curve $D D$. The equilibrium of the monopsonist is shown by point $e$ in figure 6.19: he would like to purchase $X_{2}$ units of equipment at a price $P_{2}$, determined by point $a$ on the supply curve $M C(=S)$. However, the monopsonist does not buy from a lot of small firms which would be pricetakers (that is, who would accept the price imposed by the single buyer), but from the monopolist, who wants to charge price $P_{1}$. Given that the buyer wants to pay $P_{2}$ while the seller wants to charge $P_{1}$, there is indeterminacy in the market. The two firms will sooner or later start negotiations and will eventually reach an agreement about price, which will be settled somewhere in the range between $P_{1}$ and $P_{2},\left(P_{2} \leq P \leq P_{1}\right)$, depending on the bargaining skill and power of the firms.

It should be obvious that a bilateral monopoly is rare for commodity markets, but is quite common in labour markets, where workers are organised in a union and confront a single employer (for example, the miners' unions and the Coal Board) or firms organised in a trade association.

If a bilateral monopoly emerges in a commodity market the buyer may attempt to buy out the seller-monopolist, thus attaining vertical integration of his production. The consequences of such take-over are interesting. The supply curve $M C(=S)$ becomes the marginal-cost curve of the monopsonist, and hence his equilibrium will be defined by point $b$ in figure 6.19 (where the 'new' marginal-cost curve intersects the pricedemand curve $D D$ ): output will increase to the level $X^{*}$ and the marginal cost will be $P^{*}$, lower than the price $P_{1}$ that the ex-monopolist would like to charge.

The result of the vertical integration in these conditions is an increase in the production of the input, which will lead to an increase in the final product of the ex-monopsonist and a reduction in his price, given that he is faced by a downward-sloping marketdemand curve. The examination of the welfare implications of such a situation is beyond the scope of this elementary analysis.

## 7. Price Discrimination

## I. ASSUMPTIONS

Price discrimination exists when the same product is sold at different prices to different buyers. The cost of production is either the same, or it differs but not as much as the difference in the charged prices. The product is basically the same, but it may have slight differences (for example, different binding of the same book; different location of seats in a theatre; different seats in an aircraft or a train). We will concentrate on the typical case of an identical product, produced at the same cost, which is sold at different prices, depending on the preference of the buyers, their income, their location and the ease of availability of substitutes. These factors give rise to demand curves with different elasticities in the various sectors of the market of a firm. It is also common to charge different prices for the same product at different time periods. For example, a new product is often sold at a high price, accessible only to the rich, while subsequently it is sold at lower prices which can be afforded by lower-income consumers.

Although price discrimination is more easily implemented by a monopolist, because he controls the whole supply of a given commodity, this price policy is quite commonly practised by most firms, which charge a different price (give different discounts) to their customers depending on the item they purchase, the length of time they have dealt with the firm-seller, their location and other factors.
The necessary conditions, which must be fulfilled for the implementation of price discrimination are the following:

1. The market must be divided into sub-markets with different price elasticities.
2. There must be effective separation of the sub-markets, so that no reselling can take place from a low-price market to a high-price market. This condition shows why price discrimination is easier to apply with commodities like electricity or gas, and services (like services of a doctor, transport, a show), which are 'consumed' by the buyer and cannot be resold.

## II. THE MODEL

The reason for a monopolist (or any other firm) to apply price discrimination is to obtain an increase in his total revenue and his profits. By selling the quantity defined by the equation of his $M C$ and his $M R$ at different prices the monopolist realises a higher total revenue and hence higher profits as compared with the revenues he would
receive by charging a uniform price. ${ }^{1}$ We will start from the simplest case of a monopolist who sells his product at two different prices.

It is assumed that the monopolist will sell his product in two segregated markets, each of them having a demand curve with different elasticity. In figure 7.1 the demand curve $D_{1}$ has a higher price elasticity than $D_{2}$ at any given price. The total-demand curve $D$ is found by the horizontal summation of $D_{1}$ and $D_{2}$. The aggregate marginal revenue $(M R)$ is the horizontal summation of the marginal-revenue curves $M R_{1}$ and $M R_{2}$. The marginal-cost curve is depicted by the curve MC.

The price-discriminating monopolist has to decide (a) the total output that he must produce, $(b)$ how much to sell in each market and at what price, so as to maximise his profits.

The total quantity to be produced is defined by the point of intersection of the $M C$ and the aggregate $M R$ curves of the monopolist. In figure 7.1 the two curves intersect at point $\varepsilon$, thus defining a total output $0 X$ which must be produced. If the monopolist were to charge a uniform price this would be $P$, and his total revenue would be $0 X A P$.


Figure 7.1
His profit would be the difference between this revenue and the cost for producing $0 X$. However, the monopolist can achieve a higher profit by charging different prices in the two markets. The price and the quantity in each market is defined in such a way as to maximise profit in each market. Thus in each market he must equate the marginal revenue with the MC. However, the marginal cost is the same for the whole quantity produced, irrespective of the market in which it is going to be sold. The marginal revenue in each market differs due to the difference in the elasticity of the two demand curves. The profit in each market is maximised by equating MC to the corresponding MR:

In the first market profit is maximised when

$$
M R_{1}=M C
$$

In the second market profit is maximised when

$$
M R_{2}=M C
$$

${ }^{1}$ Although the pursuit of higher profits is the usual reason for price discrimination by a monopolist there are cases where price discrimination simply leads to the realisation of normal profits, or is the only policy which makes feasible the existence of an industry. Such cases will be examined below.

Clearly the total profit is maximised when the monopolist equates the common MC to the individual revenues

$$
M C=M R_{1}=M R_{2}
$$

If $M R$ in one market were larger, the monopolist would sell more in that market and less in the other, until the above condition was fulfilled. Graphically the determination of the prices and quantities in the two markets is defined as follows.

From the equilibrium point $\varepsilon$ we draw a line perpendicular to the price axis. This line cuts the marginal revenue $M R_{1}$ at point $\varepsilon_{1}$ and the marginal revenue $M R_{2}$ at point $\varepsilon_{2}$. Clearly at these points we have the required equality

$$
M C=M R_{1}=M R_{2}
$$

From $\varepsilon_{1}$ and $\varepsilon_{2}$ we drop vertical lines to the quantity axis, and we extend them upwards until they meet the demand curves $D_{1}$ and $D_{2}$ respectively. These vertical lines define the output and price in each market. Thus in the first market the monopolist will sell $0 X_{1}$ at a price $P_{1}$, and in the second market the monopolist will sell $0 X_{2}$ at the price $P_{2}$. Clearly $0 X_{1}+0 X_{2}=0 X$.

From figure 7.1 it is obvious that the total revenue from price discrimination is larger than the revenue $0 X A P$ which would be received by charging a uniform price $P$. With price discrimination the total revenue is

$$
\left(P_{1}\right)\left(0 X_{1}\right)+\left(P_{2}\right)\left(0 X_{2}\right)=0 P_{1} F X_{1}+0 P_{2} E X_{2}
$$

Comparing this revenue with the revenue from the unique price $P$ we find the following:
Revenue from $P$ :

$$
\begin{equation*}
R_{1}=0 X A P=0 X_{2} D P+X_{2} X B C+C B A D \tag{7.1}
\end{equation*}
$$

Revenue from $P_{1}$ and $P_{2}$ :

$$
R_{2}=0 X_{1} F P_{1}+0 X_{2} E P_{2}
$$

But

$$
0 X_{1} F P_{1}=X_{2} X B C
$$

and

$$
0 X_{2} E P_{2}=0 X_{2} D P+P D E P_{2}
$$

Therefore

$$
\begin{equation*}
R_{2}=X_{2} X B C+0 X_{2} D P+P D E P_{2} \tag{7.2}
\end{equation*}
$$

Subtracting (7.1) from (7.2) we find

$$
\begin{aligned}
R_{2}-R_{1} & =\left[X_{2} X B C+0 X_{2} D P+P D E P_{2}\right]-\left[0 X_{2} D P+X_{2} X B C+C B A D\right] \\
& =P D E P_{2}-C B A D
\end{aligned}
$$

Since $C B A D<P D E P_{2}$, it is obvious that

$$
R_{2}>R_{1}
$$

Note that $P D E P_{2}$ is the additional revenue from selling $0 X_{2}$ at price $P_{2}$ which is higher than $P$, while CBAD is the loss in revenue from selling $0 X_{1}$ at price $P_{1}$ which is lower than $P$. The additional revenue from selling $0 X_{2}$ at a higher price more than offsets the loss of revenue from selling $0 X_{1}$ at a lower price, so that total revenue from price discrimina-
tion is larger. Since the cost of producing $0 X$ is the same irrespective of the price at which it will be sold, the profits from price discrimination are larger as compared with those that would be obtained from selling all the output at the uniform price $P$.

The above case has been called third-degree price discrimination by the British economist Pigou. ${ }^{1}$ The increase in total revenue is achieved by taking away part of the consumers' surplus. To understand this let us concentrate on the demand curve, $D$ (figure 7.2). If the monopolist sold all $0 X$ at $P$ he would receive $0 X A P$, and the consumers would have a surplus of PAD. Assume now that the monopolist sells $0 X_{1}$ at the price $P_{1}$ and the remaining quantity $X_{1} X$ at the price $P$. His total revenue will be

$$
0 X_{1} C P_{1}+X_{1} X A B=0 X A P+P B C P_{1}
$$

that is, the monopolist has managed to take the part $P B C P_{1}$ from the consumers' surplus.


Figure 7.2 Third-degree price discrimination


Figure 7.3 Second-degree price discrimination


Figure 7.4 First-degree price discrimination

If the monopolist can negotiate and sell at more than two prices (higher than $P$ ), for example to sell $0 X_{1}$ at $P_{1}, X_{1} X_{2}$ at $P_{2}, X_{2} X_{3}$ at $P_{3}$ and $X_{3} X$ at $P$, he will receive a still larger part of the consumers' surplus (figure 7.3). This is called a second-degree price discrimination.

In the limiting case in which the monopolist can negotiate individually with each buyer and sell each unit of output at its corresponding price as shown from the $D D^{\prime}$ curve, then he will receive the entire consumers' surplus (figure 7.4). This is known as first-degree price discrimination or as 'take-it-or-leave-it' price discrimination, because in negotiating with each buyer the monopolist charges him the maximum price he is willing to pay under threat of denying the selling of any quantity to him: he offers each buyer a 'take-it-or-leave-it' choice. In this case the demand curve also becomes the $M R$ curve of the monopolist.

## III. EFFECTS OF PRICE DISCRIMINATION

So long as the price-discriminating monopolist manages to reap part of the consumers' surplus his total revenue and his total profits will be higher, even if he sells the quantity $0 X$, which is defined by the intersection of his $M C$ with his (original) aggregate $M R$ curve.
${ }^{1}$ A. C. Pigou, The Economics of Welfare, 4th edn. (Macmillan, 1950).

However, the quantity that the discriminating monopolist supplies will be higher than $0 X$ if he can charge more than two prices in various sectors of the market, and his total revenue will be higher still. The increase in output is due to the gradual shift of the $M R$ curve upwards and the consequent change of the point of its intersection with the given $M C$ curve. The shift of the $M R$ curve, given that $D D^{\prime}$ does not change, is due to the fact that the $M R$ (at all levels of output) is higher when price discrimination is being adopted, because the lower price at which the new marginal unit is sold is not the same as for all previously sold units, which have been sold at higher prices via individual negotiations with the buyers. In figure 7.5 , if $P$ were uniform, the monopolist would sell


Figure 7.5
$0 X$ amount of output. If price discrimination is applied, only the additional units are sold at gradually lower prices, and hence the $M R$ shifts to the position $M R^{\prime}$. The new equilibrium position is defined by $\varepsilon^{\prime}$, at which the quantity is $0 X^{\prime}>0 X$. In the limiting case of perfect discrimination the $M R$ will coincide with the $D D^{\prime}$ curve, since each unit is sold at its own price, the highest price that the buyers are willing to pay on a 'take-it-or-leave-it' basis. The equilibrium will be at $\varepsilon^{\prime \prime}$, the output will be $0 X^{\prime \prime}$ and the following condition will hold

$$
M C=M R=A R=P
$$

and the seller will have achieved the maximum increase in his revenue, reaping all consumers' surplus.

Mathematical derivation of the equilibrium position of the
price-discriminating monopolist
Given the total demand of the monopolist

$$
P=f(X)
$$

Assume that the demand curves of the segmented markets are

$$
P_{1}=f_{1}\left(X_{1}\right) \text { and } P_{2}=f_{2}\left(X_{2}\right)
$$

The cost of the firm is

$$
C=f(X)=f\left(X_{1}+X_{2}\right)
$$

The firm aims at the maximisation of its profit

$$
\Pi=R_{1}+R_{2}-C
$$

The first-order condition for profit maximisation requires
(a)

$$
\frac{\partial \Pi}{\partial X_{1}}=0 \quad \text { and } \quad \frac{\partial \Pi}{\partial X_{2}}=0
$$

$$
\frac{\partial \Pi}{\partial X_{1}}=\frac{\partial R_{1}}{\partial X_{1}}-\frac{\partial C}{\partial X_{1}}=0 \quad \text { and } \quad \frac{\partial \Pi}{\partial X_{2}}=\frac{\partial R_{2}}{\partial X_{2}}-\frac{\partial C}{\partial X_{2}}=0
$$

$$
\begin{equation*}
\frac{\partial R_{1}}{\partial X_{1}}=\frac{\partial C}{\partial X_{1}} \quad \text { or } \quad M R_{1}=M C_{1} ; \text { and } \frac{\partial R_{2}}{\partial X_{2}}=\frac{\partial C}{\partial X_{2}} \quad \text { or } \quad M R_{2}=M C_{2} \tag{b}
\end{equation*}
$$

But

$$
M C_{1}=M C_{2}=M C=\frac{\mathrm{d} C}{\mathrm{~d} X}
$$

Therefore

$$
M C=M R_{1}=M R_{2}
$$

The second-order condition for profit maximisation requires

$$
\frac{\partial^{2} R_{1}}{\partial X_{1}^{2}}<\frac{\mathrm{d}^{2} C}{\mathrm{~d} X^{2}} \quad \text { and } \quad \frac{\partial^{2} R^{2}}{\partial X_{2}^{2}}<\frac{\mathrm{d}^{2} C}{\mathrm{~d} X^{2}}
$$

That is, the $M R$ in each market must be increasing less rapidly than the $M C$ for the output as a whole.

## A numerical example

We use the same basic equations as in the example of the simple monopolist (p. 176) so as to be able to compare results.
Assume that the total demand is $X=50-5.0 P$ (or $P=100-2 X$ ).
Assume further that the demand functions of segmented markets are

$$
\begin{aligned}
& X_{1}=32-0.4 P_{1} \quad \text { or } \quad P_{1}=80-2.5 X_{1} \\
& X_{2}=18-0.1 P_{2} \quad \text { or } \quad P_{2}=180-10 X_{2}
\end{aligned}
$$

(Clearly $X_{1}+X_{2}=X$ )
Finally, assume that the cost function is

$$
C=50+40 X=50+40\left(X_{1}+X_{2}\right)
$$

The firm aims at the maximisation of its profit

$$
\begin{gather*}
\Pi=R_{1}+R_{2}-C \\
R_{1}=X_{1} P_{1}=X_{1}\left(80-2 \cdot 5 X_{1}\right)=80 X_{1}-2 \cdot 5 X_{1}^{2}  \tag{1}\\
M R_{1}=\frac{\partial R_{1}}{\partial X_{1}}=80-5 X_{1} \\
R_{2}=X_{2} P_{2}=X_{2}\left(180-10 X_{2}\right)=180 X_{2}-10 X_{2}^{2}  \tag{2}\\
M R_{2}=\frac{\partial R_{2}}{\partial X_{2}}=180-20 X_{2} \\
M C=\frac{\partial C}{\partial X_{1}}=\frac{\partial C}{\partial X_{2}}=\frac{\partial C}{\partial X}=40 \tag{3}
\end{gather*}
$$

Setting the $M R$ in each market equal to the common $M C$ we obtain

$$
\begin{array}{r}
80-5 X_{1}=40 \\
180-20 X_{2}=40 \\
\left.\hline \begin{array}{l}
X_{1}=8 \\
X_{2}=7
\end{array}\right\} X=15
\end{array}
$$

The prices are

$$
\begin{aligned}
& P_{1}=80-2 \cdot 5 X_{1}=60 \\
& P_{2}=180-10 X_{2}=110
\end{aligned}
$$

The profit is

$$
\Pi=R_{1}+R_{2}-C=500
$$

The elasticities are

$$
\begin{aligned}
& e_{1}=\frac{\partial X_{1}}{\partial P_{1}} \cdot \frac{P_{1}}{X_{1}}=(0.4)^{\frac{60}{8}}=3 \\
& e_{2}=\frac{\partial X_{2}}{\partial P_{2}} \cdot \frac{P_{2}}{X_{2}}=(0.1)^{110} \frac{1}{7}=1.57
\end{aligned}
$$

Thus $e_{1}>e_{2} \quad$ and $\quad P_{1}<P_{2}$.
Comparing the above results with those for the example of the simple monopolist we observe that $X$ is the same in both cases but the $\Pi$ of the discriminating monopolist is larger.

## IV. PRICE DISCRIMINATION AND THE PRICE ELASTICITY OF DEMAND

We have established (p. 173) that

$$
M R=P\left(1-\frac{1}{e}\right)
$$

In the case of price discrimination we have

$$
\begin{aligned}
& M R_{1}=P_{1}\left(1-\frac{1}{e_{1}}\right) \\
& M R_{2}=P_{2}\left(1-\frac{1}{e_{2}}\right)
\end{aligned}
$$

and

$$
M R_{1}=M R_{2}
$$

Therefore

$$
P_{1}\left(1-\frac{1}{e_{1}}\right)=P_{2}\left(1-\frac{1}{e_{2}}\right)
$$

or

$$
\frac{P_{1}}{P_{2}}=\frac{\left(1-\frac{1}{e_{1}}\right)}{\left(1-\frac{1}{e_{2}}\right)}
$$

where $e_{1}=$ elasticity of $D_{1}$
$e_{2}=$ elasticity of $D_{2}$
If $e_{1}=e_{2}$ the ratio of prices is equal to unity:

$$
\frac{P_{1}}{P_{2}}=1
$$

that is, $P_{1}=P_{2}$. This means that when elasticities are the same price discrimination is not possible. The monopolist will charge a uniform price for his product.

If price elasticities differ price will be higher in the market whose demand is less elastic. This is obvious from the equality of the MR's

$$
P_{1}\left(1-\frac{1}{e_{1}}\right)=P_{2}\left(1-\frac{1}{e_{2}}\right)
$$

if $\left|e_{1}\right|>\left|e_{2}\right|$, then

$$
\left(1-\frac{1}{e_{1}}\right)>\left(1-\frac{1}{e_{2}}\right)
$$

Thus for the equality of $M R$ 's to be fulfilled

$$
P_{1}<P_{2}
$$

that is, the market with the higher elasticity will have the lower price.

## V. PRICE DISCRIMINATION AND THE EXISTENCE OF THE INDUSTRY

In some cases the various sectors of a market may have demand curves which, when added together, give a total market demand which lies at all levels of output below the LAC of the firm. Under these circumstances it is clear that production cannot take place at all if a uniform price is charged, no matter how high this price is set (figure 7.6). However, if price discrimination is adopted with a sufficiently high price $P_{1}$ charged


Figure 7.6
for the inelastic sector of the market and a sufficiently low price $P_{2}$ set for the elastic section of the market, the total revenue may be sufficient to cover the total costs (and even allow excess profits) so that production can take place. Such a situation is shown in figure 4.7. With quantity $0 X_{1}$ sold at $P_{1}$ and quantity $0 X_{2}$ sold at $P_{2}$, the total output is $0 X$ which brings in a total revenue of $0 X A^{\prime} A$, and an average revenue of $0 A$, which is higher than the average cost $0 C$, leaving the monopolist an excess profit equal to the shaded area $C C^{\prime} A^{\prime} A$. What this implies is that the 'rich' sector of the market subsidises the 'poor' sector, so that production becomes feasible.


Figure 7.7
For example, assume that the $A C$ takes the following values for the corresponding levels of output:

$$
\begin{aligned}
& \text { at } X=100 \text {, the } A C=30 \\
& \text { at } X=400 \text {, the } A C=13 \\
& \text { at } X=500 \text {, the } A C=11
\end{aligned}
$$

If the firm can sell to the high-income market 100 units of $X$ at $P_{1}=20$, and to the low-income market 400 units at $P_{2}=10$, the firm's total revenue is

$$
R=R_{1}+R_{2}=X_{1} P_{1}+X_{2} P_{2}=(100)(20)+(400)(10)=6000
$$

and its total cost is

$$
T C=(A C) \cdot(X)=(A C) \cdot\left(X_{1}+X_{2}\right)=(11) \cdot(500)=5500
$$

Thus, with price discrimination not only does the firm cover its total cost, but also it realises an excess profit of 500 units.

## VI. GOVERNMENT-REGULATED MONOPOLY

When the market size is small relative to the optimal size of plant we have the case of 'natural' monopoly, that is a case in which the market cannot support more than one optimally-sized firm, which thus becomes the 'natural' monopolist. Under these circumstances the government may intervene either by itself undertaking the operation of the plant, or by regulating the price (or prices) that the private monopolist is allowed to charge. In both cases the government has to set the price, or the levels of different prices, if price discrimination is adopted.


Figure 7.8
The price will be set below the profit-maximising $P_{M}$, which corresponds to the intersection of $M C$ and $M R$, because price $P_{M}$ would imply excess profits and hence exploitation of the buyers. Two possibilities have been widely discussed both in theory and in practice.

Firstly, the government may set the price at the level of the $M C$ (that is, equate $P$ to $M C$ ). This is $P_{1}$ in figure 7.8 , which would lead to a higher output $X_{1}$, but would still allow some excess profits, though less than the monopolist output $X_{M}$.

Secondly, the government may set a price equal to the $A C$. This is $P_{2}$, which leads to a still higher output $X_{2}$, and covers the total cost inclusive of a 'fair' return on capital as 'normal profit'. Disputes have often occurred over what is the 'fair' return, and what should be the 'capital' on which the 'fair' return, should be applied.

Alternatively, the government may apply a price discrimination scheme. This solution has wide applications in public utilities, like electricity, gas, railways, communications and other government-regulated monopolies. Of course, price discrimination gives rise to serious problems of equity and redistribution of income, and of economic allocation of resources. The discussion of these problems goes beyond the scope of this book.

## 8. Monopolistic Competition

Up to the early 1920s the classical theory of price included two main models, pure competition and monopoly. Duopoly models were considered as intellectual exercises rather than real-world situations. The general model of economic behaviour from Marshall to Knight ${ }^{1}$ was pure competition. In the late 1920 s economists became increasingly dissatisfied with the use of pure competition as an analytical model of business behaviour. It was obvious that pure competition could not explain several empirical facts. The assumption of a homogeneous product, in the theory of competition, did not fit the real world. Furthermore advertising and other selling activities, practices widely used by businessmen, could not be explained by pure competition. Finally, firms expanded their output with falling costs, without however growing infinitely large, as the pure competition model would predict in the event of continuously decreasing costs.

It was in particular this last fact of falling costs that produced dissatisfaction and caused a widespread reaction against pure competition theories. The dissatisfaction gave rise to a long series of arguments and the publication of numerous articles which form the 'Great Cost Controversy of the 1920s'. The earliest summary of the Cost Controversy is to be found in Piero Sraffa's article. ${ }^{2}$ Sraffa pointed out that the fallingcost dilemma of the classical theory could be resolved theoretically in various ways: by the introduction of a falling-demand curve for the individual firm; by adopting a general equilibrium approach in which shifts of costs induced by external economies of scale (to the firm and the industry) could be adequately incorporated; or by introducing a U-shaped selling-cost curve into the model. Of these solutions Sraffa adopted the first, that is, he argued that a model in which the individual-demand curve is negatively sloping is more operational and theoretically more plausible. The same line was adopted independently by E. Chamberlin ${ }^{3}$ and by Joan Robinson, ${ }^{4}$ in works both published in 1933. It should be noted that although both writers arrive at the same solution for the firm and market equilibrium, their analytical approach and methodology differ considerably. In this chapter we will develop Chamberlin's model of monopolistic competition (large-group model).

[^38]
## I. ASSUMPTIONS

The basic assumptions of Chamberlin's large-group model are the same as those of pure competition with the exception of the homogeneous product. We may summarise them as follows:

1. There is a large number of sellers and buyers in the 'group'.
2. The products of the sellers are differentiated, yet they are close substitutes of one another.
3. There is free entry and exit of firms in the group.
4. The goal of the firm is profit maximisation, both in the short run and in the long run.
5. The prices of factors and technology are given.
6. The firm is assumed to behave as if it knew its demand and cost curves with certainty.
7. The long run consists of a number of identical short-run periods, which are assumed to be independent of one another in the sense that decisions in one period do not affect future periods and are not affected by past actions. The optimum decision for any one period is the optimum decision for any other period. Thus, by assumption, maximisation of short-run profits implies maximisation of long-run profits.
8. Finally Chamberlin makes the 'heroic' assumption that both demand and cost curves for all 'products' are uniform throughout the group. This requires that consumers' preferences be evenly distributed among the different sellers, and that differences between the products be such as not to give rise to differences in costs. ${ }^{1}$ Chamberlin makes these assumptions in order to be able to show the equilibrium of the firm and the 'group' on the same diagram. The above 'heroic' assumptions lead to a model which is very restrictive, since it precludes the inclusion in the 'group' of similar products which have different costs of production. Chamberlin himself recognises that the 'heroic' assumptions are unrealistic and he relaxes them at a later stage (see below).

## II. Costs

Chamberlin adopts without much justification the shape of costs of the traditional theory of the firm. The $A V C, M C$ and $A T C$ curves are all $U$-shaped implying that there is only a single level of output which can be optimally produced. The particular shape of costs is not important in Chamberlin's model so long as the slope of the MC curve is greater than the slope of the $M R$ curve (see below).

Chamberlin introduced selling costs in the theory of the firm for the first time. The recognition of product differentiation provides the rationale for the selling expenses incurred by the firm: with advertising and other selling activities the firm seeks to accentuate the difference between its product and the product of other firms in the group; that is, Chamberlin assumes that advertising in general will shift the demand and will make it less elastic by strengthening the preferences of the consumers for the advertised product.

Chamberlin argues that the selling-costs curve is $U$-shaped, that is, there are economies and diseconomies of advertising as output changes. Initially expansion of output will not require an equiproportional increase in selling costs, and this leads to a fall in the average selling expenditure. However, beyond a certain level of output the firm will have to spend more per unit in order to attract customers from other firms: as output

[^39]expands the firm has to attract customers which are well used to the product of other firms. The $U$-shaped selling cost, added to the $U$-shaped production cost, yields a $U$-shaped ATC curve.

## III. PRODUCT DIFFERENTIATION AND THE DEMAND CURVE

Product differentiation as the basis for establishing a downward-falling demand curve was first introduced in economic theory by Sraffa. ${ }^{1}$ Yet it was Chamberlin who elaborated the implication of product differentiation for the pricing and output decisions as well as for the selling strategy of the firm. Chamberlin suggested that the demand is determined not only by the price policy of the firm, but also by the style of the product, the services associated with it, and the selling activities of the firm. Thus Chamberlin introduced two additional policy variables in the theory of the firm: the product itself and selling activities. The demand for the product of the individual firm incorporates these dimensions. It shows the quantities demanded for a particular style, associated services, offered with a specific selling strategy. Thus the demand curve will shift if:
(a) the style, services, or the selling strategy of the firm changes;
(b) competitors change their price, output, services or selling policies;
(c) tastes, incomes, prices or selling policies of products from other industries change.

Product differentiation is intended to distinguish the product of one producer from that of the other producers in the industry. It can be real, when the inherent characteristics of the products are different, or fancied, when the products are basically the same, yet the consumer is persuaded, via advertising or other selling activities, that the products are different. Real differentiation exists when there are differences in the specification of the products or differences in the factor inputs, or the location of the firm, which determines the convenience with which the product is accessible to the consumer, or the services offered by the producer. Fancied differentiation is established by advertising, difference in packaging, difference in design, or simply by brand name, (for example, aspirins made by various manufacturers). Whatever the case, the aim of product differentiation is to make the product unique in the mind of the consumer. Yet differentiation must leave the products closely related if they are to be included in the same 'product group': the products should be close substitutes with high price and cross-elasticities.

The effect of product differentiation is that the producer has some discretion in the determination of the price. He is not a price-taker, but has some degree of monopoly power which he can exploit. However, he faces the keen competition of close substitutes offered by other firms. Hence the discretion over the price is limited. There are elements of monopoly and competition under the above market conditions, hence the name of this model as 'monopolistic competition'. Product differentiation creates brand loyalty of the consumers and gives rise to a negatively sloping demand curve. Product differentiation, finally, provides the rationale of selling expenses. Product changes, advertising and salesmanship are the main means of product differentiation.

## IV. THE CONCEPT OF THE 'INDUSTRY' AND 'PRODUCT GROUP'

Product differentiation creates difficulties in the analytical treatment of the industry. Heterogeneous products cannot be added to form the market demand and supply schedules as in the case of homogeneous products.

[^40]The concept of the industry needs redefinition. Chamberlin uses the concept of 'product group', which includes products which are 'closely related'. The products should be close technological and economic substitutes. Technological substitutes are products which can technically cover the same want. For example, all motor cars are technological substitutes in the sense that they provide transport. Economic substitutes are products which cover the same want and have similar prices. For example, a Hillman Avenger, and a Morris 1300 can be considered as economic substitutes while a RollsRoyce and a Mini clearly are not. An operational definition of the 'product group' is that the demand of each single product be highly elastic and that it shifts appreciably when the price of other products in the group changes. In other words, products forming 'the group' or 'industry' should have high price and cross-elasticities. Although this definition may be theoretically plausible and intuitively attractive, it poses further measurement problems. How high should the price and cross-elasticities be? There is no general answer to this question. One has to use subjective judgement in each particular case. (See also Chapter 1, pp. 7-12.)

Summation of the individual demand and cost curves to form the 'industry' demand and supply requires the use of some common denominator. Even so, with product differentiation there is no such thing as a unique price (except under Chamberlin's 'heroic' assumptions, which are discussed below). Product differentiation allows each firm to charge a different price. There will be no unique equilibrium price, but an equilibrium cluster of prices, reflecting the preferences of consumers for the products of the various firms in the group. When the market demand shifts or cost conditions change in a way affecting all firms, then the entire cluster of prices will rise or fall simultaneously. This more realistic market situation emerges from Chamberlin's analysis after the relaxation of his 'heroic assumptions'. ${ }^{1}$

## V. EQUILIBRIUM OF THE FIRM

Product differentiation gives rise to a negatively sloping demand curve for the product of the individual firm. If the firm increases its price it will lose some but not all of its customers, while if it reduces its price it will increase its sales by attracting some customers from other firms. The individual firm's demand curve is depicted in figure 8.1. Although downward-sloping the demand is highly elastic, because of the assumption of a large number of sellers in the group. Since the firm is one of a very large number of sellers, if it reduces its price the increase in its sales will produce loss of sales distributed more or less equally over all the other firms, so that each one of them will suffer a negligible loss in customers, not sufficient to induce them to change their own price.


Figure 8.1

[^41]Thus the individual demand curve, $d d$, is a planned sales curve, drawn on the assumption that the competitors will not react to changes in the particular firm's price. (Of course the $d d$ curve is also drawn on the usual ceteris paribus assumptions, that tastes, incomes and prices in other industries do not change.)

Chamberlin does not use $M C$ and $M R$ curves, but they are implicit in his analysis. We will include these curves in our exposition following Joan Robinson, since they facilitate the exposition and the comparison with other market structures.

In the short run the Chamberlinian firm acts like a monopolist. The firm, given its demand and cost curves, maximises its profit by producing the output at which marginal cost is equal to marginal revenue ( $M C=M R$ ).

In order to be able to analyse the equilibrium of the firm and of the industry on the same diagram Chamberlin made two 'heroic assumptions', namely that firms have identical costs, and consumers' preferences are evenly distributed among the different products. That is, although the products are differentiated, all firms have identical demand and cost curves. Under these assumptions the price in the market will be unique. Chamberlin develops three distinct models of equilibrium. In the second model it is assumed that the number of firms in the industry is optimal (no entry or exit) and longrun equilibrium is reached through price adjustments (price competition) of the existing firms. In the first model the existing firms are assumed to be in short-run equilibrium realising abnormal profits; existing firms do not have any incentive to adjust their price, but long-run equilibrium is attained by new entrants who are attracted by the lucrative profit margins. The third model is a combination of the pevious two: long-run equilibrium is achieved through price adjustments of the existing firms and by new firms entering the industry.

## Model 1: equilibrium with new firms entering the industry

In this model it is assumed that each firm is in short-run equilibrium, maximising its profits at abnormally high levels. Such a situation is shown in figure 8.2. The firm, having the cost structure depicted by the $S R A C$ and the $L M C$ curves and faced with the demand curve $d d^{\prime}$, will set the price $P_{M}$ which corresponds to the intersection of the $M R$ and the $M C$ curves. This price yields maximum profits (equal to the area $A B C P_{M}$ ).

The firm, being in equilibrium (at $C$ ), does not have any incentive to change its price. The abnormal profits will, however, attract new competitors into the market. The


Figure 8.2
result of new entry is a downward shift of the demand curve $d d^{\prime}$, since the market is shared by a larger number of sellers. Assuming that the cost curves will not shift as entry occurs, each shift to the left of the $d d^{\prime}$ curve will be followed by a price adjustment as the firm reaches a new equilibrium position, equating the new marginal revenue (on the shifted $M R$ curve) to its marginal cost. The process will continue until the demand is tangent to the average-cost curve, and the excess profits are wiped out. In the final equilibrium of the firm the price will be $P_{E}$ and the ultimate demand curve $d_{E} d_{E}^{\prime}$. This is an equilibrium position, since price is equal to the average cost. There will be no further entry into the industry, since profits are just normal. The equilibrium is stable, because any firm will lose by either raising or lowering the price $P_{E}$.

## Model 2: equilibrium with price competition

In this model it is assumed that the number of firms in the industry is that which is compatible with long-run equilibrium, so that neither entry nor exit will take place. But the ruling price in the short run is assumed to be higher than the equilibrium one.

The analysis of this case is done by the introduction of a second demand curve, labelled $D D^{\prime}$ in figure 8.3 , which shows the actual sales of the firm at each price after accounting for the adjustments of the prices of other firms in the group. $D D^{\prime}$ is sometimes called actual-sales curve or share-of-the-market curve, since it incorporates the effects of actions of competitors to the price changes by the firm. The $D D^{\prime}$ curve shows the full effect upon the sales of the firm which results from any change in the price that it charges.


Figure 8.3
$D D^{\prime}$ is thus the locus of points of shifting $d d^{\prime}$ curves as competitors, acting simultaneously, change their price. It should be clear that the change in the price does not take place as a deliberate reaction to other firms' reductions, but as an independent action aiming at the profit maximisation of each firm acting independently of the others. The $D D^{\prime}$ curve shows a constant share of the market, and, as such, it has the same elasticity as the market demand at any one price. ${ }^{1}$ Clearly the $D D^{\prime}$ curve is steeper than $d d^{\prime}$, because the actual sales from a reduction in $P$ are smaller than expected on the basis of $d d^{\prime}$ as all firms reduce their price and expand their own sales simultaneously. A movement along $D D^{\prime}$ shows changes in the actual sales of existing firms as all of them adjust their price
${ }^{1}$ For a proof of this statement see p. 295.
simultaneously and identically, with their share remaining constant. A shift in the $D D^{\prime}$ is caused by entry of new firms or exit of existing firms from the 'industry' and shows a decline or an increase in the share of the firm.

Assume that the firm is at the non-equilibrium position defined by price $P_{0}$ and quantity $X_{0}$. The firm, in an attempt to maximise profits, lowers the price at $P_{1}$ expecting to sell, on the basis of its individual demand curve, quantity $X_{0}^{\prime}$. This level of sales is not actually realised, because all other firms, faced by the same demand and cost conditions, have the incentive to act in the same way simultaneously. Each one attempts to maximise its own profit, ignoring the reactions of competitors, on the assumption that the effect on the demand of other firms in the group is negligible. Thus all firms, acting independently, reduce their price simultaneously to $P_{1}$. As a result the $d d^{\prime}$ curve shifts downwards ( $d_{1} d_{1}^{\prime}$ ) and firm $A$, instead of selling the expected quantity $X_{0}^{\prime}$, sells actually a smaller quantity $X_{1}$ on the shifted-demand curve $d_{1} d_{1}^{\prime}$ and along the share curve $D D^{\prime}$. One might think that the firm would learn to anticipate similar shifts in the future if it decided to reduce its price. However, according to the model, the firm suffers from myopia and does not learn from past experience. It continues to behave on the assumption that its new demand $\left(d_{1} d_{1}^{\prime}\right)$ will not shift further, because the effect of its own decisions on other sellers' demand would be negligible. Thus the firm lowers its price again in an attempt to reach equilibrium, but instead of the expected sales $X_{0}^{\prime}$ the firm achieves actual sales $X_{2}$, because all other firms act identically, though independently. The process stops when the $d d^{\prime}$ curve has shifted so far to the left as to be tangent to the $L A C$ curve. Equilibrium is determined by the tangency of $d d^{\prime}$ and the $L A C$ curve (point $e$ in figure 8.3). Any further reduction in price will not be attempted since the average cost would not be covered.

In summary, the individual demand curve $d d^{\prime}$ explains why each firm is led to reduce its price. The $D D^{\prime}$ curve shows the firm's actual sales as the general downward cut in price takes place. The $d d^{\prime}$ curve slides downwards along the $D D^{\prime}$ curve as prices are lowered, and the adjustment process comes to a stop when the $d d^{\prime}$ is tangent to the $L A C$ curve. At the point of tangency the $D D^{\prime}$ curve cuts the $d d^{\prime}$ curve. Obviously it will pay no one firm to cut the price beyond that point, because its costs of producing the larger output would exceed the price at which this output could be sold in the market.

## Model 3: price competition and free entry

Chamberlin suggests that in actual life equilibrium is achieved both by price adjustments of the existing firms and by new entry. Price adjustments are shown along the $d d^{\prime}$ curve while entry (and exit) cause shifts in the $D D^{\prime}$ curve. Equilibrium is stable if the $d d^{\prime}$ curve is tangent to the $A C$ curve and expected sales are equal to actual sales, that is, if the $\mathrm{DD}^{\prime}$ curve cuts the $\mathrm{dd}^{\prime}$ curve at the point of its tangency to the AC curve. Let us examine how the equilibrium tangency solution is reached (figure 8.4).

It is assumed that profits at point $e_{1}$ are abnormal. New firms are attracted until $D D$ shifts to $D^{\prime} D^{\prime}$. One might think that $e_{2}$ is a long-run equilibrium (with price $P$ and output $X$ ) since only normal profits are earned. However, this is not the case, because each entrepreneur thinks that $d d$ is his demand curve, and consequently he believes that if he reduced his price his sales would expand along $d d$ and profits would increase. But each firm has exactly the same incentive and all firms reduce their price. As price is reduced by all firms $d d$ slides down $D^{\prime} D^{\prime}$ and each firm realises a loss instead of positive abnormal profits. For example, at position $d^{\prime} d^{\prime}$ the firm has reduced its price to $P^{\prime}$ but, as all firms act similarly, $X_{1}$ is produced with a total loss equal to the shaded area $A B P^{\prime} C$. However, the firm acts on the 'myopia curve' $d$ ' $d$ ' and so long as this lies above the $L A C$, it believes that it can obtain positive profits by cutting its price. The loss increases still further as $d d$ slides further down along $D^{\prime} D^{\prime}$. One might think that the process would stop when $d d$ becomes tangent to the $L A C$. This would be so if the firm could
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produce $X^{*}$. However, there are too many firms in the industry and the share of the firm is only $X_{2}$ (on $D^{\prime} D^{\prime}$ ). The firm still on the 'myopia assumption' believes that it can reach $X^{*}$ if it reduces price to $P^{*}$. However, all firms do the same and $d^{*} d^{*}$ falls below the $L A C$ with ever-increasing losses. The financially weakest firms will eventually leave the industry first, so that the surviving firms will have a larger share. $D^{\prime} D^{\prime}$ moves to the right together with $d d$. Exit will continue until $d d$ becomes tangent to the $A C$ curve and $D D$ cuts $d d$ at the point of the tangency, $E$. Equilibrium is then stable at point $E$ with normal profits earned by all firms and no entry or exit taking place. The equilibrium price $P^{*}$ is unique and each firm has a share equal to $0 X^{*}$.

## VI. CRITIQUE OF CHAMBERLIN'S MODEL

Chamberlin's theory has been attacked on several grounds. Some of the criticisms are valid while others do not stand up to a closer examination.

The assumptions of product differentiation and of independent action by the competitors are inconsistent. It is a fact that firms are continuously aware of the actions of competitors whose products are close substitutes of their own product.

It is hard to accept the myopic behaviour of businessmen implied by the model. Surely some firms would learn from past mistakes, and those that did not would be competed out of existence by firms which do take past experience into account in decision-making.

The assumption of product differentiation is also incompatible with the assumption of free entry, especially if the entrants are completely new firms as in Chamberlin's model. A new firm must advertise substantially and adopt intensive selling campaigns in order to make its product known and attract customers from already established firms. Product differentiation and brand loyalty of buyers create a barrier to entry for new firms.

The concept of the industry is destroyed by the recognition of product differentiation. Each firm is an industry in its own right since its product is unique. Heterogeneous products cannot be added to give the industry demand and supply curves. Such summation would be meaningful if the price were unique for the close substitutes constituting the industry. Chamberlin's 'heroic model' is clearly not acceptable as an approximation to the real world in which demands and costs are different among the various
firms, giving rise to a cluster of prices rather than a unique price. Of course retention of the concept of industry in economic analysis is very desirable. It is useful to group together close substitutes and analyse their 'demand' and 'supply' conditions. However, one should establish the relationship between the individual demand and cost curves and the market demand and supply curves. This relationship is not established by Chamberlin outside his 'heroic model'. Although he relaxes the 'heroic assumptions' as untenable in the real world, Chamberlin does not examine the implications of this step for his theory. Thus the model of monopolistic competition has been criticised for vagueness of concepts and for being non-operational.

The model assumes a large number of sellers. But it does not define the actual number of firms necessary to justify the myopic disregard of competitors' actions. How many firms should there be in an industry in order to classify it as monopolistically competitive rather than as oligopoly? What is the crucial number that determines whether firms act independently or recognise interdependence? Such problems are not discussed by Chamberlin.

We have mentioned the difficulties in grouping firms in an 'industry'. The model assumes that the products should be close substitutes with high price and high (positive) cross-elasticities. However, this requirement is vague, since it is not clear what is the precise value of elasticities which would be necessary for the classification of products in the same group.

The assumptions of Chamberlin from which he derived the negatively sloping curve have been attacked by Andrews. ${ }^{1} \mathrm{He}$ argues that Chamberlin's $d d$ curve is of questionable analytical use, because it includes only the consumers' demand, and because it implies irrationality of consumers' preferences in the long run. Andrews argues that Chamberlin's demand curve (and any downward-falling demand curve) is applicable only for those rare cases where a firm sells directly to the final consumer, and this only in a short-run analysis. The $d d$ curve ignores the demand arising from other manufacturing firms which buy the product as an intermediate commodity to submit it to further processing. It also ignores the bulk of final demand transactions which are carried out by retailers and wholesalers. These type of customers (other manufacturing firms and traders) are themselves profit maximisers and hence, the argument runs, they will not be prepared to pay a higher price for a product sold by other suppliers at a lower price. Therefore the part of demand for the product of a firm arising from other manufacturing firms, retailers and wholesalers cannot give rise to a downward-falling demand curve. This argument is valid for all intermediate commodities, and in particular raw materials. However, for consumer goods, durable and non-durable, as well as for machinery and other equipment, brand names do actually create 'sticky preferences' and 'brand loyalty' of the buyers not only in the short run but also in the long run. It is observed that over long periods of time products that are close substitutes are sold at different prices. For example, soaps and detergents, fabrics, machinery, household durables are sold at a range of prices, which at least partly reflect brand loyalty of the buyers to the particular products. (See also Chapter 2, pp. 63-6.)

The demand of final consumers for the product of the firm sold directly to them can be downward-sloping, Andrews argues, only in the short run. Only for a short period of time will the consumers be prepared to stick to a commodity whose price is higher than that of its close substitutes. Furthermore advertising can create 'sticky preferences' only in the short run. In the long run the consumer will try other less expensive substitutes and, being rational, will turn permanently to them. A downward-falling demand curve in the long run can exist only if consumers are irrational. This argument of Andrews cannot be generally accepted. To begin with, the argument implies a specific definition of
${ }^{1}$ P. W. S. Andrews, On Competition in Economic Theory (Macmillan, 1964).
consumers' rationality. A consumer would be irrational if he could identify two identical products and still would pay a higher price for one of them. However, products are or appear different to the consumers. The consumer is rational when he maximises his utility. Clearly if by paying the higher price the consumer gets more satisfaction for various reasons (for example, satisfaction from buying from an expensive shop which is fashionable), he cannot be accused of being irrational. The consumer may have all sorts of priorities depending on his tastes, information and time available, and he can only be judged as irrational if he exhibits purchasing patterns inconsistent with his preferences, but not on the nature of his preferences by themselves. Furthermore it is an empirical fact that products having the same (broadly) technical specifications are being sold over several years at different prices, and still they have their own market share although this share may fluctuate over time as new brands are introduced and/or old ones are discontinued. Rational or irrational, the preferences of consumers are such as to give rise to a downward-falling demand curve even in the long run. In particular the demand for durables which involves fairly large expenditures is bound to be based on 'good reputation' and 'information from friends who have tried the products' rather than on minor price differences. It is also true for such products that the buyer may think he perceives 'crucial' differences between rival products - durability, aesthetic appearance, etc. Different buyers will weigh these differently, thus creating their brand loyalties. Only when prices differ considerably would one expect a switch of custom from well-established to new products. In summary, it is an observed fact that for long periods firms producing close substitutes have kept some market share for their individual products despite price differentials. Whether one defines the situation as implying rationality or irrationality on the part of the consumers is irrelevant for the pricing decisions of firms. ${ }^{1}$

It has been argued that Chamberlin's model is indeterminate, due to the effects of product changes and selling activities. Those factors create interdependence of the demand and cost curves of the firm, rendering the equilibrium indeterminate. This argument is not valid. The fact that the cost and demand curves have some common determinants does not necessarily mean that the equilibrium is indeterminate. So long as each of these functions has particular determinants not influencing the other, the demand-and-supply model is identifiable and has a unique solution.

Despite the above criticisms Chamberlin's contribution to the theory of pricing is indisputable.

The most important of these contributions is the introduction of product differentiation and of selling strategy as two additional policy variables in the decision-making process of the firm. These factors are the basis of non-price competition which is the typical form of competition in the real world.

Another contribution is the development of a model which provided a solution, certainly not the only possible or the best, but still a solution, to the dilemma of the falling costs.

The explicit discussion and incorporation of selling activities into price theory is an extremely important step forward in the explanation of the phenomena of the business world. The U-shaped selling-cost curve assumed by Chamberlin may be questioned on theoretical and empirical grounds, but his is the earliest systematic attempt to make an analysis of the selling activities and their influence on the position and shape of the demand of the individual firm.

Another contribution is the introduction of the share-of-the-market-demand curve as a tool of analysis. The combination of $d d$ and $D D$ gave rise to the 'kinked-demand'

[^42]curve which has been widely used subsequently as a possible explanation of oligopolistic behaviour (see Chapter 9).

Finally, Chamberlin's attempt to preserve the 'industry' in price theory is important. His assumptions were, as he himself was aware, 'heroic' and unrealistic, but his analysis shows the need for a comprehensive theory of price which will explain the behaviour of the individual firm within an industrial framework. Chamberlin's subsequent abandonment ${ }^{1}$ of the 'group' after its heavy criticism by Triffin and others has been rather a drawback in the development of the theory of the firm. (See also Chapter 1.)

## VII. COMPARISON WITH PURE COMPETITION

We said that the long-run equilibrium of the firm is defined by the point of tangency of the demand curve to the $L A C$ curve. At this point $M C=M R$ and $A C=P$, but $P>M C$, while in pure competition we have the long-run equilibrium condition $M C=M R=A C=P$.

As a consequence of the different equilibrium conditions price will be higher and output will be lower in monopolistic competition as compared with the perfectly competitive model. Profits, however, will be just normal in the long run in both models. In monopolistic competition there will be too many firms in the industry, each producing an output less than optimal, that is, at a cost higher than the minimum. This is due to the fact that the tangency of $A C$ and demand occurs necessarily at the falling part of the $L A C$, that is, at a point where $L A C$ has not reached its minimum level. Consequently production costs will be higher than in pure competition. Furthermore, in monopolistic competition firms incur selling costs which are not present in pure competition, and this is another reason for the total cost (and price) to be higher.

Monopolistic competition has been attacked on the grounds that it leads to 'too many, too small' firms, each working with 'excess capacity', as measured by the difference between the 'ideal' output $X_{F}$ corresponding to the minimum cost level on the $L A C$ curve and the output actually attained in long-run equilibrium $X_{E}$ (figure 8.5).


Figure 8.5

[^43]The term 'excess capacity' is misleading in this case. One should really talk of firms working at suboptimal scales having unexhausted economies of scale. There is a misallocation of resources in the long run because the firm in a monopolistically competitive market does not employ enough of the economy's resources to reach minimum average cost. Chamberlin has argued that the criticism of excess capacity and misallocation of resources is valid only if one assumes that the demand curve of the individual firm is horizontal. Chamberlin argues that if the demand is downwardsloping and firms enter into active price competition while entry is free in the industry, then, Chamberlin argues, $X_{F}$ cannot be considered as the socially optimal level of output. Consumers desire variety of products: product differentiation reflects the desires of consumers who are willing to pay the higher price in order to have choice among differentiated products. The higher cost, resulting from producing to the left of the minimum average cost, is thus socially acceptable. Consequently the difference between actual output $X_{E}$ and minimum cost output $X_{F}$ (figure 8.6) is not a measure of excess


Figure 8.6 Price competition and free entry lead to $X_{E}$, which is the 'social optimum' (without excess capacity according to Chamberlin)
capacity but rather a measure of the 'social cost' of producing and offering to the consumer greater variety. The output $X_{E}$, is a 'sort of ideal' for a market in which product is differentiated. ${ }^{1}$ Chamberlin's argument is based on the assumptions of active price competition and free entry. Under these circumstances Chamberlin (and later Harrod) argues that the equilibrium output will be very close to the minimum cost output, because firms will be competing along their individual $d d$ curves which are very elastic. However if firms avoid price competition and instead enter into non-price competition, there will be excess capacity in each firm and insufficient productive capacity in the industry, that is, unexhausted economies of scale for the firm and the industry. Chamberlin seems to argue that excess capacity (restriction of output) and higher prices are the result of non-price competition coupled with free entry. In this event the firm ignores its $d d$ curve (since no price adjustments are made) and concern itself only with its market share. In other words, $D D$ becomes the relevant demand curve of the firm. In this event long-run equilibrium is reached only after entry has shifted the $D D$ curve to a position

[^44]

Figure 8.7 Non-price competition and free entry are the causes of excess capacity (according to Chamberlin)
of tangency with the LAC curve. According to Chamberlin excess capacity is the difference between $X$ and $X_{E}$, the latter being the 'ideal' level of output in a differentiated market (figure 8.7).

From the point of view of social welfare monopolistic competition suffers from the fact that price is higher than the MC. Socially output should be increased until price equals MC. However, this is impossible since all firms would have to produce at a loss in the long run: the $L R M C$ intersects the $D D$ curve below the $L A C$ (at point $a$ in figure 8.6) so that any policy aiming at the equalisation of $P$ and $M C$ would imply a loss of $a b$ per unit of output in the long run. Thus if firms were coerced to produce a level of output at which $P=M C$, the firm would close down in the long run. In summary, if the market is monopolistically competitive the output is lower than society would 'ideally' like it to be (that is, price is higher than $M C$ ); but the socially desired $P=M C$ cannot be achieved without destroying the whole private enterprise system.

SECTION B

## CLASSICAL OLIGOPOLY

## 9. Non-collusive Oligopoly

In this section we will first present three models of duopoly, which is the limiting case of oligopoly. The common characteristic of these models is that they assume a certain pattern of reaction of competitors in each period and despite the fact that the 'expected' reaction does not in fact materialise, the firms continue to assume that the initial assumption holds. In other words, firms are assumed never to learn from past experience, which makes their behaviour at least naïve (if not stupid).

## I. COURNOT'S DUOPOLY MODEL ${ }^{1}$

The earliest duopoly model was developed in 1838 by the French economist Augustin Cournot.
The model may be presented in many ways. The original version is quite limited in that it makes the assumption that the duopolists have identical products and identical costs. Actually Cournot illustrated his model with the example of two firms each owning a spring of mineral water, which is produced at zero costs. We will present briefly this version, and then we will generalise its presentation by using the reaction curves approach.

Cournot assumed that there are two firms each owning a mineral well, and operating with zero costs. They sell their output in a market with a straight-line demand curve. Each firm acts on the assumption that its competitor will not change its output, and decides its own output so as to maximise profit.

Assume that firm $A$ is the first to start producing and selling mineral water. It will produce quantity $A$, at price $P$ where profits are at a maximum (figure 9.1), because at this point $M C=M R=0$. The elasticity of market demand at this level of output is equal to unity and the total revenue of the firm is a maximum. With zero costs, maximum $R$ implies maximum profits, $\Pi$. Now firm $B$ assumes that $A$ will keep its output fixed (at $0 A$ ), and hence considers that its own demand curve is $C D^{\prime}$. Clearly firm $B$ will produce half the quantity $A D^{\prime}$, because (under the Cournot assumption of fixed output of the rival) at this level ( $A B$ ) of output (and at price $P^{\prime}$ ) its revenue and profit is at a maximum. $B$ produces half of the market which has not been supplied by $A$, that is, $B$ 's output is $\frac{1}{4}\left(=\frac{1}{2} \cdot \frac{1}{2}\right)$ of the total market.

Firm $A$, faced with this situation, assumes that $B$ will retain his quantity constant in the next period. So he will produce one-half of the market which is not supplied by $B$. Since $B$ covers one-quarter of the market, $A$ will, in the next period, produce $\frac{1}{2}\left(1-\frac{1}{4}\right)=$ $\frac{1}{2} \cdot \frac{3}{4}=\frac{3}{8}$ of the total market.

[^45]

Figure 9.1

Firm $B$ reacts on the Cournot assumption, and will produce one-half of the unsupplied section of the market, i.e. $\frac{1}{2}\left(1-\frac{3}{8}\right)=\frac{5}{16}$.

In the third period firm $A$ will continue to assume that $B$ will not change its quantity, and thus will produce one-half of the remainder of the market, i.e. $\frac{1}{2}\left(1-\frac{5}{16}\right)$.

This action-reaction pattern continues, since firms have the naïve behaviour of never learning from past patterns of reaction of their rival. However, eventually an equilibrium will be reached in which each firm produces one-third of the total market. Together they cover two-thirds of the total market. Each firm maximises its profit in each period, but the industry profits are not maximised. That is, the firms would have higher joint profits if they recognised their interdependence, after their failure in forecasting the correct reaction of their rival. Recognition of their interdependence (or open collusion) would lead them to act as 'a monopolist,' producing one-half of the total market output, selling it at the profit-maximising price $P$, and sharing the market equally, that is, each producing one-quarter of the total market (instead of one-third).

The equilibrium of the Cournot firms may be obtained as follows:

1. The product of firm $A$ in successive periods is
period 1: $\frac{1}{2}$
period 2: $\frac{1}{2}\left(1-\frac{1}{4}\right)=\frac{3}{8}=\frac{1}{2}-\frac{1}{8}$
period 3: $\frac{1}{2}\left(1-\frac{5}{16}\right)=\frac{11}{32}=\frac{1}{2}-\frac{1}{8}-\frac{1}{32}$
period 4: $\frac{1}{2}\left(1-\frac{42}{128}\right)=\frac{43}{128}=\frac{1}{2}-\frac{1}{8}-\frac{1}{32}-\frac{1}{128}$
We observe that the output of $A$ declines gradually. We may rewrite this expression as follows

$$
\begin{aligned}
{\left[\begin{array}{l}
\text { Product of } A \\
\text { in equilibrium }
\end{array}\right] } & =\frac{1}{2}-\frac{1}{8}-\frac{1}{32}-\frac{1}{128} \cdots \\
& =\frac{1}{2}-\left[\frac{1}{8}+\frac{1}{8} \cdot \frac{1}{4}+\frac{1}{8} \cdot\left(\frac{1}{4}\right)^{2}+\frac{1}{8}\left(\frac{1}{4}\right)^{3}+\cdots\right] .
\end{aligned}
$$

The expression in parentheses is a declining geometric progression with ratio $r=\frac{1}{4}$ Applying the summation formula for an infinite geometric series

$$
\int=\frac{a}{1-r}
$$

(where $\int=$ sum, $a=$ first term of series, $r=$ ratio) we obtain

$$
\left[\begin{array}{l}
\text { Product of } A \\
\text { in equilibrium }
\end{array}\right]=\frac{1}{2}-\frac{\frac{1}{8}}{1-\frac{1}{4}}=\frac{1}{2}-\frac{\frac{1}{8}}{\frac{3}{4}}=\frac{1}{2}-\frac{4}{24}=\frac{8}{24}=\frac{1}{3}
$$

2. The product of firm $B$ in successive periods is

$$
\begin{array}{ll}
\text { period 2: } & \frac{1}{2}\left(\frac{1}{2}\right)=\frac{1}{4} \\
\text { period 3: } & \frac{1}{2}\left(1-\frac{3}{8}\right)=\frac{5}{16}=\frac{1}{4}+\frac{1}{16} \\
\text { period 3: } & \frac{1}{2}\left(1-\frac{11}{32}\right)=\frac{21}{64}=\frac{1}{4}+\frac{1}{16}+\frac{1}{64} \\
\text { period 4: } & \frac{1}{2}\left(1-\frac{43}{128}\right)=\frac{85}{258}=\frac{1}{4}+\frac{1}{16}+\frac{1}{64}+\frac{1}{256}
\end{array}
$$

We observe that $B$ 's output increases, but at a declining rate. We may write

$$
\left[\begin{array}{l}
\text { Product of } B \\
\text { in equilibrium }
\end{array}\right]=\frac{1}{4}+\frac{1}{4} \cdot \frac{1}{4}+\frac{1}{4}\left(\frac{1}{4}\right)^{2}+\frac{1}{4}\left(\frac{1}{4}\right)^{3}+\cdots
$$

Applying the above expression for the summation of a declining geometric series we find

$$
\left[\begin{array}{l}
\text { Product of } B \\
\text { in equilibrium }
\end{array}\right]=\frac{\frac{1}{4}}{1-\frac{1}{4}}=\frac{\frac{1}{4}}{\frac{3}{4}}=\frac{1}{3}
$$

Thus the Cournot solution is stable. Each firm supplies $\frac{1}{3}$ of the market, at a common price which is lower than the monopoly price, but above the pure competitive price (which is zero in the Cournot example of costless production). It can be shown that if there are three firms in the industry, each will produce one-quarter of the market and all of them together will supply $\frac{3}{4}\left(=\frac{1}{4} \cdot 3\right)$ of the entire market $O D^{\prime}$. And, in general, if there are $n$ firms in the industry each will provide $1 /(n+1)$ of the market, and the industry output will be $n /(n+1)=1 /(n+1) \cdot n$. Clearly as more firms are assumed to exist in the industry, the higher the total quantity supplied and hence the lower the price. The larger the number of firms the closer is output and price to the competitive level.

Cournot's model leads to a stable equilibrium. However, his model may be criticised on several accounts:

The behavioural pattern of firms is naïve. Firms do not learn from past miscalculations of competitors' reactions.

Although the quantity produced by the competitors is at each stage assumed constant, a quantity competition emerges which drives $P$ down, towards the competitive level.

The model can be extended to any number of firms. However, it is a 'closed' model, in that entry is not allowed: the number of firms that are assumed in the first period remains the same throughout the adjustment process.

The model does not say how long the adjustment period will be.
The assumption of costless production is unrealistic. However, it can be relaxed without impairing the validity of the model. This is done in the subsequent presentation of the model, based on the reaction-curves approach.

The reaction-curves approach is a more powerful method of analysis of oligopolistic markets, because it allows the relaxation of the assumption of identical costs and identical demands. This approach is based on Stackelberg's indifference-curve analysis, which introduces the concept of isoprofit curves of competitors. We will first establish the shape of the isoprofit curves for substitute commodities, and from these curves we will subsequently derive the reaction curves of the Cournot duopolists.

An isoprofit curve for firm $A$ is the locus of points defined by different levels of output of $A$ and his rival $B$, which yield to $A$ the same level of profit (figure 9.2).


Figure 9.2 Isoprofit map of firm $A$


Figure 9.3 Isoprofit map of firm $B$

Similarly, an isoprofit curve for firm $B$ is the locus of points of different levels of output of the two competitors which yield to $B$ the same level of profit (figure 9.3).

From the above definitions it should be clear that the isoprofit curves are a type of indifference curves. There is a whole family of isoprofit curves for each firm which have the following properties.

1. Isoprofit curves for substitute commodities are concave to the axes along which we measure the output of the rival firms. For example, an isoprofit curve of firm $A$ is concave to the horizontal axis $Q_{A}$. This shape shows how $A$ can react to $B$ 's output decisions so as to retain a given level of profit. For example, consider the isoprofit curve $\Pi_{A 1}$ in figure 9.4.

Suppose that firm $B$ decides to produce the level of output $B_{1}$. A line parallel to the horizontal axis through $B_{1}$ intersects the isoprofit curve $\Pi_{A 1}$ at points $h$ and $g$. This shows that given the output that $B$ decides to produce, firm $A$ will realise the profit $\Pi_{A 1}$ if it produces either of the two levels of output corresponding to points $h$ and $g$, that is, either $A_{h}$ or $A_{g}$. Assume that firm $A$ decides to react by producing the higher level $A_{g}$. If now firm $B$ increases its output (say at the level $B_{2}$ ), firm $A$ must decrease its output (at $A_{f}$ ) if it wants to retain its profit at the same level ( $\Pi_{A_{1}}$ ). If firm $A$ continued to produce $A_{g}$ while $B$ increased its production, the total quantity supplied in the market would depress the price, and hence the profit of firm $A$ would decline. Up to a certain point ( $e$ in figure 9.4) firm $A$ must react to increases in $B$ 's output by reducing its own production, otherwise the market price would fall and $A$ 's profit would decrease. As firm $A$ reduces its output, its costs also change, but the net profit $(\Pi=R-C)$ remains at the same level $\left(\Pi_{A 1}\right)$, because of market elasticity and/or decreasing costs arising from a better utilisation of $A$ 's plant.


Figure 9.4


Figure 9.5

Consider now point $h$. If firm $A$ reacts to $B$ 's initial decision by producing the lower output $A_{h}$, it will clearly earn the same profit $\Pi_{A 1}$. If firm $B$ decides to increase its output (at the levels $B_{2}, B_{3}$ and so on, up to $B_{e}$ ), firm $A$ will react by increasing its output as well: $A$ 's profit will remain the same despite the resulting fall in the market price, because of market elasticity and/or decrease in its costs due to a better utilisation of its plant.
2. The farther the isoprofit curves (for substitute commodities) lie from the axes, the lower is the profit. And vice versa, the closer to the quantity-axis an isoprofit curve lies, the higher the profitability of the firm is. Consider figure 9.5. If firm $B$ were to increase its output beyond $B_{e}$, firm $A$ would not be able to retain its level of profit. Suppose that firm $B$ decides to produce $B_{4}$. Firm $A$ can react in three ways: increase, decrease or retain its output constant (at $A_{e}$ ). If $A$ retains its output constant while $B$ increases its production, the ensuing fall in the market price will result in a reduction in the revenue and in the profits of $A$, given its costs. If firm $A$ were to increase output beyond $A_{e}$, its profit would fall because of inelasticity of demand and/or increasing costs. If firm $A$ were to reduce output below $A_{e}$, its profit would fall because of elasticity of demand and/or increasing costs. Thus firm $A$ will earn a lower level of profit, no matter what its reaction, if $B$ increased its output beyond $B_{e}$. A line through $B_{4}$ parallel to the $Q_{A}$-axis lies above $\Pi_{A 1}$, and will intersect (or will be tangent) to an isoprofit curve which represents a lower profit for firm $A$. In figure 9.5 the isoprofit curve $\Pi_{A 2}$ represents a lower profit than $\Pi_{A_{1}}$. To summarise: for any given output that firm $B$ may produce, there will be a unique level of output for firm $A$ which maximises the latter's profit. This unique profit-maximising level of output will be determined by the point of tangency of the line through the given output of firm $B$ and the lowest attainable isoprofit curve of firm $A$. In other words, the profit-maximising output of $A$ (for any given quantity of $B$ ) is established at the highest point on the lowest attainable isoprofit curve of $A$.
3. For firm $A$, the highest points of successive isoprofit curves lie to the left of each other. If we join the highest points of the isoprofit curves we obtain firm A's reaction curve. Thus, the reaction curve of firm $A$ is the locus of points of highest profits that firm $A$ can attain, given the level of output of rival $B$. It is called 'reaction curve' because it shows how firm $A$ will determine its output as a reaction to $B$ 's decision to produce a certain level of output. $A$ 's reaction curve is shown in figure 9.6 .
$B$ 's isoprofit curves are concave to the $Q_{B}$ axis. Their shape and position are determined by the same factors as the ones underlying firm $A$ 's isoprofit curves. The highest point of the isoprofit curves of $B$ lie to the right of each other as we move to curves further away from the $Q_{B}$ axis. If we join these highest points we obtain $B$ 's reaction function (figure 9.7). Each point of the reaction curve shows how much output $B$ must produce in order to maximise its own profit, given the level of output of its rival.


Figure 9.6
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Figure 9.8

Cournot's equilibrium is determined by the intersection of the two reaction curves. It is a stable equilibrium, provided that $A$ 's reaction curve is steeper than $B$ 's reaction curve. (This condition is satisfied by the assumption we made that the highest points of successive isoprofit curves of $A$ lie to the left of one another, while the highest points of $B$ 's isoprofit curves lie to the right of each other.) To see that, let us examine the situation arising from $A$ 's decision to produce quantity $A_{1}$, lower than the equilibrium quantity $A_{e}$ (figure 9.8). Firm $B$ will react by producing $B_{1}$, given the Cournot assumption that firm $A$ will keep its quantity fixed at $A_{1}$. However, $A$ reacts by producing a higher quantity, of $A_{2}$, on the assumption that $B$ will stay at the level $B_{1}$. Now firm $B_{1}$ reacts by reducing its quantity at $B_{2}$. This adjustment will continue until point $e$ is reached. The same equilibrium would be reached if we started from a point to the right of $e$. Thus $e$ is a stable equilibrium.

Note that at point $e$ each firm maximises its own profit, but the industry (joint profit) is not maximised (figure 9.9). This is easily seen by a curve similar to Edgeworth's contract curve which traces points of tangency of the two firms' isoprofit curves. Points on the contract curve are optimal in the sense that points off this curve imply a lower


Figure $9.9 E E$ ' is the 'Edgeworth's contract curve
profit for one or both firms, that is, less industry profits as compared to points on the curve. Point $e$ is a suboptimal point, and total industry profits would be higher if firms moved away from it on any point between $a$ and $b$ on the contract curve: at point $a$ firm $A$ would continue to have the same profit $\Pi_{A 3}$ while firm $B$ would have a higher profit $\left(\Pi_{B 2}>\Pi_{B 3}\right)$. At point $b$ firm $B$ would remain on the same isoprofit curve $\Pi_{B 3}$ while firm $A$ would move to a higher isoprofit curve $\left(\Pi_{A 2}>\Pi_{A 3}\right)$. Finally at any intermediate point between $a$ and $b$, e.g. at $c$, both firms would realise higher profits. The question arises of why the firms choose the suboptimal equilibrium $e$. The answer is that the Cournot pattern of behaviour implies that the firms do not learn from past experience, each expecting the other to remain at a given position. Each firm acts independently, in that it does not know that the other behaves on the same assumption (behaviourial pattern). We will see in a subsequent section how Stackelberg modified this model, by assuming that one or both of the duopolists may be sufficiently alert to recognise that his rival will make the Cournot assumption about his behaviour.

## Mathematical derivation of the reaction curves: <br> A mathematical version of Cournot's model

Assume that the market demand facing the duopolists is

$$
X=a^{*}+b^{*} P
$$

or

$$
P=a+b X \quad b<0
$$

Given that $X=X_{1}+X_{2}$

$$
\frac{\partial X}{\partial X_{1}}=\frac{\partial X}{\partial X_{2}}=1
$$

and the MRs of the duopolists need not be the same. Actually if the duopolists are of unequal size the one with the larger output will have the smaller $M R$.

Proof:

$$
\begin{gathered}
R_{i}=p X_{i} \\
p=a+b\left(X_{1}+X_{2}\right)=f\left(X_{1}, X_{2}\right)
\end{gathered}
$$

Thus

$$
\frac{\partial R_{i}}{\partial X_{i}}=p+X_{i} \frac{\partial P}{\partial X_{i}}
$$

But

$$
\frac{\partial P}{\partial X_{1}}=\frac{\partial P}{\partial X_{2}}=\frac{\partial P}{\partial X}=b
$$

Therefore

$$
\frac{\partial R_{i}}{\partial X_{i}}=P+X_{i} \frac{\partial P}{\partial X}=P+\left(X_{i}\right)(b)
$$

Given that $P>0$ while $b<0$, it is clear that the larger $X_{i}$ is, the smaller the $M R$ will be.
The two duopolists have different costs

$$
C_{1}=f_{1}\left(X_{1}\right) \quad \text { and } \quad C_{2}=f_{2}\left(X_{2}\right)
$$

The first duopolist maximises his profit by assuming $X_{2}$ constant, irrespective of his own decisions, while the second duopolist maximises his profit by assuming that $X_{1}$ will remain constant.

The first-order condition for maximum profits of each duopolist is

$$
\left.\begin{array}{l}
\frac{\partial \Pi_{1}}{\partial X_{1}}=\frac{\partial R_{1}}{\partial X_{1}}-\frac{\partial C_{1}}{\partial X_{1}}=0 \\
\frac{\partial \Pi_{2}}{\partial X_{2}}=\frac{\partial R_{2}}{\partial X_{2}}-\frac{\partial C_{2}}{\partial X_{2}}=0 \tag{9.1}
\end{array}\right\}
$$

Rearranging we have

$$
\left.\begin{array}{l}
\frac{\partial R_{1}}{\partial X_{1}}=\frac{\partial C_{1}}{\partial X_{1}}  \tag{9.2}\\
\frac{\partial R_{2}}{\partial X_{2}}=\frac{\partial C_{2}}{\partial X_{2}}
\end{array}\right\}
$$

Solving the first equation of (9.2) for $X_{1}$ we obtain $X_{1}$ as a function of $X_{2}$, that is, we obtain the reaction curve of firm $A$. It expresses the output which $A$ must produce in order to maximise his profit for any given amount $X_{2}$ of his rival.

Solving the second equation of (9.2) for $X_{2}$ we obtain $X_{2}$ as a function of $X_{1}$, that is, we obtain the reaction function of firm $B$.

If we solve the two equations simultaneously we obtain the Cournot equilibrium, the values of $X_{1}$ and $X_{2}$ which satisfy both equations; this is the point of intersection of the two reaction curves.

The second-order condition for equilibrium requires that

$$
\frac{\partial^{2} \Pi_{i}}{\partial X_{i}^{2}}=\frac{\partial^{2} R_{i}}{\partial X_{i}^{2}}-\frac{\partial^{2} C_{i}}{\partial X_{i}^{2}}<0 \quad(i=1,2)
$$

or

$$
\frac{\partial^{2} R_{i}}{\partial X_{i}^{2}}<\frac{\partial^{2} C_{i}}{\partial X_{i}^{2}}
$$

Each duopolist's $M R$ must be increasing less rapidly than his $M C$, that is, the $M C$ must cut the $M R$ from below, for both duopolists.

## A numerical example

Assume that the market demand and the costs of the duopolists are

$$
\begin{aligned}
P & =100-0 \cdot 5\left(X_{1}+X_{2}\right) \\
C_{1} & =5 X_{1} \\
C_{2} & =0.5 X_{2}^{2}
\end{aligned}
$$

The profits of the duopolists are

$$
\begin{equation*}
\Pi_{1}=P X_{1}-C_{1}=\left[100-0.5\left(X_{1}+X_{2}\right)\right] X_{1}-5 X_{1} \tag{a}
\end{equation*}
$$

or

$$
\begin{equation*}
\Pi_{1}=100 X_{1}-0.5 X_{1}^{2}-0.5 X_{1} X_{2}-5 X_{1} \tag{b}
\end{equation*}
$$

or

$$
\Pi_{2}=100 X_{2}-0.5 X_{2}^{2}-0.5 X_{1} X_{2}-0.5 X_{2}^{2}
$$

Collecting terms we have

$$
\Pi_{1}=95 X_{1}-0.5 X_{1}^{2}-0.5 X_{1} X_{2}
$$

and

$$
\Pi_{2}=100 X_{2}-X_{2}^{2}-0.5 X_{1} X_{2}
$$

For profit maximisation under the Cournot assumption we have

$$
\left.\begin{array}{l}
\frac{\partial \Pi_{1}}{\partial X_{1}}=0=95-X_{1}-0.5 X_{2}  \tag{9.3}\\
\frac{\partial \Pi_{2}}{\partial X_{2}}=0=100-2 X_{2}-0.5 X_{1}
\end{array}\right\}
$$

The reaction functions are

$$
\begin{aligned}
& X_{1}=95-0.5 X_{2} \\
& X_{2}=50-0.25 X_{1}
\end{aligned}
$$

The graphical solution of Cournot's model is found by the intersection of the two reaction curves which are plotted in figure 9.10.
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Mathematically the solution of system (9.3) yields

$$
\left.\begin{array}{c}
X_{1}=95-0.5 X_{2} \\
X_{2}=50-0.25 X_{1}
\end{array}\right\}
$$

or

$$
X_{1}=80
$$

and

$$
X_{2}=50-0.25 X_{1}=50-(0.25)(80)=30
$$

Thus total output in the market is

$$
X=X_{1}+X_{2}=120
$$

and the market price

$$
P=100-0.5 X=45
$$

Note that

$$
\begin{aligned}
& M R_{1}=\frac{\partial R_{1}}{\partial X_{1}}=\frac{\partial\left(P X_{1}\right)}{\partial X_{1}}=P+X_{1} \frac{\partial P}{\partial X} \\
& M R_{1}=45+80(-0.5) \\
& M R_{1}=5
\end{aligned}
$$

while $M R_{2}=45+30(-0.5)$

$$
M R_{2}=30
$$

That is, the firm with the larger output has the smaller marginal revenue. The profits of the duopolists are

$$
\begin{aligned}
& \Pi_{1}=P X_{1}-C_{1} \\
& \Pi_{1}=(45)(80)-5(80)=3200
\end{aligned}
$$

and

$$
\begin{aligned}
& \Pi_{2}=P X_{2}-C_{2} \\
& \Pi_{2}=(45)(30)-0.25(30)^{2}=900
\end{aligned}
$$

The second-order condition is satisfied for both duopolists:

$$
\left.\begin{array}{ll}
\frac{\partial \Pi_{1}}{\partial X_{1}}=95-X_{1}-0.5 X_{2} & \frac{\partial \Pi_{2}}{\partial X_{2}}=100-2 X_{2}-0.5 X_{1} \\
\frac{\partial^{2} \Pi_{1}}{\partial X_{1}^{2}}=-1<0 & \frac{\partial^{2} \Pi_{2}}{\partial X_{2}^{2}}=-2<0
\end{array}\right\}
$$

## II. BERTRAND'S DUOPOLY MODEL

Bertrand ${ }^{1}$ developed his duopoly model in 1883. His model differs from Cournot's in that he assumes that each firm expects that the rival will keep its price constant, irrespective of its own decision about pricing. Thus each firm is faced by the same market demand, and aims at the maximisation of its own profit on the assumption that the price of the competitor will remain constant.

The model may be presented with the analytical tools of the reaction functions of the duopolists. In Bertrand's model the reaction curves are derived from isoprofit maps which are convex to the axes, on which we now measure the prices of the duopolists. Each isoprofit curve for firm $A$ shows the same level of profit which would accrue to $A$ from various levels of prices charged by this firm and its rival. The isoprofit curve for $A$ is convex to its price axis $\left(P_{A}\right)$. This shape shows the fact that firm $A$ must lower its price up to a certain level (point $e$ in figure 9.11) to meet the cutting of price of its competitor, in order to maintain the level of its profits at $\Pi_{A 2}$. However, after that price level has been reached and if $B$ continues to cut its price, firm $A$ will be unable to retain its profits, even if it keeps its own price unchanged (at $P_{A}$ ). If, for example, firm $B$ cuts its price at $P_{B}$, firm $A$ will find itself at a lower isoprofit curve $\left(\Pi_{A 1}\right)$ which shows lower profits. The reduction of profits of $A$ is due to the fall in price, and the increase in output beyond the optimal level of utilisation of the plant with the consequent increase in costs. Clearly the lower the isoprofit curve, the lower the level of profits.

[^46]
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To summarise: for any price charged by firm $B$ there will be a unique price of firm $A$ which maximises the latter's profit. This unique profit-maximising price is determined at the lowest point on the highest attainable isoprofit curve of $A$. The minimum points of the isoprofit curves lie to the right of each other, reflecting the fact that as firm $A$ moves to a higher level of profit, it gains some of the customers of $B$ when the latter increases its price, even if $A$ also raises its price. If we join the lowest points of the successive isoprofit curves we obtain the reaction curve (or conjectural variation) of firm $A$ : this is the locus of points of maximum profits that $A$ can attain by charging a certain price, given the price of its rival.

The reaction curve of firm $B$ may be derived in a similar way, by joining the lowest points of its isoprofit curves (figure 9.12).

Bertrand's model leads to a stable equilibrium, defined by the point of intersection of the two reaction curves (figure 9.13). Point $e$ denotes a stable equilibrium, since any departure from it sets in motion forces which will lead back to point $e$ at which the price charged by $A$ and $B$ are $P_{A e}$ and $P_{B e}$ respectively. For example, if firm $A$ charges a lower price $P_{A 1}$, firm $B$ will charge $P_{B 1}$, because on the Bertrand assumption, this price will maximise $B$ 's profit (given $P_{A 1}$ ). Firm $A$ will react to this decision of its rival by charging
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a higher price $P_{A 2}$. Firm $B$ will react by increasing its price, and so on, until point $e$ is reached, when the market will be in equilibrium. The same equilibrium will be reached if firms started by charging a price higher than $P_{A e}$ or $P_{B e}$ : a competitive price cut would take place which would drive both prices down to their equilibrium level $P_{A e}$ and $P_{B e}$.

Note that Bertrand's model does not lead to the maximisation of the industry (joint) profit, due to the fact that firms behave naïvely, by always assuming that their rival will keep its price fixed, and they never learn from past experience which showed that the rival did not in fact keep its price constant. The industry profit could be increased if firms recognised their past mistakes and abandoned the Bertrand pattern of behaviour (figure 9.14). If firms moved on any point between $c$ and $d$ on the Edgeworth contract curve (which is the locus of points of tangency of the isoprofit curves of the competitors) one or both firms would have higher profits, and hence industry profits would be higher. At point $c$ firm $B$ would retain the same profit $\left(B_{6}\right)$ as at point $e$, while $A$ would move to a higher profit level $\left(A_{9}\right)$. At point $d$ firm $A$ would have the same profit $\left(A_{5}\right)$ as at the Bertrand equilibrium $e$, but firm $B$ would move to a higher isoprofit curve $\left(B_{10}\right)$. Finally, at any point between $c$ and $d$ (e.g. at $f$ ) both firms would realise higher profits ( $A_{7}$ and $B_{8}$ ) as compared to those attained at Bertrand's solution ( $A_{7}>A_{5}$ and $B_{8}>B_{6}$ ).
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Bertrand's model may be criticised on the same grounds as Cournot's model:
The behavioural pattern emerging from Bertrand's assumption is naïve: firms never learn from past experience.

Each firm maximises its own profit, but the industry (joint) profits are not maximised.
The equilibrium price will be the competitive price. (In the example of costless mineral-water production, the price in Bertrand's model would fall to zero. If production is not costless, then price would fall to the level which would cover the costs of the duopolists inclusive of a normal profit.)

The model is 'closed'- does not allow entry.
The interesting feature of both Cournot's and Bertrand's models is that the limit of duopoly is pure competition. Neither model refutes the other. Each is consistent and is based on different behavioural assumptions. We may say that Bertrand's assumption (about the fixity of price of the rival) is more realistic, in view of the observed preoccupation of firms with keeping their prices constant (except in cost inflation situations). Furthermore, Bertrand's model focused attention on price setting as the main decision of the firm. The serious limitations of both models are the naïve behavioural pattern of rivals; the failure to deal with entry; the failure to incorporate other variables in the model, such as advertising and other selling activities, location of the plant, and changes in the product. Product differentiation and selling activities are the two main weapons of non-price competition, which is a main form of competition in the real business world; both models do not define the length of the adjustment process. Although dealing in terms of 'time periods,' their approach is basically static; both models assume that the market demand is known with accuracy; both models are based on individual demand curves which are located by making the convenient assumption of constant reaction curves of the competing firms.

Having discussed the classical duopoly models of Cournot and Bertrand, we proceed with the development of the traditional models of non-collusive oligopoly, which apply to market structures with a few firms conscious of their interdependence. It is worth while pointing out, however, that both Cournot's and Bertrand's models can be extended to markets in which the number of firms is greater than two.

## III. CHAMBERLIN'S OLIGOPOLY MODEL ('Small-Group' model)

Chamberlin's contribution to the theory of oligopoly consists in his suggestion that a stable equilibrium can be reached with the monopoly price being charged by all firms, if firms recognise their interdependence and act so as to maximise the industry profit (monopoly profit).

Chamberlin accepts that if firms do not recognise their interdependence, the industry will reach either the Cournot equilibrium, if each firm acts independently on the assumption that the rivals will keep their output constant; or the industry will reach the Bertrand equilibrium if each firm acts independently, trying to maximise its own profit on the assumption that the other rivals will keep their price unchanged.

Chamberlin, however, rejects the assumption of independent action by competitors. He says that the firms do in fact recognise their interdependence. Firms are not as naïve as Cournot and Bertrand assume. Firms, when changing their price or output, recognise the direct and indirect effects of their decisions. The direct effects are those which would occur if competitors were assumed to remain passive (either in the Cournot or in the Bertrand sense). The indirect effects are those which result from the fact that rivals do not in fact remain passive but react to the decisions of the firm which changes its price or output. The recognition of the full effects (direct and indirect) of a change in the firm's output (or price) results in a stable industry equilibrium with the monopoly price and monopoly output. Chamberlin assumes that the monopoly solution (with industry or joint profits being maximised) can be achieved without collusion: the entrepreneurs are assumed to be intelligent enough to quickly recognise their interdependence, learn from their past mistakes and adopt the best (for all) position, which is charging the monopoly price. Chamberlin's model can best be understood if presented in a duopoly market. Initially Chamberlin's model is the same as Cournot's. The market
demand is a straight line with negative slope, and production is assumed costless for simplicity (figure 9.15). If firm $A$ is the first to start production it will produce the profitmaximising output $0 X_{M}$ and sell it at the monopoly price $P_{M}$. Firm $B$, under the Cournot assumption that the rival $A$ will retain his quantity unchanged, considers that its demand curve is $C D$ and will attempt to maximise its profit by producing one-half of this demand, that is, quantity $X_{M} B$ (at which $B$ 's $M R=M C=0$ ). As a consequence the total industry output is $0 B$ and the price falls to $P$. Now firm $A$ realises that its rival does in fact react to its actions, and taking that into account decides to reduce its output to $0 A$ which is one-half of $0 X_{M}$ and equal to $B$ 's output. The industry output is thus $0 X_{M}$ and price rises to the monopoly level $0 P_{M}$. Firm $B$ realises that this is the best for both of them and so will keep its output the same at $X_{M} B=A X_{M}$. Thus, by recognising their interdependence the firms reach the monopoly solution. Under the assumption of our example of equal costs (that is, costs $=0$ ) the market will be shared equally between $A$ and $B$ (clearly $0 A=A X_{M}$ ).


Figure 9.15

Chamberlin's model is an advance over the previous models in that it assumes that the firms are sophisticated enough to realise their interdependence, and that it leads to a stable equilibrium, which is the monopoly solution.

However, joint profit maximisation via non-collusive action implies that firms have a good knowledge of the market-demand curve and that they soon realise their mistakes. That is, they somehow acquire a knowledge of the total-supply curve (i.e. of the individual costs of the rivals) and hence they define the (monopoly) price which is best for the group as a whole. In the next chapter we will examine Fellner's theory of joint profit maximisation and we will see the difficulties which arise and which make it almost impossible to arrive at the monopoly solution even with collusion. Without collusion joint profit maximisation is impossible unless all firms have identical costs and demands.

Chamberlin's small group model suffers also from the defect of ignoring entry. It is a 'closed' model. If entry does occur it is not certain that the stable monopoly solution will ever be reached, unless special assumptions are made concerning the behaviour of the old firms and the new entrant.

It should be noted that althrough the 'kinked-demand curve' appears in Chamberlin's analysis (of both the 'large group' and the 'small group'), he does not use it explicitly as a tool of analysis of the behaviour of the firm. The 'kinked-demand curve model' as an operational oligopoly model was presented by P. Sweezy in 1939. We turn to the examination of this model.

## IV. THE 'KINKED-DEMAND' MODEL: <br> SWEEZY'S NON-COLLUSIVE STABLE EQUILIBRIUM

The kinked-demand curve as a tool of analysis originated from Chamberlin's intersection of the individual $d d$ curve of the firm and its market-share curve $D D^{\prime}$. However, Chamberlin himself did not use 'kinked-demand' in his analysis.

Hall and Hitch in their famous article 'Price Theory and Business Behaviour' ${ }^{1}$ used the kinked-demand curve not as a tool of analysis for the determination of the price and output in oligopolistic markets, but to explain why the price, once determined on the basis of the average-cost principle, will remain 'sticky.' That is, Hall and Hitch use the kinked-demand curve in order to explain the 'stickiness' of prices in oligopolistic markets, but not as a tool for the determination of the price itself, which is decided on the average-cost principle (often incorrectly referred to as 'full-cost' principle; see Chapter 12).

However, in the same year (1939), P. Sweezy published an article ${ }^{2}$ in which he introduced the kinked-demand curve as an operational tool for the determination of the equilibrium in oligopolistic markets. His model, which still holds (surprisingly) an important position as an 'oligopoly theory' in most textbooks, may be presented as follows.
The demand curve of the oligopolist has a kink (at point $E$ in figure 9.16), reflecting the following behavioural pattern. If the entrepreneur reduces his price he expects that his competitors will follow suit, matching the price cut, so that, although the demand in the market increases, the shares of competitors remain unchanged. Thus for price reductions below $P$ (which corresponds to the point of the kink) the share-of-the-market-demand curve is the relevant curve for decision-making.

However, the entrepreneur expects that his competitors will not follow him if he increases his price, so that he will lose a considerable part of his custom. Thus for price increases above $P$, the relevant demand curve is the section $d E$ of the $d d^{\prime}$ curve. The
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[^47]upper section of the kinked-demand curve has a higher price elasticity than the lower part. Due to the kink in the demand curve of the oligopolist, his $M R$ curve is discontinuous at the level of output corresponding to the kink. The MR has two segments: segment $d A$ corresponds to the upper part of the demand curve, while the segment from point $B$ corresponds to the lower part of the kinked-demand curve.

The equilibrium of the firm is defined by the point of the kink because at any point to the left of the kink $M C$ is below the $M R$, while to the right of the kink the $M C$ is larger than the $M R$. Thus total profit is maximised at the point of the kink. However, this equilibrium is not necessarily defined by the intersection of the $M C$ and the $M R$ curve. Indeed in general the $M C$ passes somewhere through the discontinuous segment $A B$, and in that sense one might argue that, although marginalistic calculations are behind the 'kink-equilibrium,' the kinked-demand curve is a manifestation of the breakdown of the basic marginalistic rule according to which the price and output level that maximise profit are defined by equating $M C$ with $M R$. Intersection of the $M C$ with the $M R$ segments requires abnormally high or abnormally low costs, which are rather rare in practice. The discontinuity (between $A$ and $B$ ) of the $M R$ curve implies that there is a range within which costs may change without affecting the equilibrium $P$ and $X$ of the firm. In figure 9.16 , so long as $M C$ passes through the segment $A B$, the firm maximises its profits by producing $P$ and $X$. This level of price and output is compatible with a wide range of costs. Thus the kink can explain why price and output will not change despite changes in costs (within the range $A B$ defined by the discontinuity of the $M R$ curve). The greater the difference of elasticities of the upper and lower parts of the kinked-demand curve, the wider the discontinuity in the $M R$ curve, and hence the wider the range of cost conditions compatible with the equilibrium price $P$ and output $X$. There is only one case in which a rise in cost will most certainly induce the firm to increase its price when costs rise, despite the fact that the higher costs pass through the discontinuity of the $M R$ curve. This occurs when the rise in costs is general (for example, imposition of a sales tax) and affects all firms equally. Under these circumstances the firm will increase its price with the certainty that the others in the industry will follow, since their costs are similarly affected. The point of the kink shifts upwards to the left, and equilibrium is established at a higher price and a lower output (figure 9.17). The firms, via independent action, move closer to the point of joint profit maximisation. Furthermore there is a range through which demand may shift without a change in price although quantity will change. If the demand curve is kinked, a shift in the market demand upwards or downwards will affect the volume of output, but not the level of
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price, so long as the cost passes within the range of the discontinuity of the new $M R$. In this case the shift occurs along the same price line (figure 9.18). As the market expands, the firm will not raise its price, because its (given) cost continues to pass through the discontinuity of the new $M R$ curve and hence there is not incentive to change $P$, although output will increase.

Prima facie the kinked-demand hypothesis appears attractive. The behavioural pattern implied by the kink seems quite realistic in the highly competitive business world which is dominated by strongly competing oligopolists. However, this model does not explain the price and output decisions of the firms. It does not define the level at which price will be set in order to maximise profits. The kinked-demand curve can explain the 'stickiness' of prices in a situation of changing costs and of high rivalry. The kink is the consequence (manifestation) of the uncertainty of the oligopolists and of their expectations that competitors will match price cuts, but not price increases. However, it does not explain the level of the price at which the kink will occur. In figure 9.19 we depict two kinked-demand curves, with the kink occurring at a different price level. Sweezy's 'theory' cannot define which of the two kinks (that is, which one of the two prices) will materialise. The kinked-demand hypothesis does not explain the height of the kink. Hence, it is not a theory of pricing, but rather a tool for explaining why the price, once determined in one way or another, will tend to remain fixed.

In view of the above criticism, it is indeed surprising that most textbooks of microeconomics still discuss at length the kinked-demand model and present it as the most relevant 'theory' of price determination in oligopolistic markets.
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## V. STACKELBERG'S DUOPOLY MODEL

This model was developed by the German economist Heinrich von Stackelberg ${ }^{1}$ and is an extension of Cournot's model. It is assumed, by von Stackelberg, that one duopolist is sufficiently sophisticated to recognise that his competitor acts on the Cournot assumption. This recognition allows the sophisticated duopolist to determine the reaction curve of his rival and incorporate it in his own profit function, which he then proceeds to maximise like a monopolist.

Assume that the isoprofit curves and the reaction functions of the duopolists are those depicted in figure 9.20. If firm $A$ is the sophisticated oligopolist, it will assume that its rival will act on the basis of its own reaction curve. This recognition will permit firm $A$ to choose to set its own output at the level which maximises its own profit. This is point $a$ (in figure 9.20) which lies on the lowest possible isoprofit curve of $A$, denoting the maximum profit $A$ can achieve given $B$ 's reaction curve. Firm $A$, acting as a monopolist (by incorporating $B$ 's reaction curve in his profit-maximising computations) will produce $X_{A}$, and firm $B$ will react by producing $X_{B}$ according to its reaction curve. The sophisticated oligopolist becomes in effect the leader, while the naïve rival who acts on the Cournot assumption becomes the follower. Clearly sophistication is rewarding for $A$ because he reaches an isoprofit curve closer to his axis than if he behaved with the same naïvete as his rival. The naïve follower is worse off as compared with the Cournot equilibrium, since with this level of output he reaches an isoprofit curve further away from his axis.
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If firm $B$ is the sophisticated oligopolist, it will choose to produce $X_{B}^{\prime}$, corresponding to point $b$ on $A$ 's reaction curve, because this is the largest profit that $B$ can achieve given his isoprofit map and $A$ 's reaction curve. Firm $B$ will now be the leader while firm $A$ becomes the follower. $B$ has a higher profit and the naïve firm $A$ has a lower profit as compared with the Cournot equilibrium.

[^48]In summary, if only one firm is sophisticated, it will emerge as the leader, and a stable equilibrium will emerge, since the naïve firm will act as a follower.

However, if both firms are sophisticated, then both will want to act as leaders, because this action yields a greater profit to them. In this case the market situation becomes unstable. The situation is known as Stackelberg's disequilibrium and the effect will either be a price war until one of the firms surrenders and agrees to act as follower, or a collusion is reached, with both firms abandoning their naïve reaction functions and moving to a point closer to (or on) the Edgeworth contract curve with both of them attaining higher profits. If the final equilibrium lies on the Edgeworth contract curve the industry profits (joint profits) are maximised (figure 9.21).

Von Stackelberg's model has interesting implications.
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It shows clearly that naïve behaviour does not pay. The rivals should recognise their interdependence.

By recognising the other's reactions each duopolist can reach a higher level of profit for himself.

If both firms start recognising their mutual interdependence, each starts worrying about the rival's profits and the rival's reactions. If each ignores the other, a price war will be inevitable, as a result of which both will be worse off.

The model shows that a bargaining procedure and a collusive agreement becomes advantageous to both duopolists. With such a collusive agreement the duopolists may reach a point on the Edgeworth contract curve, thus attaining joint profit maximisation.

It should be noted that Stackelberg's model of sophisticated behaviour is not applicable in a market in which the firms behave on Bertrand's assumption. In a Cournot-type market the sophisticated firm 'bluffs' the rival, by producing a level of output larger than the one that would be produced in the Cournot equilibrium and the naïve rival, sticking to his Cournot behavioural reaction pattern, will be misled and produce less than in the Cournot equilibrium. However, in a Bertrand-type market the sophisticated duopolist can do nothing which would increase his own profit and persuade the other to stop price-cutting. The most he can do is to keep his own price constant, that is, behave exactly as his opponent expects him to behave. ${ }^{1}$

[^49]
## A numerical example of Stackelberg's model

Assume that in a duopoly market the demand function is

$$
P=100-0.5\left(X_{1}+X_{2}\right)
$$

and the duopolists' costs are

$$
C_{1}=5 X_{1} \quad \text { and } \quad C_{2}=0.5 X_{2}^{2}
$$

The reaction functions are found by taking the partial derivatives of the duopolists' profit functions and equating them to zero:

$$
\begin{aligned}
& \Pi_{1}=P X_{1}-C_{1}=95 X_{1}-0.5 X_{1}^{2}-0.5 X_{1} X_{2} \\
& \Pi_{2}=P X_{2}-C_{2}=100 X_{2}-X_{2}^{2}-0.5 X_{1} X_{2}
\end{aligned}
$$

The partial derivatives are

$$
\begin{aligned}
& \frac{\partial \Pi_{1}}{\partial X_{1}}=95-X_{1}-0.5 X_{2}=0 \\
& \frac{\partial \Pi_{2}}{\partial X_{2}}=100-2 X_{2}-0.5 X_{1}=0
\end{aligned}
$$

The reaction functions are

$$
\begin{aligned}
& X_{1}=95-0.5 X_{2} \rightarrow A ' s \text { reaction curve } \\
& X_{2}=50-0.25 X_{1} \rightarrow B \text { 's reaction curve }
\end{aligned}
$$

## (1) Stackelberg's solution with A being the sophisticated leader

Firm $A$ will substitute $B$ 's reaction function in its own profit equation, which it will then maximise as if it were a monopolist:

$$
\Pi_{1}=P X_{1}-C_{1}=95 X_{1}-0.5 X_{1}^{2}-0.5 X_{1} X_{2}
$$

Substitute

$$
X_{2}=50-0.25 X_{1}
$$

Maximise

$$
\Pi_{1}=70 X_{1}-0.375 X_{1}^{2}
$$

(a) First-order condition: $\quad \frac{\partial \Pi_{1}}{\partial X_{1}}=70-0.75 X_{1}=0$

This yields output: $\quad X_{1}=93 \frac{1}{3}$
and profit:

$$
\Pi_{1}=70 X_{1}-0.375 X_{1}=3267
$$

(b)-The second-order condition for profit maximisation is fulfilled.

Firm $B$ would be the follower. It would assume that $A$ would produce $93 \frac{1}{3}$ units; thus $B$ substitutes this amount in its reaction function

$$
X_{2}=50-0.25 X_{1}=26 \frac{2}{3}
$$

and its profit would be

$$
\Pi_{2}=100 X_{2}-X_{2}^{2}-0.5 X_{1} X_{2}=155.5
$$

(2) Stackelberg's solution if firm B is the sophisticated duopolist

Firm $B$ will substitute $A$ 's reaction function in its own profit function, and it will proceed to maximise this profit as a monopolist

$$
\Pi_{2}=P X_{2}-C_{2}=100 X_{2}-X_{2}^{2}-0.5 X_{1} X_{2}
$$

Substitute $X_{1}=95-0.5 X_{2}$ (i.e., $A$ 's reaction function)

$$
\Pi_{2}=52.5 X_{2}-0.75 X_{2}^{2}
$$

(a) The first-order condition for the maximisation of $\Pi_{2}$ requires

$$
\frac{\partial \Pi_{2}}{\partial X_{2}}=52.5-1.5 X_{2}=0
$$

which yields output:

$$
X_{2}=35
$$

and profit:

$$
\Pi_{2}=52.5 X_{2}-0.75 X_{2}^{2}=918.75
$$

(b) The second-order condition for the maximisation of $\Pi_{2}$ is fulfilled.

The follower is now firm $A$ which will act on the Cournot assumption; it will assume that the rival will keep his quantity at $X_{2}=35$, and will find its own output by substituting this quantity in its reaction function.

$$
X_{1}=95-0.5 X_{2}=77.5
$$

and its profit is

$$
\Pi_{1}=95 X_{1}-0.5 X_{1}^{2}-0.5 X_{1} X_{2}=3003
$$

## (3) Stackelberg's disequilibrium

If both entrepreneurs adopt Stackelberg's sophisticated pattern of behaviour, each will examine his profits if he acts as a leader and if he acts as a follower, and will adopt the action that will yield him the greatest profit.

Firm A calculates its profits both as a leader and as a follower:
If $A$ is the leader his profits are 3267
If $A$ is the follower his profits are 3003
Clearly firm $A$ will prefer to act as the leader.
Firm $B$ similarly, calculates its profits as a leader and as a follower:
If $B$ is the leader his profits are 918.75
If $B$ acts as the follower his profits are $155 \cdot 50$
Thus firm $B$ will also choose to act as the leader. ${ }^{1}$
With both firms acting in the sophisticated way implied by Stackelberg's behavioural hypothesis both will want to act as leaders. As they attempt to do so they find that their expectations about the rival are not fulfilled and 'warfare' will start, unless they decide to come to a collusive agreement.

We may now summarise Stackelberg's model. Each duopolist estimates the maximum profit that he would earn $(a)$ if he acted as leader, $(b)$ if he acted as follower, and chooses the behaviour which yields the largest maximum. Four situations may arise: (1) Duopolist $A$ wants to be leader and $B$ wants to be follower. (2) Duopolist $B$ wants to be leader and $A$ wants to be follower. (3) Both firms want to be followers. (4) Both firms desire to be leaders.

In situations (1) and (2) the result is a determinate equilibrium (provided that the first- and second-order conditions for maxima are fulfilled).

If both firms desire to be followers, their expectations do not materialise (since each assumes that the rival will act as a leader), and they must revise them. Two behavioural patterns are possible. If each duopolist recognises that his rival wants also to be a follower, the Cournot equilibrium is reached. Otherwise, one of the rivals must alter his behaviour and act as a leader before equilibrium is attained.

Finally, if both duopolists want to be leaders a disequilibrium arises, whose outcome, according to Stackelberg, is economic warfare. Equilibrium will be reached either by collusion, or after the 'weaker' firm is eliminated or succumbs to the leadership of the other.
${ }^{1}$ The numerical example is taken from J. M. Henderson and R. E. Quandt, Microeconomic Theory (McGraw-Hill 1958) p. 181.

## 10. Collusive Oligopoly

One way of avoiding the uncertainty arising from oligopolistic interdependence is to enter into collusive agreements. There are two main types of collusion, cartels and price leadership. Both forms generally imply tacit (secret) agreements, since open collusive action is commonly illegal in most countries at present.

Although direct agreements among the oligopolists are the most obvious examples of collusion, in the modern business world trade associations, professional organisations and similar institutions usually perform many of the activities and achieve in a legal or indirect way the goals of direct collusive agreements. For example, trade associations issue various periodicals with information concerning actual or planned action of members. In this official way firms get the message and act accordingly.

In this chapter we will examine the two formal types of collusion, cartels and price leadership. Both forms have been exhaustively analysed by W. Fellner. ${ }^{1}$

## I. CARTELS

We saw that, in the absence of collusion, the monopoly solution in the industry (the solution at which the joint industry profit is maximised) can be achieved under the rare conditions that (a) each firm knows the monopoly price, that is, has a correct knowledge of the market demand and of the costs of all firms, $(b)$ that each firm recognises its interdependence with the others in the industry, (c) all firms have identical costs and identical demands. (Actually condition (c) implies condition (a).)

We will examine two typical forms of cartels: (a) cartels aiming at joint-profit maximisation, that is, maximisation of the industry profit, and (b) cartels aiming at the sharing of the market.

## A. CARTELS AIMING AT JOINT-PROFIT MAXIMISATION

Cartels imply direct (although secret) agreements among the competing oligopolist with the aim of reducing the uncertainty arising from their mutual interdependence. In this particular case the aim of the cartel is the maximisation of the industry (joint) profit. The situation is identical with that of a multiplant monopolist who seeks the maximisation of his profit. We concentrate on a homogeneous or pure oligopoly, that is, an oligopoly where all firms produce a homogeneous product. The case of differentiated oligopoly will be examined in a separate section.

The firms appoint a central agency, to which they delegate the authority to decide not only the total quantity and the price at which it must be sold so as to attain maximum
${ }^{1}$ W. Fellner, Competition Among the Few (New York, Knopf, 1949).
group profits, but also the allocation of production among the members of the cartel, and the distribution of the maximum joint profit among the participating members. The authority of the central cartel agency is complete. Clearly the central agency will have access to the cost figures of the individual firms, and for the purposes of the present theory we unrealistically suppose that it will calculate the market-demand curve and the corresponding $M R$ curve. From the horizontal summation of the MC curves of individual firms the market MC curve is derived. The central agency, acting as a multiplant monopolist, will set the price defined by the intersection of the industry $M R$ and $M C$ curves. For simplicity assume that there are only two firms in the cartel. Their cost structure is shown in figures 10.1 and 10.2. From the horizontal summation of the MC curves we obtain the market MC curve. This is implied by the profit-maximisation goal of the cartel: each level of industry output should be produced at the least possible cost. Thus if we add the outputs of $A$ and $B$ that can be produced at the same MC, clearly the resulting total output is the output that can be produced at this common lowest cost. Given the market demand $D D$ (in figure 10.3) the monopoly solution,
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which maximises joint profits, is determined by the intersection of $M C$ and $M R$ (point $e$ in figure 10.3). The total output is $X$ and it will be sold at price $P$. Now the central agency allocates the production among firm $A$ and firm $B$ as a monopolist would do, that is, by equating the $M R$ to the individual $M C$ s. Thus firm $A$ will produce $X_{1}$ and firm $B$ will produce $X_{2}$. Note that the firm with the lower costs produces a larger amount of output. However, this does not mean that $A$ will also take the larger share of the attained joint profit. The total industry profit is the sum of the profits from the output of the two firms, denoted by the shaded areas of figures 10.1 and 10.2. The distribution of profits is decided by the central agency of the cartel.

The mathematical presentation of the cartel model which aims at joint profit maximisation is identical to that of the multiplant monopolist. Thus:

$$
\text { Maximise } \quad \Pi=\Pi_{1}+\Pi_{2}
$$

given

$$
\begin{aligned}
P & =f(X)=f\left(X_{1}+X_{2}\right) \\
C_{1} & =f_{1}\left(X_{1}\right) \\
C_{2} & =f_{2}\left(X_{2}\right)
\end{aligned}
$$

We have

$$
\begin{aligned}
& \Pi_{1}=R_{1}-C_{1} \\
& \Pi_{2}=R_{2}-C_{2}
\end{aligned}
$$

Therefore

$$
\Pi=R_{1}+R_{2}-C_{1}-C_{2}=R-C_{1}-C_{2}
$$

and the market marginal revenue is

$$
\frac{\partial R}{\partial X}=\frac{\partial R}{\partial X_{1}}=\frac{\partial R}{\partial X_{2}}
$$

that is, each additional unit will bring the same $M R$, irrespective of the plant in which it is produced, since all units of $X$ are sold at the same price $P$.

The first-order condition for maximisation of the joint profit $\Pi$ requires the allocation of output in such a way that the $M C$ of each firm is the same:

$$
\begin{aligned}
& \frac{\partial \Pi}{\partial X_{1}}=\frac{\partial R}{\partial X}-\frac{\partial C_{1}}{\partial X_{1}}=0 \rightarrow \frac{\partial R}{\partial X}=\frac{\partial C_{1}}{\partial X_{1}} \\
& \frac{\partial \Pi}{\partial X_{2}}=\frac{\partial R}{\partial X}-\frac{\partial C_{2}}{\partial X_{2}}=0 \rightarrow \frac{\partial R}{\partial X}=\frac{\partial C_{2}}{\partial X_{2}}
\end{aligned}
$$

or

$$
M R=M C_{1}=M C_{2}
$$

The second-order condition for maximisation of joint $\Pi$ requires

$$
\frac{\partial^{2} R}{\partial X^{2}}<\frac{\partial^{2} C_{1}}{\partial X_{1}^{2}} \text { and } \frac{\partial^{2} R}{\partial X^{2}}<\frac{\partial^{2} C_{2}}{\partial X_{2}^{2}}
$$

that is, the MC of each firm must be increasing faster than the (common) $M R$ of the output $o$ the cartel as a whole.
These are the same equilibrium conditions as the ones we derived in Chapter 6 for the multiplan monopolist.

## Numerical Example

Assume that the market demand is

$$
P=100-0.5(X)=100-0.5\left(X_{1}+X_{2}\right)
$$

and that the two colluding firms have costs given by

$$
C_{1}=5 X_{1}, \text { and } C_{2}=0.5 X_{2}^{2}
$$

The central agency of the cartel aims at the maximisation of total profit

$$
\Pi=\Pi_{1}+\Pi_{2}
$$

where

$$
\Pi_{1}=R_{1}-C_{1} \quad \text { and } \quad \Pi_{2}=R_{2}-C_{2}
$$

Thus

$$
\begin{align*}
& \Pi=\left(R_{1}+R_{2}\right)-C_{1}-C_{2} \\
& \Pi=P\left(X_{1}+X_{2}\right)-C_{1}-C_{2} \\
& \Pi=\left[100-0.5\left(X_{1}+X_{2}\right)\right]\left(X_{1}+X_{2}\right)-5 X_{1}-0.5 X_{2} \\
& \Pi=95 X_{1}-100 X_{2}-0.5 X_{1}^{2}-X_{2}^{2}-X_{1} X_{2} \tag{10.2}
\end{align*}
$$

Setting the partial derivatives equal to zero we obtain

$$
\begin{aligned}
& \frac{\partial \Pi}{\partial X_{1}}=85-X_{1}-X_{2}=0 \\
& \frac{\partial \Pi}{\partial X_{2}}=100-X_{1}-2 X_{2}=0
\end{aligned}
$$

Solving for $X_{1}$ and $X_{2}$ we find

$$
X_{1}=90 \quad \text { and } \quad X_{2}=5
$$

The price is found by substituting in (10.1)

$$
P=100-0.5\left(X_{1}+X_{2}\right)=52.5
$$

The joint profit may be obtained by substituting in (10.2)

$$
\Pi=95(90)-100(5)-0.5(90)^{2}-(5)^{2}-(90)(5)=4525
$$

Although theoretically the monopoly solution is easy to derive, in practice cartels rarely achieve maximum joint profits. There are several reasons why industry profits cannot be maximised, even with direct cartel collusion. ${ }^{1}$

It should be obvious that equilibrium with joint profit maximisation will be easier to attain and will be in general stable if firms have identical costs and identical demands, conditions that are rarely met in practice. (However, even with identical costs cartels may still be unstable. See below.) Even in these conditions many factors may mitigate against achievement of the joint profit-maximisation goal of the cartel. The main reasons why industry profits may not be maximised may be summarised as follows.

First. Mistakes in the estimation of market demand. Usually the elasticity of market demand is underestimated. Each firm believes that the $e$ of its own demand curve is high due to the existence of perfect (or almost perfect) substitutes made by competitors, while the industry demand is much less elastic. Clearly, mistakes in the estimation of the market demand lead to mistakes in the derivation of the $M R$ and hence to a price which is higher than the monopoly price.

Second. Mistakes in the estimation of MC. The estimation of the market MC, from the summation of individual costs, may involve mistakes, due to incomplete knowledge of the individual $M C$ curves at all levels of output. That is, even if a cartel estimated marginal costs, which is highly improbable, it would probably get them wrong. Such errors lead to an equilibrium which differs from the monopoly solution. There is a strong incentive for the individual members to present low-cost figures to the central agency, since the allocation of output and of profit shares is determined, among others, by the level of costs.

Third. Slow process of cartel negotiations. Cartel agreements take a long time to negotiate due to the differences in size, costs, and markets of the individual firms. During the negotiations each firm is bargaining in order to attain the greatest advantage from the cartel agreement. Thus, even if at the beginning of the negotiations costs and market demand were correctly estimated, by the time agreement is reached market conditions may have changed, thus rendering the initially defined monopoly price obsolete. Cartel agreements with more than about twenty partners are difficult to reach, and break down easily once reached.

Fourth. 'Stickiness' of the negotiated price. Once the agreement about price is reached, its level tends to remain unchanged over long periods, even if market conditions are

[^50]changing. This price inflexibility (stickiness) is due to the time-consuming process of cartel negotiations and the difficulties and uncertainties about the bargaining of cartel members.

Fifth. The 'bluffing' attitude of some members during the bargaining process. Some firms may attempt to reduce price, to expand their selling activities and in general to achieve a large market share before the final agreement, so as to achieve the maximum advantage from it. However, such activities have only short-run effects and lead to miscalculations of the real monopoly equilibrium price and output.

Sixth. The existence of high-cost firms. If a firm is operating with a cost curve which is higher than the equilibrium $M C$, clearly this firm should close down if joint profits are to be maximised. (Firm C in figure 10.4 should close down.) However, no firm would join the cartel if it had to close down, even if the other firms agree in allocating to it part of the total profits, because by closing down the firm loses all its customers, and if subsequently the cartel members decide to stop sharing their profits with this member, there is little that he can do about it, since he has to start from scratch in order to attract back his old customers.


Figure 10.4
Seventh. Fear of government interference. If the monopoly price yields too high profits the cartel members may decide not to charge it, for fear of government interference.

Eighth. The wish to have a good public image. Similarly the members of the cartel may decide not to charge the profit-maximising price if profits are lucrative, if they wish to have the 'good' reputation of charging a 'fair price' and realising 'fair profits'.

Ninth. Fear of entry. One major reason for not charging the profit-maximising price if it yields too high profits is the fear of attracting new firms to the industry. Since there is great uncertainty regarding the behaviour of the new firm, established firms prefer to sacrifice some of their profits in order to prevent entry.

Tenth. Keeping freedom regarding design and selling activities. Even if firms adhere to the price defined by the central agency, they usually keep their freedom in deciding the style of their output and their selling activities. Each firm tries to attain higher sales by better service or intensive selling activities. (This holds in particular for differentiated products. See below.) This attitude leads to increased costs, and hence to a decrease in the monopoly profits.

It is clear that there are too many exceptions to the theory of joint profit maximisation for it to be a satisfactory theory of oligopolistic behaviour.

## A note on mergers

The above model of profit-maximising cartel, where output of each member is decided by the central governing body of the cartel on the basis of marginalistic rules, is also applicable to mergers of firms producing the same product. A merger involves the decision of a number of independent firms to form a single corporation. The new firm
may act as a cartel: it may decide to change the output quota of each plant so as to maximise the overall profit of its operations. In this process each plant will be allocated a quota defined by the equality of its marginal cost with the common marginal revenue of the corporation created from merger. Under these conditions the difference between a cartel and a merger is only a legal one: while overt cartel agreements are illegal in Britain and in the U.S.A., mergers are generally legal. A merger can be forbidden only if it is proved that its aim is to restrict competition and earn abnormal monopoly profits. However, mergers are usually rationalised on grounds of better utilisation of resources and attainment of economies of scale, and thus are allowed to take place more often than not.

While the above model may be applied to mergers in theory, it is not certain that the implied reallocation of resources and output will actually take place. The analysis of the motives of mergers and their actual operation goes beyond the scope of this book.

## B. MARKET-SHARING CARTELS

This form of collusion is more common in practice because it is more popular. The firms agree to share the market, but keep a considerable degree of freedom concerning the style of their output, their selling activities and other decisions.

There are two basic methods for sharing the market: non-price competition and determination of quotas.

## Non-price competition agreements

In this form of 'loose' cartel the member firms agree on a common price, at which each of them can sell any quantity demanded. The price is set by bargaining, with the low-cost firms pressing for a lower price and the high-cost firms for a high price. The agreed price must be such as to allow some profits to all members. The firms agree not to sell at a price below the cartel price, but they are free to vary the style of their product and/or their selling activities. In other words, the firms compete on a non-price basis. By keeping their freedom regarding the quality and appearance of their product, as well as advertising and other selling policies, each firm hopes that it can attain a higher share of the market.

This form of cartel is indeed 'loose', in the sense that it is more unstable than the complete cartel aiming at joint profit maximisation. If all firms have the same costs, then the price will be agreed at the monopoly level. However, with cost differences the cartel will be inherently unstable, because the low-cost firms will have a strong incentive to break away from the cartel openly and charge a lower price, or to cheat the other members by secret price concessions to the buyers. However, such cheating will soon be discovered by the other members of the cartel, who will gradually lose their customers. Thus others may split away from the cartel, and a price war and instability may develop until only the fittest low-cost firms survive. Another possibility is that the members of the cartel in conjunction may decide to start a price war until the firm which split off or cheated is driven out of business. Whether this policy will be successful depends on the cost differential (cost advantage) of the splitter relative to the other cartel members as well as on the liquidity position and the ability of obedient members to finance possible losses during the period of the price war.

In figure 10.5 firm $B$ has lower costs than $A$, and hence $B$ will have the incentive to cut the price below the monopoly level, thus driving the high-cost competitor $A$ out of business.

Even with the same cost structure these cartels are inherently unstable, because if one firm splits away and charges a slightly lower price than the monopoly price $P_{M}$ while
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the others remain in the cartel, the splitting firm will attract a considerable number of customers from the others: its demand curve will be much more elastic and its profits will be increased. All firms will have the same incentive to leave the cartel, which thus becomes inherently unstable, unless supported by tight legislation. With open collusion being illegal it is not surprising that cartels are usually short-lived.

## Sharing of the market by agreement on quotas

The second method for sharing the market is the agreement on quotas, that is, agreement on the quantity that each member may sell at the agreed price (or prices). If all firms have identical costs, the monopoly solution will emerge, with the market being shared equally among member firms. For example, if there are only two firms with identical costs, each firm will sell at the monopoly price one-half of the total quantity demanded in the market at that price. In figure 10.6 the monopoly price is $P_{M}$ and the quotas which will be agreed are $x_{1}=x_{2}=\frac{1}{2} X_{M}$. However, if costs are different, the quotas and shares of the market will differ. Allocaiion of quota-shares on the basis of costs is again unstable. Shares in the case of cost differentials are decided by bargaining. The final quota of each firm depends on the level of its costs as well as on its bargaining skill. During the bargaining process two main statistical criteria are most often adopted: quotas are decided on the basis of past levels of sales, and/or on the basis of 'productive capacity'. The 'past-period sales' and/or the definition of 'capacity' of the firm depends largely on their bargaining power and skill.

Another popular method of sharing the market is the definition of the region in which each firm is allowed to sell. In this case of geographical sharing of the market the price

as well as the style of the product may differ. There are many examples of regional market-sharing cartels, some operating at international levels. However, even a regional split of the market is inherently unstable. The regional agreements are often violated in practice, either by mistake or intentionally, by the low-cost firms who have always the incentive to expand their output by selling at a lower price openly defined, or by secret price concessions, or by reaching adjacent markets through advertising.

It should be obvious that the cartel models of collusive oligopoly are 'closed' models. If entry is free, the inherent instability of cartels is intensified: the behaviour of the entrant is not predictable with certainty. It is not certain that a new firm will join the cartel. On the contrary, if the profits of the cartel members are lucrative and attract new firms in the industry, the newcomer has a strong incentive not to join the cartel, because in this way his demand curve will be more elastic, and by charging a slightly lower price than the cartel he can secure a considerable share in the market, on the assumption that the cartel members will stick to their agreement. Cartels, being aware of the dangers of entry, will either charge a low price so as to make entry unattractive, or may threaten a price war on the newcomer. If entry occurs and the cartel carries out its threat of price war, the newcomer may still survive, depending on his cost advantage, and his financial strength in withstanding possible losses during the initial period of his establishment, until he reaches the size which will allow him to reap the full 'scale economies' that he has over those enjoyed by existing firms.

## II. PRICE LEADERSHIP

Another form of collusion is price leadership. In this form of co-ordinated behaviour of oligopolists one firm sets the price and the others follow it because it is advantageous to them or because they prefer to avoid uncertainty about their competitors' reactions even if this implies departure of the followers from their profit-maximising position. Price leadership is widespread in the business world. It may be practised either by explicit agreement or informally. In nearly all cases price leadership is tacit since open collusive agreements are illegal in most countries.

Price leadership is more widespread than cartels, because it allows the members complete freedom regarding their product and selling activities and thus is more acceptable to the followers than a complete cartel, which requires the surrendering of all freedom of action to the central agency.

If the product is homogeneous and the firms are highly concentrated in a location the price will be identical. However, if the product is differentiated prices will differ, but the direction of their change will be the same, while the same price differentials will broadly be kept.

There are various forms of price leadership. The most common types of leadership are
(a) Price leadership by a low-cost firm.
(b) Price leadership by a large (dominant) firm.
(c) Barometric price leadership.

These are the form of price leadership examined by the traditional theory of leadership as developed by Fellner and others. The characteristic of the traditional price leader is that he sets his price on marginalistic rules, that is, at the level defined by the intersection of his $M C$ and $M R$ curves. For the leader the behavioural rule is $M C=M R$. The other firms are price-takers who will not normally maximise their profit by adopting the price of the leader. If they do, it will be by accident rather than by their own independent decision.

In this chapter we will examine the basic models of the traditional theory of the price leader, the leader who bases his decisions on marginalistic calculations. In subsequent chapters we will examine models of price leadership in which the price leader is a low-cost firm, usually of large size, who sets his price not by equating $M C$ to $M R$, but in such a way as to prevent entry (see Chapters 13 and 14).

## A. THE MODEL OF THE LOW-COST PRICE LEADER

We will illustrate this model with an example of duopoly. It is assumed that there are two firms which produce a homogeneous product at different costs, which clearly must be sold at the same price. The firms may have equal markets (or they may come to an agreement to share the market equally) as in figure 10.7, or they may have unequal markets (or agree to share the market with unequal shares), as in figure 10.8. The important condition for this model is that the firms have unequal costs.


Figure 10.7 Low-cost price leader Firms with equal market shares


Figure 10.8 Low-cost price leader Firms with unequal market shares

The firm with the lowest cost will charge a lower price $\left(P_{A}\right)$ and this price will be followed by the high-cost firm, although at this price firm $B$ (the follower) does not maximise its profits. The follower would obtain a higher profit by producing a lower output ( $X_{B e}$ ) and selling it at a higher price $\left(P_{B}\right)$. However, it prefers to follow the leader, sacrificing some of its profits in order to avoid a price war, which would eliminate it if price fell sufficiently low as not to cover its $L A C$. It should be stressed that for the leader to maximise his profit price must be retained at the level $P_{A}$ and he should sell $X_{A}$. This implies that the follower must supply a quantity ( $0 X_{B}$ in figure 10.8 , or $0 X_{1}=$ $0 X_{2}$ in figure 10.7) sufficient to maintain the price set by the leader. Although the priceleadership model stresses the fact that the leader sets the price and the follower adopts it, it is clear that the firms must also enter a share-of-the-market agreement, formally or informally, otherwise the follower could adopt the price of the leader but produce a lower quantity than the level required to maintain the price (set by the leader) in the market, and thus push (indirectly, by not producing enough output) the leader to a non-profit-maximising position. In this respect the price follower is not completely
passive: he may be coerced to adopt the leader's price, but, unless tied by a quota-share agreement (formal or informal) he can push the leader to a non-maximising position.

## B. THE MODEL OF THE DOMINANT-FIRM PRICE LEADER

In this model it is assumed that there is a large dominant firm which has a considerable share of the total market, and some smaller firms, each of them having a small market share. The market demand ( $D D$ in figure 10.9 ) is assumed known to the dominant firm.
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It is also assumed that the dominant leader knows the $M C$ curves of the smaller firms, which he can add horizontally and find the total supply by the small firms at each price; or at best that he has a fair estimate, from past experience, of the likely total output from this source at various prices. With this knowledge the leader can obtain his own demand curve as follows. At each price the larger firm will be able to supply the section of the total market not supplied by the smaller firms. That is, at each price the demand for the product of the leader will be the difference between total $D$ (at that price) and the total $S_{1}$. For example, at price $P_{1}$ the demand for the product of the leader will be zero, because the total quantity demanded $\left(D_{1}\right)$ is supplied by the smaller firms. As price falls below $P_{1}$ the demand for the leader's product increases. At $P_{2}$ the total demand is $D_{2}$; the part $P_{2} A$ is supplied by the small firms and the remaining $A D_{2}$ is supplied by the leader. At $P_{3}$ total demand is $D_{3}$ and the total quantity is supplied by the leader since at that price the small firms do not supply any quantity. Below $P_{3}$ the market demand coincides with the leader's demand curve.

Having derived his demand curve ( $d_{L}$ in figure 10.10 ) and given his $M C$ curve, the dominant firm will set the price $P$ at which his $M R=M C$ and his output is $0 x$. At price $P$ the total market demand is $P C$, and the part $P B$ is supplied by the small firms followers while quantity $B C=0 x$ is supplied by the leader.

The dominant firm leader maximises his profit by equating his $M C$ to his $M R$, while the smaller firms are price-takers, and may or may not maximise their profit, depending on their cost structure. It is assumed that the small firms cannot sell more (at each price) than the quantity denoted by $S_{1}$. However, if the leader is to maximise his profit, he must make sure that the small firms will not only follow his price, but that they will
also produce the right quantity ( $P B$, at price $P$ ). Thus, if there is no tight sharing-themarket agreement, the small firms may produce less output than $P B$ and thus force the leader to a nonmaximising position.

## C. A CRITIQUE OF THE TRADITIONAL PRICE LEADERSHIP MODELS

The price-leadership model will lead to a stable equilibrium if the leader has the power to make the other firms in the industry follow his price increases or price decreases, and provided that there is some agreement (or other means) for sharing the market, so that the followers produce the 'right' quantity, that is, the quantity which is required to maintain the price set by the leader, with him producing as much as is compatible with this profit-maximising policy (the quantity $0 x$ at which $M C=M R$ ).

In order to have the power to impose his price the leader must be both a low-cost and a large firm. Although two models were developed, one for a low-cost leader and another for a dominant-firm leader, in practice the power of the leader depends both on his costs and his size. If a firm has low costs but is very small compared with the leader, it may not find it possible to survive a price, or advertising or product-design war that the dominant firm may start. On the other hand, if the dominant firm loses its cost advantage, it loses also its power to impose an increase in price, since the smaller firms, having lower costs, will normally not follow it in price increases.

Unless the leader is both a low-cost and a large firm, his demand curve will be kinked: there will be an asymmetry in his power in setting the price. His power will be larger in lowering the price than in increasing it.

A common argument is that in the real world there are many cases in which the initiative for a price change does not come from a large firm, nor from a low-cost firm. There is a frequent case in recessions where a firm depletes its liquid assets faster than his rivals, and starts cutting its price in an attempt to have some 'quick cash'. Thus, the argument runs, the leader loses his initiative in price-setting. I think that this argument plays with semantics: it implies that the leader is the firm that initiates the price change. This definition is only partial. A leader is a firm that not only initiates the price change but is able to enforce it in the long run and survive at the price it sets.

A 'desperate' firm which wants some cash and cuts its price to achieve this result quickly, surely cannot be said to be the price leader unless its price cut is justified by some cost advantage and can be maintained in the long run. The price-cutting is the manifestation of the desperate position of the firm rather than an expression of power, which would establish the initiating firm as the leader.

A more valid argument is that the leader will lose its position of leadership if it loses its cost advantage or loses a considerable part of its share of the market for whatever reason. In fact leadership changes frequently in the real world. There is a frequent 'passing to-and-fro' of leadership among the competing oligopolists as a consequence of innovation in their product or processes.

In many cases where there are several firms of similar costs and similar size, it may be difficult to agree who will be the leader, if prestige counts among the competitors. Under such circumstances the leader may be decided by common consent, and may be neither a low-cost nor among the largest firms in the industry. We may then have a case of barometric price leadership, the leader being a firm whose price changes are followed by the others for conveniency.

The traditional price leader is assumed to base his price on the marginalistic rule $M C=M R$ and to maximise his profit in each period. However, this behaviour is rather myopic, especially if the profit secured by this policy is lucrative. New firms will then be attracted in the industry, and the leader may in the long run lose his power and position.

Such considerations have led various writers to postulate models of price leadership in which the leader is not a marginalist, short-term profit maximiser, but rather decides the price so as to prevent entry (see Chapters 13 and 14).

The traditional models of price leadership assume either that entry is barred or that the new entrant will follow the leader. This implicitly assumes that the entrant is a new firm with high initial costs, or that it is small and hence will be de facto obliged to follow the established leader. These assumptions regarding the entrant are quite unrealistic in the modern business world, where entry often involves an already-established firm in the same or another industry, or the expansion and reorganisation of a taken-over firm (see Chapter 13).

Finally a new entrant may be small initially, but may also have an absolute cost advantage over the established firms. Such a dynamic low-cost firm may gradually increase its share and become the leader.

## D. BAROMETRIC PRICE LEADERSHIP

In this model it is formally or informally agreed that all firms will follow (exactly or approximately) the changes of the price of a firm which is considered to have a good knowledge of the prevailing conditions in the market and can forecast better than the others the future developments in the market. In short, the firm chosen as the leader is considered as a barometer, reflecting the changes in economic environment. The barometric firm may be neither a low-cost nor a large firm. Usually it is a firm which from past behaviour has established the reputation of a good forecaster of economic changes. A firm belonging to another industry may also be chosen as the barometric leader. For example, a firm in the steel industry may be agreed as the (barometric) leader for price changes in the motor-car industry. Barometric price leadership may be established for various reasons. Firstly, rivalry between several large firms in an industry may make it impossible to accept one among them as the leader. Secondly, followers avoid the continuous recalculation of costs, as economic conditions change. Thirdly, the barometric firm usually has proved itself as a 'reasonably' good forecaster of changes in cost and demand conditions in the particular industry and the economy as a whole, and by following it the other firms can be 'reasonably' sure that they choose the correct price policy.

## A numerical example of the price-leadership models

## 1. The low-cost price leader

It is assumed, for simplicity, that there are only two firms in the industry.
The market demand is defined by the function

$$
P=a-b(X)=a-b\left(X_{1}+X_{2}\right)
$$

where $X_{1}=$ output of firm $A$
$X_{2}=$ output of firm $B$
The firms have different costs, defined by the functions

$$
\begin{aligned}
& C_{1}=f_{1}\left(X_{1}\right) \\
& C_{2}=f_{2}\left(X_{2}\right)
\end{aligned}
$$

where $C_{1}<C_{2}$.
The leader will be the low-cost firm $A$. He assumes that the rival firm will produce an equal amount of output to his own, that is

$$
X_{1}=X_{2}
$$

With this assumption, the demand function relevant to the leader's decision is

$$
P=a-2 b\left(X_{1}\right)
$$

The low-cost leader will set the price which maximizes his own profit

$$
\Pi_{1}=R_{1}-C_{1}=P X_{1}-C_{1}
$$

or

$$
\Pi_{1}=\left(a-2 b X_{1}\right) X_{1}-C_{1}
$$

The first-order condition for the maximisation of $\Pi_{1}$ requires

$$
\frac{\partial \Pi_{1}}{\partial X_{1}}=\frac{\partial R_{1}}{\partial X_{1}}-\frac{\partial C_{1}}{\partial X_{1}}=0
$$

or

$$
\frac{\partial R_{1}}{\partial X_{1}}=\frac{\partial C_{1}}{\partial X_{1}}
$$

that is, $M R=M C$.
The second-order condition requires

$$
\frac{\partial^{2} \Pi_{1}}{\partial X_{1}^{2}}<0
$$

or

$$
\frac{\partial^{2} R_{1}}{\partial X_{1}^{2}}<\frac{\partial^{2} C_{1}}{\partial X_{1}^{2}}
$$

that is, the marginal cost must rise faster than the marginal revenue; or the MC must cut the $M R$ curve from below.

The solution of this problem yields the price $P$ and output $X_{1}$ that the leader must produce in order to maximise his profit. The follower will adopt the same price and will produce (ex hypothesi) an equal amount of output ( $X_{2}=X_{1}$ ). Given that $C_{2}>C_{1}$, the follower does not maximise his profit. He would prefer (under the above assumptions) to produce a lower level of output and sell it at a higher price.

## A numerical example:

Assume that the market demand is

$$
P=105-2.5 X=105-2.5\left(X_{1}+X_{2}\right)
$$

The cost functions of the two firms are

$$
\begin{aligned}
& C_{1}=5 X_{1} \\
& C_{2}=15 X_{2}
\end{aligned}
$$

The leader will be the low-cost firm $A$ : he will set a price which will maximise his own profit on the assumption that the rival firm will adopt the same price and will produce an equal amount of output. Thus the demand function relevant to the leader's decision is

$$
P=105-2 \cdot 5\left(2 X_{1}\right)=105-5 X_{1}
$$

and his profit function is

$$
\Pi_{1}=R_{1}-C_{1}=P X_{1}=\left(105-5 X_{1}\right) X_{1}-5 X_{1}
$$

or

$$
\Pi_{1}=100 X_{1}-5 X_{1}^{2}
$$

From the first-order condition we have

$$
\frac{\partial \Pi_{1}}{\partial X_{1}}=100-10 X_{1}=0
$$

which yields

$$
X_{1}=10
$$

Substituting in the price equation, we find

$$
P=105-5 X_{1}=55
$$

The follower will adopt the same price (55) and will produce an equal level of output ( $X_{2}=$ 10). Note that the profit-maximising output of firm $B$ would be $X_{2}^{*}=9$ units, and he would sell it at $P^{*}=60$. This solution is found by maximising firm $B$ 's profit function

$$
\Pi_{2}=R_{2}-C_{2}=\left(105-5 X_{2}\right) X_{2}-15 X_{2}
$$

## 2. The dominant-firm leader

This model is also called 'the partial monopoly' model since the large firm acts as a monopolist while the small firms are price-takers and act like the firms in pure competition.

This model is a combination of the theory of pure competition and the theory of monopoly.
(a) The small firms are assumed to accept the prevailing price and adjust their output levels to maximise profit like a perfectly competitive firm.
(b) The dominant firm knows the MC curves of the small firms. By adding these curves horizontally it obtains the supply curve $S_{1}$ of the small firms as a function of price. Assume

$$
S=0.2 P
$$

(c) The dominant firm is assumed to know the market demand

$$
D=50-0.3 P
$$

Thus the dominant firm derives its own demand curve as the difference $X=D-S$ at any one price

$$
\begin{aligned}
& X=D-S \\
& X=50-0.3 P-0.2 P
\end{aligned}
$$

or

$$
P=100-2 X
$$

(d) The dominant firm maximises its own profit given its total cost function

$$
C=2 X
$$

Thus

$$
\begin{gathered}
\Pi=R-C=P X-2 X \\
\Pi=(100-2 X) X-2 X=98 X-2 X^{2} \\
\frac{\partial \Pi}{\partial X}=98-4 X=0
\end{gathered}
$$

and

$$
X=24.5
$$

The leader will set the price

$$
P=100-2 X=100-2(24.5)=51
$$

At this price the market is in equilibrium. The total quantity demanded is

$$
D=50-0.3 P=34.7
$$

The total demand of 34.7 units of output (at the price 51 set by the leader) is covered by the leader who produces $X=24.5$ units and the small firms who produce the remainder

$$
S_{1}=0.2 P=0.2(51)=10.2
$$

## 3. The market-sharing firm leader

In this model the product is homogeneous. The firms agree that they are going to share the market in constant proportions:

$$
k_{1}=\frac{X_{1}}{X} \quad \text { and } \quad k_{2}=\frac{X_{2}}{X}
$$

Given that $X=X_{1}+X_{2}$ we may rewrite the shares

$$
k_{1}=\frac{X_{1}}{X_{1}+X_{2}} \quad \text { and } \quad k_{2}=\frac{X_{2}}{X_{1}+X_{2}}
$$

Clearly $k_{1}+k_{2}=1$, and hence $k_{2}=\left(1-k_{1}\right)$, or $k_{1}=\left(1-k_{2}\right)$. Thus the reaction functions of the two firms are

Firm A

$$
\begin{gathered}
k_{1}\left(X_{1}+X_{2}\right)=X_{1} \\
X_{1}\left(1-k_{1}\right)=k_{1} X_{2} \\
X_{1}=\frac{k_{1} X_{2}}{\left(1-k_{1}\right)}
\end{gathered}
$$

Firm B

$$
\begin{gathered}
k_{2}\left(X_{1}+X_{2}\right)=X_{2} \\
X_{2}\left(1-k_{2}\right)=k_{2} X_{1} \\
X_{2}=\frac{k_{2} X_{1}}{\left(1-k_{2}\right)}
\end{gathered}
$$

Assume that the firms agree that firm $A$ will be the leader. Firm $A$ knows its own demand curve and its own costs:

$$
\begin{aligned}
& P_{1}=100-2 X_{1}-X_{2} \\
& C_{1}=2 \cdot 5 X_{1}^{2}
\end{aligned}
$$

The leader will set his price so as to maximise his profit, on the assumption that $B$ will be the follower and will react according to his reaction function $X_{2}=k_{2} X_{1} /\left(1-k_{2}\right)$, adjusting his output whenever the leader changes his, so that the shares remain at the agreed constant levels. Assume that $k_{1}=\frac{2}{3}$ and $k_{2}=\frac{1}{3}$. Thus $X_{2}=X_{1} /\left[3\left(1-\frac{1}{3}\right)\right]=0 \cdot 5 X_{1}$.

The profit function of the leader is

$$
\begin{aligned}
& \Pi_{1}=R_{1}-C_{1}=P_{1} X_{1}-C_{1} \\
& \Pi_{1}=\left(100-2 X_{1}-X_{2}\right) X_{1}-2.5 X_{1}^{2}
\end{aligned}
$$

Substituting the reaction function of firm $B$

$$
X_{2}=0.5 X_{1}
$$

we obtain the profit function of the leader

$$
\Pi_{1}=\left(100-2 X_{1}-0.5 X_{1}\right) X_{1}-2.5 X^{2}=100 X_{1}-5 X_{1}^{2}
$$

For the maximisation of the leader's profit we have

$$
\begin{gathered}
\frac{\partial \Pi_{1}}{\partial X_{1}}=100-10 X_{1}=0 \\
X_{1}=10
\end{gathered}
$$

The leader will set the profit-maximising price

$$
\begin{aligned}
P_{1} & =100-2 X_{1}-X_{2} \\
& =100-2 X_{1}-0.5 X_{1} \\
& =100-2.5 X_{1}=75
\end{aligned}
$$

The leader's profit is

$$
\Pi_{1}=100 X_{1}-5 X_{1}^{2}=1000-500=500
$$

The quantity which will be produced by the follower is

$$
X_{2}=0.5 X_{1}=5
$$

and he will sell it at the price of the leader $P_{1}=75$. Thus in the sharing-market model of leadership the firms agree on the shares and on who will be the leader. The leader maximises his own profit, by substituting in his profit function the share-reaction curve of the follower. This implies that the leader sets the quantity that maximises his own profit, on the assumption that the follower will adjust his own quantity on the basis of the agreed shares.

## III. THE BASING-POINT PRICE SYSTEM

This model is an extension of Hotelling's model of non-collusive pricing by duopolists located in different places.

Basing-point pricing has been adopted often in practice by oligopolists producing a homogeneous product whose transportation costs are relatively high and whose production requires a large plant if the full economies of scale (minimum production costs) are to be realised.

We will examine two varieties of basing-point pricing, the single basing-point system and the multiple basing-point system.

## A. THE SINGLE BASING-POINT SYSTEM

In this collusive pricing model the oligopolists agree on a common place as the basing point, and all firms quote as their price the production price (mill price) at the basing point, plus transportation cost from the basing point to the place of destination.

Assume that town $A$ is agreed as the basing point for all oligopolists located anywhere. The basing-point production price is $A P$. Delivered prices increase as the distance from the basing point increases. Assume that the delivered prices change as shown by the curve $P T$ in figure 10.11. These prices are the same for all oligopolists. For example, a firm located in town $E$ will quote the price $E G$ to its local customers, the price $D L$ to
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customers in town $D$, and the price $B K$ to buyers located in town $B$. Clearly if the production price (mill price) is in town $E$ the same as in the basing point $A$, the firm in $E$ will be realising excess profits by selling to buyers located between $E$ and $C$. For example, if the firm in $E$ sells to a buyer located in $D$ the firm will be making an excess profit equal to $D^{\prime} L$ per unit of output, since its freight costs are given by the $P^{\prime} R$ curve. Such excess profits are called 'phantom freight'. The firm in $E$ may expand its sales beyond point $e$ in the territory-market of firms located at $A$, if its marginal costs are less than its mill price $E P^{\prime}$ minus the freight it will have to cover. For example, the firm located at $E$ will find it profitable to sell to buyers at $B$, if its marginal cost is

$$
M C<\left(E P^{\prime}-K M\right)
$$

The firm located in the basing point $A$ will be covering all its production and transport costs at all places. Thus the oligopolists may find it profitable to sell in each other's territory-markets. This is known as cross-hauling. ${ }^{1}$

## B. MULTIPLE BASING-POINT SYSTEM

The excess profits ('phantom freight' gains) realised by firms selling at the basing-point price to buyers located at places where this price is higher than their production costs plus transportation cost, may be reduced under a system of multiple basing-point pricing. In such a system several places are agreed as basing points. The delivered price of all oligopolists will be the same for buyers located in a certain place, and will be the lowest-possible delivered price.

To illustrate the multiple basing-point system assume that location $A$ and location $E$ are both agreed as basing points. The delivered price of firms in location $A$ are those on the curve $P T$; the delivered prices of firms located in $E$ are those on curve $P^{\prime} R$ (figure 10.11). Only at the point of intersection of $P T$ and $P^{\prime} R$ will the delivered price be identical for firms located in $A$ and $E$. To the left of $e$ the delivered price of firms in $A$ are higher than those of firms located in $E$; thus for buyers located to the left of $e$ the delivered prices quoted by all sellers will be the (lower) prices of curve $P^{\prime} e$. To the right of point $e$ the delivered prices of firms in $A$ are lower, and these will be quoted by all firms to all buyers. In this way the relevant delivered prices for buyers located between $E$ and $A$ are the prices on the segment $P^{\prime} e\left(\right.$ of $\left.P^{\prime} R\right)$ and the segment $e P($ on $P T)$. A firm located in $A$ will charge the delivered price on $P^{\prime} e$ to buyers located between $E$ and $C$, without gaining any 'phantom freight'. If this firm wants to sell to buyers located further than $C$, it will have to cover itself part of the freight. Only firms in between the basing points will have 'phantom freights', given that they can produce at the same mill price as firms in $A$ or $E$. For example, a firm located in $D$ will charge the delivered price $C e$ to buyers located at $C$, and will receive 'phantom freight' equal to $a e$. A firm located at $C$ and selling to local customers will receive a greater phantom price (equal to $e b$ ) given the two basingpoint pricing agreement.

It should be clear that as the number of basing points increases the 'phantom freights' are gradually eliminated. In the limit, if sellers were located next to each other and there were as many basing points as sellers, all would quote the same price $E P^{\prime}=A P$, which is the lowest of delivered prices of all sellers.

The basing-point system reduces competition. If firms adhere strictly (without secret price concessions and other forms of cheating) to the basing-point pricing agreement, price competition is avoided. Identical prices prevail in all locations, and the share of

[^51]each oligopolist is determined by chance or by non-price competition (advertising, prompt delivery, differentiated product).

Given that open agreements for basing-point pricing are illegal, trade associations and other similar institutions publish detailed data on freights so as to facilitate the member firms to arrive at the same price for buyers in the same location. The firms usually take as a basis the mill price of a tacitly agreed leader who publishes its mill price regularly, and add to this price the freights published by the trade association.

Naturally, there is always the incentive to cheat, and price-chiselling may appear a tentative action. However, in most cases some sort of informal gentlemen's agreement imposes sanctions against firms who are caught not adhering to the basing-point pricing rules.

The basing-point pricing system is sometimes called the 'Pittsburgh-plus' pricing system, because it was widely used by the steel industry in the U.S.A. (with Pittsburgh being the basing point) in the 1920 s.

## SECTION C

## AVERAGE-COST PRICING

## 11. A Critique of the Neoclassical Theory of the Firm: The Marginalist Controversy

In 1939 there started a gradually mounting dissatisfaction with the traditional neoclassical theory of the firm, its assumptions and its marginalistic behavioural rules.

In England the publication in 1939 of empirical evidence by Hall and Hitch ${ }^{1}$ concerning the behaviour of firms in the real world spurred a series of articles and treatises dealing with the weaknesses of traditional theory.

In America a similar discussion started independently. The main participants in the mid- and late-1940s were Lester, ${ }^{2}$ Machlup, ${ }^{3}$ Oliver, ${ }^{4}$ Gordon ${ }^{5}$ and Friedman. ${ }^{6}$

In this chapter we will summarise the main arguments against and in defense of the traditional theory of the firm.

## I. THE BASIC ASSUMPTIONS OF THE NEOCLASSICAL THEORY

The basic assumptions of the neoclassical theory of the firm may be outlined as follows.

[^52]1. The entrepreneur is also the owner of the firm.
2. The firm has a single goal, that of profit maximisation.
3. This goal is attained by application of the marginalist principle

$$
M C=M R
$$

4. The world is one of certainty. Full knowledge is assumed about the past performance, the present conditions and the future developments in the environment of the firm. The firm knows with certainty its own demand and cost functions. It learns from past mistakes, in that its experience is incorporated into its continuous appraisal (estimation) of its demand and costs. The costs are $U$-shaped both in the short and in the long run, implying a single optimum level of output (see Chapter 4).
5. Entry assumptions vary according to the particular model (for example, in monopoly entry is blockaded ex hypothesi). The common elements regulating entry in all models of the neoclassical theory of the firm are the following: (a) Entry refers to actual entrants in an industry; no account of potential entrants is taken. (b) Entry in the short run is practically impossible: entry can take place only in the long run.
6. The firm acts with a certain time-horizon which depends on various factors, such as the rate of technological progress, the capital intensity of the methods of production, the nature and gestation period of the product, etc. The firm aims at the maximisation of its profit over this time-horizon: the goal of the firm is long-run profit maximisation. This is attained by maximising profits in each one period of the time-horizon of the firm, because the time periods are independent in the sense that decisions taken in any one period do not affect the behaviour of the firm in other periods. The rule $M C=M R$ is applied in each period, and profits are maximised with this behaviour both in the short run and in the long run.

Let us examine these assumptions in some detail.

## The single owner-entrepreneur

The traditional theory of the firm assumes a single owner-entrepreneur. There is no separation between ownership and management. The owner-entrepreneur takes all the decisions. All organisational problems are assumed resolved by payments to the factors employed by the firm.

The entrepreneur is furthermore assumed to have unlimited information, unlimited time at his disposal, and unlimited ability to compare all the possible alternative actions and choose the one that maximises his profit.

This behaviour is described by postulating that the entrepreneur acts with global rationality. There are no time, information or other constraints in pursuing the single goal of profit maximisation.

Clearly the above assumptions are unrealistic. In the modern business world the firm is a complex organisation, characterised by the divorce of ownership and management. This gives discretion to the managers to pursue goals other than profit maximisation (see below). Information is not unlimited. Its acquisition involves expenses. Furthermore it is often distorted as it passes through the various hierarchical levels of administration (see Chapter 18). The managers cannot act with the global rationality postulated by the traditional theory, not only because of the limited and/or distorted information, but also because they have neither unlimited time nor unlimited abilities to compare and evaluate all the possible alternative strategies open to them in any particular situation. Such considerations, arising from the complexity of modern enterprises, have been incorporated in the theory of the firm by various writers and have been particularly stressed by the behavioural theories of the firm (see Chapter 18).

## The goal of profit maximisation

The attack here was twofold. Firstly, it was argued that firms cannot attain the goal of profit maximisation because they do not have the necessary knowledge, information or ability. Firms do not know with certainty their demand and cost curves, hence they cannot apply the marginalist principle $M C=M R$. This sort of attack will be examined in the next paragraph. Secondly, it was argued that firms, even if they could pursue profit maximisation, do not want to. In particular it has been argued that the firm does not pursue a single goal. There is a multitude of goals, and profit is only one of them.

Several alternative goals have been suggested. We may group them as follows.
Managerialism: maximisation of the managerial utility function. Managerial theories postulate that the divorce of ownership and management allows some discretion to the managers in goal-setting. The managers select such goals which maximise their own utility function. Factors that usually enter the managerial utility function are salaries, prestige, market share, job security, quiet life, and so on.

There is no consensus among the managerial theorists as to how the maximisation of the utility of managers will be attained. Baumol postulated that the managerial utility is maximised when the growth of sales revenue is maximised (see Chapter 15). Marris is more sophisticated. He ingeniously suggests that the managers pursue the maximum 'balanced growth,' that is, the balanced increase of both the sales and the capital assets of the firm. If this is attained, then both the utility of managers and of the owners of the firm (shareholders) is maximised (see Chapter 16).

Behaviourism: satisficing behaviour. Some writers have suggested that given the uncertainty in the real world, the lack of accurate information, the limited time and limited ability of managers to process information, and other constraints, firms cannot act with the global rationality implied in the traditional theory of the firm. Indeed uncertainty makes impossible the maximisation of anything. Given these conditions firms do not seek the maximisation of profits, sales, growth or anything else. Instead they exhibit a satisficing behaviour: they pursue 'satisfactory profits,' 'satisfactory growth' and so on. This behaviour is considered rational given the uncertainty of the real world. Firms act with bounded rationality: firms have constraints in pursuing their goals, set by factors internal and external to the firm (see Chapter 18).

Long-run survival and market-share goals. Some writers ${ }^{1}$ have suggested that the primary motive of the entrepreneurs is long-run survival. Thus managers take action which aims at the maximisation of the probability that they will survive over the indefinite future. Still other writers have reported that many firms set as their goal the attainment and retention of a constant market share. It can easily be proved that such policy is compatible with marginalistic behaviour.

## Proof

(a) The price elasticity of market demand is defined

$$
e_{D}=\frac{d Q}{d P} \frac{P}{Q}
$$

[^53](b) Assume that the firm has a constant share of the market
$$
q=k \cdot Q
$$
where $\quad q=$ demand for the product of the firm
$k=$ constant share
$Q=$ market demand
(c) The price elasticity of the demand of the firm is defined
$$
e_{q}=\frac{d q}{d P} \frac{P}{q}
$$

Substituting $q=k \cdot Q$, we obtain

$$
e_{q}=\frac{d(k Q)}{d P} \frac{P}{k Q}
$$

Given that $k$ is constant and does not affect the derivative, we may write

$$
e_{q}=k \frac{d Q}{d P} \frac{P}{k Q}=e_{Q}
$$

(d) The market demand is assumed known, and from this the firm can estimate its own demand curve. Given that the firm also knows its costs, it can apply the marginalistic rule $M C=M R$.

Whether this behaviour leads to profit maximisation in the long run is not certain. The firm in this model maximises its profit given its desired constant market share. Different target market-shares clearly yield different 'maximum' level of profit. If the firm is a profit maximiser it would choose the maximum maximorium; that is, the share that yields the highest profit. Thus the goal of constant market share does not necessarily imply maximisation of long-run profits.

Entry-prevention and risk-avoidance. Several writers in recent years have suggested that the goal of the firm is to prevent new entrant firms coming into their market. Firms set the price at such a level as to make entry unattractive (limit-pricing). It is not clearly stated why firms want to prevent entry. Some economists argue that the real goal behind entry prevention is long-run profit maximisation. Others suggest long-run survival or constant market share as the ultimate goal behind limit-pricing. Finally, others have suggested that the firms want to prevent entry as a means of avoiding the risk associated with the unpredictable reactions of new entrants: a firm learns by experience how 'to live' with other existing competitors and can anticipate their reactions to a certain decision of the firm; but the attitude of new entrants is completely uncertain, and by preventing their entry in the market the established firms avoid this uncertainty (see Chapters 13 and 14).

The interesting question is how far can managers deviate from profit maximisation. What is the discretion of managers in goal-setting?

There is no consensus among writers regarding the degree of managerial discretion. The following discussion may illustrate the existing disagreement.

There is some empirical evidence that profits are higher in owner-controlled firms than in firms where management is divorced from ownership. ${ }^{1}$ This supports the view
${ }^{1}$ See F. Lanzilotti, 'Pricing Objectives in Large Companies', American Economic Review (1958) pp. 921-41, and R. J. Monsen, J. S. Chiu, and D. E. Cooley, 'The Effects of Separation of Ownership and Control on the Performance of the Large Firm', Quarterly Journal of Economics (1968) pp. 435-51. See also D. R. Kamerschen, 'The Influence of Ownership and Control on Profit Rates', American Economic Review (1968) pp. 432-47. Also J. P. Shelton, 'Allocative Efficiency vs. ' $X$-Efficiency': Comment', American Economic Review (1967) pp. 1252-8.
that managers have at least some discretion in pursuing goals other than profit maximisation. However, the evidence is far from conclusive. In any case such empirical findings do not imply that managers have unlimited discretion, or that the goal of profit maximisation is not valid.

The supporters of the profit-maximisation hypothesis resort usually to arguments resembling the Darwinian theory of the survival of the fittest. ${ }^{1}$ They argue that in the long run only the profit maximisers survive, because they are the fittest. By maximising profits, the survival argument runs, firms can accumulate financial assets which allow them to grow faster than the non-profit maximisers, whose share gradually shrinks and eventually are eliminated. The economic environment selects the profit maximisers as the fittest and eliminates the rest.

Some supporters of the profit-maximisation hypothesis concede that other goals are actually pursued by firms. But they argue that managers can attain such 'subsidiary' goals easier if they maximise profits.

Those who object to the profit-maximisation goal argue that the 'economic selection' mechanism does not work uninhibited in practice. Firstly, if all firms deviate from profit maximisation, there is no 'fittest' to survive. If, for example, all firms satisfice, there is no reason to believe that any one of them has, ceteris paribus, a higher probability of surviving. Secondly, in a dynamic world of continuous change in techniques and products, firms can avoid their 'elimination' by differentiation and diversification, so that a firm which deviates from profit maximisation can survive for a long period of time. Thirdly, it has also been suggested that when firms are large and have monopoly power the 'selection process' does not work smoothly because competition is weak in this case. ${ }^{2}$ Others, however, argue that the competition is keen among large firms due to the continuous change and the uncertainty of the environment. Under these conditions, even in highly concentrated industries firms cannot deviate from the goal of profit maximisation if they want to survive in the long run.

Such arguments for and against the profit-maximisation hypothesis cannot be resolved on a priori grounds, and the empirical evidence regarding the goals of firms is by no means conclusive in one direction or another. What has been found from most empirical studies is that:
(a) there is a multiplicity of goals in the modern enterprise;
(b) managers have not unlimited discretion in setting their goals. All models accept that there is a minimum profit constraint which limits the other goals of the firm. How high the profit constraint is depends on how strong the competition in the environment of the firm is. If there are barriers to entry (strong preferences, government laws, absolute cost advantage, absolute capital requirements, strong economies of scale) firms can survive in the long run even if they are not profit maximisers.

## The treatment of uncertainty in the traditional theory

In the early stages of the theory of the firm it was assumed that the firm had perfect knowledge of its cost and demand functions and of its environment. The theory was not concerned with the way in which this knowledge was acquired. In effect, uncertainty

[^54]was not allowed to influence the decisions of the firm: the firm proceeded to maximise its profits after it had acquired the relevant information on costs and revenues. Yet in the real world uncertainty influences the estimation of costs and revenues, and hence the decisions of the firm.

Later it was recognised that firms have no perfect knowledge of their costs, revenues and their environment and they operate in a world of uncertainty. Economists used a probabilistic approach to deal with this uncertainty. They assumed that the firms have perfect knowledge only up to a probability distribution of all possible outcomes. The idea that the profit in any one period was a single-valued magnitude known with certainty by the firm was abandoned. Instead it was assumed that the profit expected from the adoption of any action may assume any value within a certain range of values, each value having an associated probability of being realised. These probabilities are assumed known to the firm subjectively. The decision-maker assigns these subjective probabilities to the possible effects (profits) of each strategy and estimates its mathematical expectation (that is, he assumes that 'the profit' of any action is the sum of the possible profitability values, each multiplied by the corresponding probability.) Having done such computations for all alternative actions, the entrepreneur chooses the action with the highest expected value in each period. These net profitabilities are discounted with a subjective discount rate, and their present value is estimated. The firm then chooses the strategy that maximises the present (discounted) value of the future stream of net profits over its specific time-horizon (which constitutes its long-run operational period).

The above probabilistic treatment of uncertainty, which implies the formulation of definite subjective expectations about the cost, revenues and changes in the environment, has been attacked on several grounds.

Firstly, it has been argued that this procedure requires a lot of knowledge, information and computational ability from entrepreneurs, which they clearly do not possess.

Secondly, the adoption of the decision rule of choosing the alternative which has the highest expected value (expected profit) does not adequately describe the behaviour of firms in the real world. Entrepreneurs' attitudes towards risk plays an important role in actual decision-making. A project with a high expected profit may have a higher risk of bankruptcy as compared to another with a lower expected profit. If the entrepreneur is a risk-avoider he will not choose the projects which have a high risk, even if their expected profitability is high. Unless we know the risk attitudes of entrepreneurs we cannot say what their actual decisions will be by looking only at the expected profitability of the various alternatives.

Thirdly, the length of the time-horizon is also crucial in decision-making. Some firms may prefer a shorter time-horizon, having a high aversion towards the uncertainty of more distant periods. Yet the traditional theory does not deal with the determination of the time-horizon, the long-run period in entrepreneurial life.

Fourthly, additional difficulties arise in the estimating process of future costs and future revenues, implied in the maximisation of the present value of future stream of profits. Choice of a high discount rate implies a short time horizon, while a low discount rate of future profits implies a long time horizon.

Fifthly, conventional theory treats expectations of entrepreneurs (who determine their subjective probabilities) as exogenous to the firm. It does not explain their formation within the firm. Yet expectations are influenced to a great extent by factors internal to the firm. These factors play an important role in the behavioural theories of the firm (see Chapter 18).

In summary. The probabilities of future events are subjectively determined. They are influenced by the time-horizon, the risk attitude and the rate of change of the environment. Thus businessmen's expectations cannot come close to objective reality. Different
firms will have different time-horizons, different risk attitude and will form different assessments of uncertain future events. Consequently firms will respond differently to the same (given) conditions of the environment. The interactions among uncertainty, risk-aversion and the time-horizon of the entrepreneurs are not dealt satisfactorily with by the probabilistic approach adopted in the traditional theory of the firm.

## The static nature of traditional theory

Time enters into the traditional theory in three respects. ${ }^{1}$ Firstly, the distinction between the short and the long run implies time considerations. However, the theory does not really answer the question: how long is the long run in actual decision-making. Secondly, it is assumed that the firm has some time-horizon over which it attempts to maximise its profits. The discounting of future costs and revenues implicit in the long-run profit maximisation clearly involves the time element. But again the length of the time-horizon and its interaction with uncertainty and risk-aversion is not adequately dealt with. Thirdly, the analysis of the timing of demand relative to the production flow implies a period analysis. Considerations of the gestation period of investment and the final product also imply time considerations.

However, the traditional theory is basically static. The time-horizon of the firm consists of identical and independent time-periods. Decisions are treated as temporally independent, and this is probably the most important shortcoming of the traditional theory. It is clear that decisions are temporally interdependent: decisions taken in any one period are affected by the decisions in past periods, and will in turn influence the future decisions of the firm. This interdependence is ignored by the traditional theory, which postulates that the long-run profits are maximised as the firm maximises its short-run profits in any one period, by equating its marginal cost to its marginal revenue ( $M C=M R$ ).

## Entry considerations

In the traditional theory entry considerations differ, depending on the type of market structure. The common features of the treatment of entry in traditional theory are two: firstly, only actual entry is considered; secondly, entry is assumed to take place only in the long run: it is a long-run phenomenon.

In pure competition entry is free. The same is assumed in the model of monopolistic competition. In both models entry can occur only in the long run.

In monopoly entry is blockaded by definition.
The traditional models of oligopoly are implicit, cryptic or silent so far as entry is concerned. ${ }^{2}$ The classical duopoly models are 'closed' models in that they do not allow for entry. These models can be extended to larger numbers of sellers, but the numbers remain unchanged in the final market equilibrium as they were at the initial situation. In the theory of cartels it is implicitly assumed that the entrants, if any, will join the cartel. Without this implicit assumption the inherent instability of cartels becomes even greater. Similar assumptions are made in the traditional price-leadership models: the entrant is assumed to be either a small firm which can be coerced to follow the leader, or is assumed to accept the status quo of the established leader.

[^55]Potential entry and its effects on decision making are not dealt with in traditional theory. ${ }^{1}$

## The marginalist principle

The behavioural rule postulated by the traditional theory in actual decision-making is described by the so-called 'marginalist principle'

$$
M C=M R
$$

In each period the firm maximises its (short-run) profit by setting its output and price at the level defined by the intersection of the $M C$ and $M R$ curves. Given the temporal independence of decisions, such short-run profit maximisation implies also long-run profit maximisation.

This behavioural rule has been attacked on several grounds. One line of argument is that although the goal of the firm is long-run profit maximisation, this is not necessarily attained by equating the short-run marginal cost (SRMC) to the short-run marginal revenue ( $S R M R$ ). Another line of attack centres on the goal of profit maximisation as the single goal of the firm. This has been briefly examined in Section B above, and will be discussed in detail in the various chapters which deal with theories postulating other goals (managerialism, behaviourism, limit-pricing).

In the rest of this chapter we will examine briefly several arguments arising from the above lines of attack. These arguments constitute the essence of what has become known as the 'marginalist controversy.'

## II. THE HALL AND HITCH REPORT AND THE 'FULL-COST' PRICING PRINCIPLE

In 1939 Hall and Hitch published some results ${ }^{2}$ of research undertaken at Oxford and aiming at the investigation of the decision process of businessmen in relation to government measures. ${ }^{3}$ Their study covered 38 firms, out of which 33 were manufacturing firms, 3 were retail trading firms and 2 were building firms. Of the 33 manufacturing firms, 15 produced consumer goods, 4 intermediate products, 7 capital goods, and 7 textiles. The sample was not random, but included firms which may well be expected to belong to 'efficiently managed enterprises'. ${ }^{3}$

The most startling results of the studies of 'The Oxford Economists Research Group’ reported by Hall and Hitch were that firms did not attempt to maximise their profits, that they did not use the marginalist rule $M C=M R$, and that oligopoly was the main market structure of the business world. Up to then the theory of monopolistic or imperfect competition of Chamberlin and Joan Robinson had been generally accepted as typical or relevant. The firms were assumed to be able to act atomistically, ignoring their rivals' reactions and pursuing their short-run (and long-run) profit maximisation by equating marginal cost to marginal revenue in each time period. The tangency solution in the long run implied normal profits, but excess capacity (unexhausted

[^56]economies of scale), which was the main source of criticism of the regime of monopolistic competition. (See Chapter 8.)

Hall and Hitch's findings may be summarised as follows.
Firstly, the firms do not act atomistically. Firms are continuously conscious of the reactions of their competitors. This behaviour, obviously in contradiction to the postulates of monopolistic competition, suggested that oligopoly was much more widespread than had been thought up to that time. Oligopolistic interdependence could not be dealt with within the framework of the traditional theory. Duopoly theory, based on assumptions of constant reaction patterns of competitors, also seemed inadequate to cope with oligopolistic interdependence and the ensuing uncertainty regarding the demand for the product of oligopolistic firms.

Hall and Hitch found that firms do not attempt to maximise short-run profits by applying marginalistic rules ( $M C=M R$ ), but aim at long-run profit maximisation. Firms set their price on the average-cost principle. ${ }^{1}$ That is, firms do not set their price and output at the levels determined by the intersection of the $M C$ and $M R$ curves, but they set a price to cover the average variable cost, the average fixed cost and a 'normal' profit margin ('usually $10 \%$ ')

$$
P=A V C+A F C+\text { profit margin }
$$

The reasons given by Hall and Hitch for the breakdown of marginalism may be summarised as follows. (a) Firms do not know their demand curve nor their marginal costs, hence the application of the marginalist rule ( $M C=M R$ ) is impossible due to lack of relevant information. (b) Firms believed that the 'full-cost price' is the 'right' price, since it allowed a 'fair' profit and covered the costs of production when the plant was 'normally' utilised.

Hall and Hitch reported that firms' main preoccupation is price, and not output as the traditional theory implied. Thus the firms would set their price on the basis of the above average-cost principle and they would sell at that price whatever the market would take.

Although the firms in general would adhere to the average-cost pricing rule, they would be prepared to depart from it if they wanted to secure a big order, or if they thought that they could not set this price without damaging their goodwill and endangering their future position, in view of their rivals charging a lower price.

Finally, it was found that prices of manufacturers were fairly sticky, despite changes in demand and costs. Traditional theory predicted a change in price and output (at least in the short run) in response to changes in demand and costs. This prediction was not observed in the real world, in which 'stickiness' of prices was a general phenomenon. To explain this stickiness of prices Hall and Hitch introduced the Chamberlinian apparatus of the 'kinked' demand curve. The kink implies the following pattern of expected reactions of competitors, witnessed by the firms that were studied. Businessmen held the belief that if they raised their price their competitors would not follow, so that they would lose a considerable number of their customers; while if they cut their price their competitors would follow suit, with the result that their sales would increase by an insignificant amount. The price was set equal to the average cost and the kink would occur at that price. The firms would arrive at this average-cost price independently (without collusion). Firms reported that they did not enter any collusive agreement in order to increase the market price, because of fear of potential entrants who might endanger the long-run position of established firms. Similarly, they did not think that a collusive reduction in the price would be profitable to the 'group', because they believed

[^57]that the market demand was price inelastic. Furthermore businessmen were aware of the fact that frequent price changes were disliked by their customers. Thus firms prefer to keep their price constant, except in cases of general cost increases which affect all firms and lead to an increase of price by all. The 'kink' in the individual-demand curve, implying that above the given $P$ the demand is very elastic while below $P$ demand is inelastic, provides an explanation of the firms keeping their price constant.

Various writers have interpreted the device of the kinked-demand curve as a 'theory' of oligopolistic behaviour. This view has become so firmly established that the kinkeddemand 'theory' has found its place in all textbooks of microeconomics. However, as we saw in Chapter 9, the kinked demand cannot be considered as a theory of pricing and output decisions in oligopolistic markets, since it cannot explain the level of the price, i.e. the location of the kink. In the framework of Hall and Hitch's approach the kinked demand makes sense as a device for explaining the 'stickiness' of the prices, but not their levels. Hall and Hitch suggest that the firms set their price independently of one another on the basis of the average-cost principle. And these prices, once set, tend to be sticky because of the expectations of firms about competitors' reactions to changes in the firm's price, which are such as to create a kink at the level of the averagecost price.

It does not seem that Hall and Hitch have developed a determinate theory of pricing in oligopoly markets, and although they mention several elements relevant to oligopolistic behaviour (long-run profit considerations, goodwill of firms, potential and actual competition and interdependence of firms, average-cost pricing procedures instead of marginalistic computations), they did not combine them into a comprehensive theory of oligopoly. However, their conclusions constituted a serious attack on marginalism. The reported results of the study of their sample suggest the following. Firstly, short-run profit maximisation was rarely stated by businessmen to be their goal. Most firms reported that they aimed at a 'fair' level of profit and that they had also other goals, such as building up their goodwill, being fair to their competitors, etc. Secondly, the demand curve and its price elasticity, on which marginalism so heavily relies, are unknown in practice, because neither consumers preferences nor competitors' reactions are known with certainty. Most firms are oligopolists who are faced with uncertainty concerning their customers and their competitors. Given this uncertain environment the demand schedules cannot be taken as known, hence marginal revenue schedules are unknown to the businessmen. Thirdly, marginal costs are also unknown in multiproduct firms, which are typical in the modern business world. Fourthly, even if MC and $M R$ were known, and firms aimed at the maximisation of their (short-run) profits, the adherence to this equality would require continuous changes in the price in view of the continuous changes in costs and demand. Such frequent changes in prices are not desirable, and prices have exhibited considerable stickiness despite changes in short-run costs and demand. ${ }^{1}$

## III. GORDON'S ATTACK ON MARGINALISM

In 1948 Gordon $^{2}$ joined the marginalist controversy by attacking the assumptions and postulates of the traditional theory of the firm. His line of attack may be summarised as follows.
${ }^{1}$ This finding has been challenged by subsequent empirical studies. See G. J. Stigler, 'The Kinky Oligopoly Demand Curve and Rigid Prices', Journal of Political Economy (1947). Also J. L. Simon, 'A Further Test of the Kinky Oligopoly Demand Curve', American Economic Review, (1969).
${ }^{2}$ R. A. Gordon, 'Short-Period Price Determination in Theory and Practice', American Economic Review (1948).

The real industrial world is extremely complex, with too many variables that determine demand and costs and there are many policy variables which the firm may use in any particular situation (price, product, advertising, diversification, etc.). The determinants of demand and costs vary continuously and marginal adjustments (by equating relevant marginal magnitudes) for all changes simultaneously are beyond the ability of entrepreneurs. Complexity means that firms cannot learn from their past experience, by incorporating such experience in their estimation of demand and costs, because the environment (economic structure) changes continuously, invalidating any extrapolation of the past.

Uncertainty is an additional reason for making marginalist behaviour inapplicable: it makes impossible the accurate knowledge of future demand and cost conditions. A reasonable treatment of uncertainty within a dynamic framework requires information and knowledge about the formation of expectations of businessmen, which is not available (see below). Thus businessmen resort to additional goals apart from profit maximisation) in an attempt to avoid uncertainty. Neither the process of expectation formation nor additional goals can be adequately dealt with by marginal analysis.

Empirical evidence has shown that firms use average-cost pricing widely. The application of the average-cost rule for pricing is the best alternative to marginalism, especially for multiproduct firms, where changes in costs (that is, marginal costs) are practically impossible to estimate for all the products.

In empirical studies firms have been reported to pursue a multitude of goals, like retaining their labour force smoothly employed, acquire goodwill, and so on. It is true that such goals are related to the level of profit, but it is not certain that such additional goals are compatible or competing with the goal of maximisation of profit.

Managers tend to concentrate at any one time on 'local' problems arising in particular sections of the firm and find solutions for such problems without applying marginalistic rules. For example, a frequent breakdown of some part of the productive process will attract the attention of top management to this 'bottleneck'. Local solutions do not necessarily lead to profit maximisation. Thus the average-cost rule, based on some standard normal level of output, is more realistic since it stresses the importance of maintaining production at an adequate level to satisfy the demand rather than maximise profits.

The demand cannot be known or estimated with an adequate degree of accuracy in the long run, due to the continuous change in the economic environment. Under these conditions the adoption of the average-cost rule makes sense since it leads to a price level very similar to all firms, a fact that allows the firms to concentrate on the level of sales at this given price: shifts in demand are much more important to businessmen than the shape (elasticity) of the demand curve.

For marginalist behaviour the demand and cost curves must be objectively known. If one accepts the view that demand and costs are subjectively conceived by businessmen (as Machlup does, see below), then marginalism reduces to a tautology, because any observed behaviour by firms could be presented as aiming at profit maximisation: any action of the firm is compatible with the equality of subjectively determined $M C$ and $M R$ curves.

Similarly any attempt to build additional goals into cost and revenue functions (by quantifying such goals and evaluating their effects on profits) before proceeding with the marginalist equality leads to tautological predictions. Statements such as 'whatever the firm does is because it aims at maximisation of profits, due account being taken in profitability estimates of any other subsidiary goals' are clearly tautologies since they imply that whatever the firm is observed to do is in its belief that it maximises its profits.

Finally, any attempt to account for expectations by 'doctoring' the demand and cost curves so as to presumably reflect all anticipations of future changes in the environment
leads to similar tautological predictions. The equality of $M C$ and $M R$ derived from such 'doctored' demand and cost functions may always be explained in terms of profit maximisation.

Gordon argues that the tautology could be avoided only if one uses a dynamic multiperiod analysis. In this approach cost and revenue functions in each period (within the entrepreneur's horizon) are postulated, and then the entrepreneur proceeds with the maximisation of the present value of future net revenue (profit). This dynamic approach to the problem of uncertainty, although theoretically plausible, is of little use in practice, because it assumes given expectations of entrepreneurs. The entrepreneur must be assumed to have the information and ability to form definite expectations about future changes in the economic environment. Given these expectations, the entrepreneur can proceed with the maximisation of discounted values of future profitability streams. But expectations are not explained in marginalism, and taking them for given really bypasses the problem of uncertainty instead of solving it.

## IV. IN DEFENCE OF MARGINALISM

Four main lines of arguments have been put forward by various writers in defence of the traditional theory of the firm.

The first line of defence is launched in terms of Friedman's methodological issue, ${ }^{1}$ that realism of assumptions of a theory is not the main criterion for its acceptance. A theory should be judged not on the basis of the realism of its assumptions but on the basis of its predictions. Friedman says, without providing any conclusive empirical evidence, that the traditional theory of the firm has produced reasonably good predictions, and on this basis it should be judged as being a satisfactory theory. We do not believe that such arguments launched in abstract terms can be taken seriously.

The second line of defence includes empirical studies which provide evidence that firms do in fact apply marginalistic rules in their decision-making. Such studies have been conducted by J. S. Earley, ${ }^{2}$ who reported (from a sample of 110 'excellently managed' companies in the U.S.A.) that modern accounting methods provide information on marginal costs and marginal revenues, and this information is actually used by well organised firms in their decision-making.

This evidence is in contradiction to the Hall and Hitch study, which covered 'well organised firms' in the U.K. Furthermore Earley's results cover only 110 large firms which apply modern accounting and management techniques. It may well be that other firms do not have the required information for marginalistic behaviour, or that they do not want to apply marginalistic rules in each period in order to maximise their shortrun profits for various reasons (e.g. because this would endanger their long-run profits, or because they want to avoid government intervention, to have a good public image, and so on). ${ }^{3}$

The third line of defence is based on the Darwinian principle of the survival of the fittest. It is argued ${ }^{4}$ that the fittest firms are those which maximise their profits, because

[^58]in this way they can accumulate assets and grow faster than firms which are not profit maximisers. This is a process of 'economic natural elimination of the weaker firms' (defined as the firms which do not maximise profit).

The defects of this line of defence have been examined in section I above. They may be summarised as follows. The process of natural economic selection does not work uninhibited in the modern industrial world, because even firms which are not profit maximisers can adopt various policies (e.g. diversity) which will allow them to survive in the long run. Furthermore one should hardly expect that the fittest firms today will also be the fittest tomorrow, given the continuous change in products and techniques. And of course there would be no fittest if all firms are not profit maximisers but pursue other goals (e.g. if every firm adopts satisficing behaviour).

The fourth line of defence of marginalism attempts to establish in an abstract theoretical way that the assumptions of the marginalist theory are 'fairly realistic'. The main writer who has adopted this line of defence is F. Machlup. ${ }^{1}$ His arguments are of three kinds. Firstly, he argues that the empirical evidence against marginalism (e.g. Lester's work, Hall and Hitch's study, etc.) has too many weaknesses and, hence, is not conclusive. Secondly, he argues that the basic assumptions and postulates of marginalism are plausible. Thirdly, he argues that there has been a misunderstanding regarding the purpose of the traditional theory; this theory is a theory of markets, constructed to explain resource allocation via the price mechanism; the theory predicts well the effects on resource allocation of various changes in the environment (shifts in demand, changes in costs, tax changes); hence the traditional theory does well the job for which it has been designed.

Machlup has criticised the studies of Lester, Hall and Hitch and other empirical evidence against marginalism on the following grounds.

There was a lack of communication between businessmen and economic researchers, due to the differences in their terminology. Economists speak in terms of MC, MR and elasticities, concepts with which businessmen are not familiar. Businessmen's statement, that they set price equal to their average cost, is not incompatible with the marginalistic rule $M C=M R$ which is used by economists. The majority of businessmen are not economists and do not know the calculus technique of $M C=M R$ at equilibrium. An economist, however, applying the marginal tools with which he is equipped from his university training will reach the same unique (tangency) solution as the businessman. Thus in these conditions either of the rules

$$
P=A C
$$

or

$$
M C=M R
$$

will lead to the same unique price-output combination which maximises profits.
To this criticism Hall and Hitch replied by saying that their questionnaires were followed by intensive interviews with entrepreneurs and managers, during which the economic researchers made sure that the persons being interviewed would understand what they were questioned about.

There are psychological reasons (Machlup argues) explaining businessmen's answers that maximisation of profit was not their goal. A businessman being interviewed wishes to appear as pursuing 'fair' policies, which do not yield maximum (monopoly) profits, but just a 'fair' profit. Furthermore firms were afraid to admit that they were charging the

[^59]monopoly price (the price which maximises profits), preferring to state that they set price equal to their $A C$, since in law average costs are taken as a basis for fair prices.

Firms need not apply calculus continuously, since pricing and output decisions, Machlup argues, become routine. Thus the 'pricing practices' reported by businessmen (that is, the setting of $P$ equal to $A V C$ plus a profit margin) reflects their routine rules applied in decision-making, and are not incompatible with marginalist calculations. This argument of Machlup is not valid, unless he can establish that these pricing routines have originated from marginalistic rules, applied at the initial stages of the working of the firm. ${ }^{1}$

Regarding the attack on the basic assumptions of marginalist theory, Machlup attempted to argue that these assumptions were fairly plausible. He agreed that MC and MR were not objectively known to businessmen. However, he argued that this is not a serious problem, since a subjective assessment of these schedules by businessmen is adequate for the application of marginalism. What matters is the beliefs of firms as to what their $M C$ and $M R$ are, and not their objective values. Costs and revenues are based on beliefs and hunches of businessmen. Arguing on these lines Machlup failed to see that subjective definitions of $M C$ and $M R$ render marginalism a tautology, since any action of firms may be explained as marginalistic, based on such subjective 'hunches'.

Machlup argued that firms may not understand the concept of demand elasticity, but surely elasticity considerations were implicit in their pricing procedures: the elasticity of demand for the product of any firm, he argues, depends on the availability of substitutes and on the supply elasticity of such substitutes; the best guide to the elasticity of supply of competitors is provided by the firm's own costs, because competitors are expected to have similar costs; thus the elasticity of demand is 'guessed' from the knowledge of the costs of the firm. This argument of Machlup's is valid, but does not, as it stands, provide evidence for the application of marginalism. We will show, however, in Chapter 12 that average-cost pricing implies an estimate of the elasticity of demand if the average variable cost is constant over a certain range (and the empirical evidence from cost studies shows that this shape of $A V C$ is generally found in the real world ${ }^{2}$ ). Under these conditions average-cost pricing leads to the same equilibrium solution as marginalist behaviour.

Regarding the goals of the firm Machlup argues that the firm has as its (single) goal the maximisation of its long-run profit. This is attained by using long-run cost and longrun demand curves, which incorporate expectations of future conditions and changes in the market environment. Machlup failed to see that this treatment of expectations (which implies 'doctored' demand and cost curves) again reduces marginalism to a tautology, since any observed behaviour can be compatible with profit maximisation, with appropriately constructed cost and demand curves in which future uncertainty is ex ante eliminated. (See above, pp. 266-7).

Machlup rejected the suggestion that other goals of the firm can be incorporated in the calculation of the cost and demand curves. He recognised that this treatment of other goals would make any action of the firm compatible with profit maximisation, and this, he accepted, would render profit maximisation a tautology. It is surprising that Machlup recognised the danger of tautology when other goals would be incorporated in long-run cost and demand schedules, yet he did not perceive this danger when he was arguing in terms of cost and revenues being subjective 'hunches', and uncertainty being realistically possible to incorporate into the long-run demand and costs.

From the above discussion it should be clear that the marginalist controversy cannot be considered as resolved. Three main points need stressing:

[^60]Firstly. The application of the marginalistic rule to maximise short-run profits requires that businessmen make continuous adjustment to price as demand and costs change continuously. The observed 'stickiness' of prices in the face of changing conditions of the environment suggest that marginalism is not applied, at least in the shortrun. ${ }^{1,2}$

Secondly. Marginalism faces the dilemma of either being unrealistic, or being in danger of becoming merely tautological if one attempts to incorporate time and uncertainty or additional goals in a single set of appropriately 'doctored' long-run demand and longrun costs schedules.

Thirdly. However, it is not certain that the 'pricing practices' reported by businessmen in the context of various studies are inconsistent with marginalism, or that the averagecost pricing theories, based on this evidence, provide an alternative to the model of marginalism. We will return to this point in the next chapter, in which we present what we hope to be a 'representative' model of average-cost pricing.
${ }^{1}$ G. J. Stigler ('The Kinky-Oligopoly' Demand Curve and Rigid Prices', Journal of Political Economy (1947) pp. 432-49) presented evidence contradicting the 'stickiness' of prices, and questioned the validity of the assumption of long-run profit maximisation implied in the kinkedoligopoly model. He studied the price changes of about one hundred firms belonging to oligopolistic markets. He found that there is a negative correlation between the degree of concentration in an industry and the frequency of price changes: the higher the degree of concentration the less frequent the changes in prices are. However, Stigler also found that prices were not rigid, as Hall and Hitch, Sweezy and others had found (or assumed) in their studies. Furthermore, contrary to Sweezy, Stigler argued that the kinked demand curve is incompatible with the goal of profit maximisation. If firms were profit maximisers, they would make adjustments to their prices as soon as their $M C$ changed. The 'kinky' oligopoly model implies that managers adhere to price inflexibility in the face of changing cost conditions. This reflects the risk-aversion of managers to the oligopolistic uncertainty. The kink in the demand curve, Stigler argues, reflects the beliefs of managers about competitors' reactions, and makes the firm deviate from marginal adjustments of prices and hence from profit maximisation.
${ }^{2}$ See also Julian L. Simon, 'A Further Test of the Kinky Oligopoly Demand Curve', American Economic Review (1969).

## 12. A 'Representative' Model of Average-Cost Pricing

Average-cost pricing models have been developed by various writers. ${ }^{1}$ Their basic characteristic is the postulate that price is set according to the average-cost principle

$$
P=A V C+G P M=A C
$$

where $A V C=$ average variable cost
$G P M=$ gross profit margin
The firm sets a price equal to its total average cost which includes a certain net profit margin. This pricing behaviour is assumed by the writers in this field to be different than the marginalist behaviour of the traditional theory of the firm. We will return to this point in section IV of this chapter, where we attempt to compare the average-cost theories with other theories of the firm.

The various average-cost pricing theories differ in that they postulate different methods of arriving at the estimate of the average cost which will be charged as price. However, these theories have general common characteristics which may be combined in a 'representative model' of average-cost pricing. We first present such a model. We next examine its predictions when dynamic changes take place. Finally we attempt to compare average-cost pricing with other theories of the firm.

## I. GOALS OF THE FIRM

In average-cost theories of pricing it is explicitly or implicitly assumed that the goal of the firm is long-run profit maximisation. However, this goal is not attained by maximising profits in each one period within the time horizon of the firm. It is recognised that short-run profit maximisation by equating $M C$ to $M R$ in each period does not lead to profit maximisation in the long run (as the traditional theory postulated), because the individual time periods are not independent: decisions taken in any one period are influenced by decisions in past periods and will affect decisions in future

[^61]points of time. Hence the behavioural rule of equating $M C$ to $M R$ in decision-making is inappropriate for describing businessmen's behaviour. Instead long-run profit-maximisation is attained by equating price to the average cost of the firm (see below).

## II. DEMAND AND COST SCHEDULES

For analysing the long-run behaviour of the firm we would require knowledge of its long-run demand and its long-run cost schedules. However, there is great uncertainty regarding these schedules. Tastes in the market change continuously and the reaction of competitors is impossible to predict. Thus firms cannot estimate their future demand. Past experience does not help much in reducing uncertainty, because extrapolation of past conditions in the future is haphazardous given the dynamic changes in the economic structure. Given this uncertainty average-cost pricing theorists reject the demand schedule as a tool of analysis, thus abandoning half of the apparatus of the traditional theory of the firm.

Uncertainty also envelops the long-run costs of the firm. Rapid technological change and changes in factor prices make it impossible to obtain reliable estimates of the long-run cost schedule. Thus in average-cost theories it is assumed that the firm takes its decisions on the basis of its short-run average costs.

It is explicitly or implicitly assumed that the short-run average variable cost has a flat stretch (figure 12.1) which reflects the fact that firms build into their plant some reserve capacity which allows them flexibility in their operations. ${ }^{1}$ Reserve capacity is required for various reasons: (a) To meet seasonal fluctuations in demand. (b) To allow a smooth flow of production when break-down of some equipment occurs. (c) To meet a growing demand until further expansion of scale is realised. (d) To allow some flexibility for minor alterations of the style of the product in view of the changing tastes of customers, and for other reasons. ${ }^{2}$

The average variable cost has a saucer-type shape (figure 12.1). The falling part shows the decrease in cost due to better utilisation of some of the fixed factors up to the capacity of the plant. Over the range of the falling SAVC the SMC is below it.

The increasing part of the SAVC reflects the waste of raw materials, the higher repair costs of machinery and overtime payment to the labour force. When the SAVC is rising the SMC lies above it.

Over the flat stretch of the SAVC the SMC is equal to the average variable cost (the two curves coincide). Pricing is based on the flat stretch of the SAVC. At levels of output


Figure 12.1

[^62]lower than the normal capacity level (that is, the range of output for which the plant has been optimally designed) firms have high costs, yet they do not charge a price to cover these costs because they expect to eventually reach the normal range of output. Similarly, the firms may produce (when there is pressure of demand) on the increasing part of their $A C$, but they will not charge a higher price to cover such costs because they are afraid of losing their goodwill. (If the pressure of demand is revealed to be permanent, firms will install additional equipment, enlarging their plant capacity; see page 276 below.)

## III. PRICE DETERMINATION: THE 'MARK-UP' RULE

The price determination involves two distinct stages. First, the firm defines the price that it would like to charge $(P)$ in order to cover its total costs when its plant is operated within its optimal range of capacity and earn a (subjectively determined level of) 'reasonable' profit. Secondly, the firm compares its estimated price with the level of price at which entry would occur, and sets the price at a level $\left(P^{*}\right)$ which would effectively deter entry. Let us examine this procedure of price determination in some detail.

## Subjective estimate of the 'desired' price

The firm uses the 'mark-up' rule

$$
P=A V C+G P M
$$

The average variable cost $(A V C)$ is assumed known to the firm with certainty. The firm concentrates on the straight stretch of the SAVC curve which represents normal utilisation of its plant capacity. The firm looks at its long-run position and aims at the long-run profit maximisation. However, given the uncertainty in the environment, the firm bases its price on the short-run AVC; the firm believes that its costs will not increase if it expands its scale (in the long run) and probably they will be lower than in the short run. Thus the short-run $A C$ is thought by businessmen to be a good approximation to the long-run average cost. ${ }^{1}$

The gross profit margin will cover the average fixed cost $(A F C)$ and yield a normal profit

$$
G P M=A F C+N P M
$$

where $N P M=$ net profit margin. The $A F C$ element is determined by dividing the total fixed cost (TFC) by a 'planned' or 'budgeted' or 'normal' level of output ( $X^{*}$ ). This is a level of output (within the range for which the plant has been set up) which the firm expects to produce and sell with normal utilisation of its plant. ${ }^{2}$ Thus

$$
A F C=\frac{T F C}{X^{*}}
$$

where $X^{*}=$ 'planned', or 'budgeted', or 'normal' output.
The net profit margin is assumed to be known to the established firms 'as a matter of experience': it should yield a 'fair' return on capital (so that capital keeps flowing regularly in the industry for investment in the long run) and cover all risks peculiar to the product. For an already-produced commodity, firms have formed a fair view of
${ }^{1}$ See Andrews, Manufacturing Business.
${ }^{2}$ The 'normal utilisation' of a plant differs for various firms. Usually it varies between $\mathbf{8 0 \%}$ and $90 \%$ of full capacity. For example, General Motors considers that the normal utilisation of its plant is $80 \%$ of its full capacity (see F. M. Scherer, Industrial Market Structure and Economic Performance (Rand McNally, 1970)).
what the net profit margin is from their past experience. For a new product the firm is assumed to make a fair judgement about what the NPM is 'safe', in the sense of not attracting entrants.

The addition of $A V C, A F C$ and $N P M$ gives an estimate of the 'desired' price, that is, the price which the firm would wish to charge if it is to cover all its costs (with a normal utilisation of its plant) and make what it thinks to be a normal profit.

## Actual price setting

However, the thus estimated price will not necessarily be charged. The 'desired' or 'standard' price will be taken as the initial basis of the price that will actually be charged $\left(P^{*}\right)$. The level of actual price depends mainly on the threat of potential entry (potential competition). Actual competition by existing firms is resolved by either tacit collusion or by price leadership. Tacit collusion takes various forms. Typically it is realised within trade associations, which publish industry-wide average-cost information by product line. This information then becomes, by the common consent of the firms belonging to the particular trade association the basis of price calculations. ${ }^{1}$

When firms in the industry have widely different costs, pricing on the basis of average costs by each firm independently may result in market instability and price wars. The 'orderly co-ordination' and functioning of the industry is often attained by price leadership. The price leader is among the largest firms with the lowest costs. The less efficient firms will be effectively price-takers. The price leader makes his price calculations according to the average-costing rule earlier described, but will actually charge a price, $P^{*}$, which depends
(a) on potential competition
(b) on general economic conditions (booming or depressed business).

Thus, if there are barriers to entry, ${ }^{2} P^{*}$ will be higher than the normal price $(P)$, and the price leader (and possibly other less efficient firms) will be making abnormal profit. However, if the threat of potential entry is strong, the quoted price ( $P^{*}$ ) will be equal to the leader's normal price $(P)$, who will be earning just normal profits. Thus the effective (realised) gross profit margin is competitively determined, by the threat of potential entrants. ${ }^{3}$

There is also evidence that the gross profit margin is readjusted when an entrant charges a lower price, and when the general market conditions deviate from the normal: in a sellers' market a higher GPM is often charged while in periods of depressed trade the GPM is downward readjusted (see below). ${ }^{4}$

Figure 12.2 depicts the determination of price in our 'representative' average-cost pricing model. It should be stressed that the horizontal lines are not demand curves, but show the price that would be charged under certain conditions. At this price the firms would be prepared to sell whatever they could produce with their plant capacity. Their sales in any one period is ultimately determined by their 'goodwill'.
In figure 12.2 the SATC curve includes the net profit margin which the firms consider normal for the particular product. The price leader, given his cost structure, would normally desire to charge the price $P$ which would cover his SAVC and his 'normal gross profit margin' $(a b)$. At this price the firm leader would be prepared to sell what the

[^63]

Note __ denotes the initial desired level of price with a normal gross profit margin $(a b)$.
------- denotes the quoted price when there are barriers to entry: the GPM is $a c>a b$.
-- denotes the quoted price when there is strong potential competition: the GPM is $a d<a b$.

Figure 12.2
market would take. (It should be noted that $P$ is calculated on the assumption that the budgeted output will be $X^{*}$.) If barriers to entry exist (or sometimes in persistent booming trade) the leader would charge the price $P^{*}$ which would yield abnormal profits (at outputs equal or greater than the budgeted output): clearly the effective GPM at $P^{*}$ is $a c>a b$. If potential competition (threat of entry) is strong (or sometimes in periods of depressed business) the leader would actually charge the price $P^{* *}$ (lower than the 'desired' or 'initial-base' price $P$ ) and at this price his effective GPM would be $a d$, which is smaller than the desired one $a b$.

The average-cost pricing model apparently discards demand curves. Price is based on the costs of the firm and in particular on the short-run costs, since the long-run costs are blurred with uncertainty.

If the product is technically homogeneous there will be a unique price in the market in the long run.

However, if products are differentiated (either with brand names, or in style and quality) there will be a cluster of prices in the industry, reflecting the differences in costs (if product differentiation is real) or the degree of strength of the preferences of the customers (if differentiation is of the 'fancied' type; see Chapter 8).

## IV. COMPARISON WITH PURE COMPETITION IN LONG-RUN EQUILIBRIUM

The average-cost theorists are in general vague in their statements, and this has been the source of strong criticism. ${ }^{1}$ This being so, the following comparison can only be tentative.
${ }^{1}$ See, for example, E. A. Robinson, 'The Pricing of Manufactures', Economic Journal (1950); A. Silberston, 'The Pricing of Manufacturing Products; A Comment,' Economic Journal (1951); G. C. Archibald (ed.), Readings in the Theory of the Firm, (Penguin, 1972), Introduction; J. R. Wildsmith, Managerial Theories of the Firm (Martin-Robertson, 1973) p. 53.

It seems that in general the desired price $P$ will be higher than the purely competitive price, because $P$ is based on the 'budgeted output' which implies use of the plant (on the average) below its 100 per cent capacity. Thus, if market conditions and potential competition are such as to make possible the quotation of this desired price, we must conclude that output in the industry will be lower (and price higher) than in a purely competitive market. Profits at this level will be higher than in pure competition, reflecting the risk-aversion attitude of businessmen, who, because of this, consider as 'normal profit' a margin higher than the one in pure competition.

However, if the threat of potential entry is strong (and sometimes when market conditions are depressed) firms would charge a price lower than the desired $P$, which actually might be equal to the purely competitive one. Under the latter conditions the level of output, price and profit would be identical in pure competition and in averagecosting theory.

If, however, there are barriers to entry or the market conditions allow charging a price higher than the desired one $(P)$, then the deviation of the long-run equilibrium in average-cost theory would be even greater than in the first case (when $P$ is charged).

If firms persist (on the average) in using their plant at less than its 100 per cent capacity, it is obvious that there will be a certain amount of underutilisation of the plant.

## V. PREDICTIONS OF THE AVERAGE-COST PRICING THEORY IN CHANGING MARKET CONDITIONS

Given the nature of average-cost pricing models one should expect prices to be much more sensitive to changes in cost than to changes in demand.

## A change in costs

If there is a minor change in costs, firms would tend to absorb it by variation in the quantity or quality of their product. For example, a small increase in factor prices would lead firms to change the appearance of the product (e.g., a new packaging) so as to allow them to reduce the quantity offered at the going price (e.g. sell cigarettes slightly shorter, offer a thinner chocolate bar). Similarly, if there is a minor decrease of factor prices, firms will not disturb the price, being afraid of triggering a price war, but would rather pass the reduction in costs to customers via improved quality or increased quantity at the given price.

However, if the change in costs is substantial, price will be accordingly changed. A substantial fall in costs, originating from fast technical progress in the industry or a fall in factor prices, will result in a decrease in price, otherwise the excess profits would attract entry and endanger the long-run profitability of the existing firms. Similarly, if there is a substantial increase in factor prices all firms in the industry are similarly affected and the price will be raised eventually to cover the increased costs.

## Change in demand

If demand increases, in the short run firms will usually prefer to adopt a queueing policy (backlog of demand) rather than increase their prices, because they do not know whether the pressure of demand will last for long and they are afraid to damage their reputation by exploiting a 'temporary sellers' market'. If the increase in demand persists, firms will install new equipment and expand their capacity, thus moving to a new point on their $L R A C$, where the cost per unit of output is not expected to be higher, and may probably be lower. This expectation about the shape of the $L R A C$ deters firms from raising their price, lest they should attract entry and damage permanently their goodwill with dissatisfied customers who would shift their purchases to the new entrants if they charged a price lower than the 'exploitative' one of their old suppliers.

If demand declines, in the short run firms would avoid an increase in the price to cover probably higher costs (as they are pushed backwards to levels of output corresponding to the increasing part of their cost curve); such a policy would almost certainly accelerate the decline of sales. In the short run the firm would, while holding its price unchanged, search for the causes of the decline in sales and act accordingly. For example, if the fall in demand is due to change in tastes, the firm will improve or alter its product or diversify. However, under conditions of secular decline in demand weaker firms, faced with decreased liquidity, may be led to the desperate action of pricecutting. This would then be generalised in a competitive price-cutting and a price war, in which the most efficient firms would survive and the market would settle to a new equilibrium.

In summary, average-cost theories predict that prices would tend to be sticky, changing less than marginalism would imply in the face of changing demand.

## Imposition of a tax

In average-cost theories the imposition of a corporate tax (lump-sum or profit tax) will affect all firms similarly and hence all firms will raise their price concurrently, thus shifting the tax to the customers.

Similarly the imposition of a specific tax per unit of output would shift the $A V C$ curve upwards and even with the same $G P M$, price would increase by the full amount of the tax.

The difference between the corporate tax and the specific tax is that in the first case the $A F C$ will shift upwards and the GPM will be accordingly readjusted, while the tax per unit of output shifts upwards the $A V C$. However, both types of taxes will be passed on to the buyers.

The prediction of the average-cost theories from the imposition of a corporate tax are thus different from the prediction of marginalism. There is empirical evidence that firms do in fact pass (at least partly), on to their customers corporate taxes via increases in their price. ${ }^{1}$

## VI. A CRITIQUE OF AVERAGE-COST PRICING

Average-cost pricing practices have been widely supported by empirical studies. It has been found that this pricing practice is adopted by a large number of small and large firms in most industries. ${ }^{2}$ This, however, does not establish that average-cost
${ }^{1}$ See R. J. Gordon, 'The Incidence of the Corporation Income Tax in U.S. Manufacturing, 1925-62', American Economic Review (1967) pp. 731-58. Also M. Krzyzaniak and R. A. Musgrave, The Shifting of the Corporation Income Tax (Johns Hopkins Press, 1963). Also J. G. Cragg et al., 'Empirical Evidence on the Incidence of the Corporation Income Tax', Journal of Political Economy (1967) pp. 811-21.
${ }^{2}$ See R. Heflebower, 'Full Costs, Cost Changes and Prices', in Cost Behaviour and Price Policy, National Bureau of Economic Research (New York, 1963); P. J. D. Wiles, Price, Cost and Output (Blackwell, 1961); J. M. Clark, Competition as a Dynamic Process (Brookings Institution, 1961); A Kaplan, J. Dirlam, and R. Lanzilotti, Pricing in Big Business, A Case Approach (Brookings Institution, 1958); B. Fog, Industrial Pricing Policies (North-Holland, 1960); R. Lanzilotti, 'Pricing Objectives in Large Companies', American Economic Review (1958); also 'Pricing Objectives in Large Companies, a Reply', American Economic Review (1959); I. F. Pearce, 'A Study in Price Policy', Economica (1956); National Bureau of Economic Research, Cost Behavior and Price Policy (New York, 1963); National Bureau of Economic Research, Business Concentration and Price Policy (Princeton, 1955); W. Haynes, 'Pricing Practices in Small Firms', Southern Economic Journal (1964); R. Barback, The Pricing of Manufactures (Macmillan, 1964); H. R. Edwards, Competition and Monopoly in the British Soap Industry (Oxford University Press, 1964).
pricing is a theory different than other theories of the firm. Average-cost pricing practices are compatible with almost all hypotheses pertaining to explain the behaviour of the firm. For example average-costing rules of pricing are compatible with Baumol's sales maximisation hypothesis (see Chapter 15), Cyert and March's satisficing behavioural model (see Chapter 18), with short-run marginalistic profit-maximising behaviour (e.g. in the monopolistic competition models of Chamberlin and Joan Robinson the final tangency equilibrium may be arrived at either by equating $M C$ to $M R$, or by setting $P=A C$ ), and with long-run profit maximisation of the sort earlier described. The question then arises whether average-cost pricing is a different theory of the firm, or whether it is a pricing practice (a pricing routine), adopted by firms for various reasons, irrespective of their goals.

It should be clear that the 'mark-up' margin would be different, depending on the goals of the firm, and hence the price level would be different. Thus, unless we know what the goals of the firm are, we cannot say just by looking at its pricing rules of thumb whether it is a sales maximiser, a satisficer, or a firm aiming at the long-run profit maximisation, because all these motivations may be attained by applying an average-cost routine in price setting. However, the empirical evidence regarding the goals of the firm is far from conclusive. ${ }^{1}$ What is established from various studies is that: (a) The average-cost pricing practice is widely adopted by firms in the modern industrial world. (b) The prices are not adjusted as soon as a change in demand or costs takes place, as the narrow marginalistic behaviour (of equating $M C$ to $M R$ ) would imply. Thus short-run profit maximisation by applying the marginalistic rule $M C=M R$ in each period within the time-horizon of the firm has been refuted by empirical studies. (c) The shifting of corporate taxes to the buyers through price increases is a well-established fact, but this is compatible, with many motivations-goals (e.g. Baumol's theory yields the same qualitative predictions as long-run profit maximisation pursued by equating price to $A C$ ). (d) In some studies it has been reported that prices have been 'sticky' over long periods over which cost conditions and demand conditions have been changing. ${ }^{2}$ This stickiness of prices is incompatible with short-run marginalistic behaviour, but is compatible not only with long-run profit maximisation (based on the average-cost principle) but also with collusive agreements, price-leadership models, etc., and can be explained by a kinked-demand curve which can plausibly be accepted not as a price theory but as describing the beliefs (subjective assessment) of businessmen about the probable behaviour of their rivals. (e) It is generally found by empirical studies that firms have a multiplicity of goals, and not the single goal of profit maximisation. This evidence may be interpreted as refuting average-cost pricing as a theory, since this postulates a single goal, that of long-run profit maximisation. The proponents of average-cost pricing theory would, however, resort to 'survival arguments' in support of the long-run profitmaximisation goal. For example, some argue that other goals can be attained more easily if firms maximise profits; others, that there is a mechanism of 'economic selection' analogous to the biological Darwinian law of 'natural selection' which postulates the 'survival of the fittest'. These arguments cannot be resolved on a priori grounds. Several counter-arguments have been discussed in Chapter 11.

However, even if one accepted that long-run profit maximisation is the single goal of the firm, average-cost pricing would not be a new theory of the firm, since it can be proved that the same long-run equilibrium solution would be reached if one applied marginal analysis in the long run. We will prove that setting the price on the basis of the

[^64]average-cost principle involves implicitly the (subjective) estimation of the elasticity of demand in the long-run equilibrium position. In other words, when the firms apply the mark-up rule
$$
P=A V C+G P M
$$
with the aim of attaining maximum profits in the long run, they implicitly 'guess' at the value of the demand elasticity, provided that the $A V C$ is constant over the relevant range of output (and the empirical evidence from cost studies shows that the AVC is constant over the range of output within which firms operate). ${ }^{1}$

## Proof

(1) The necessary condition for profit maximisation is

$$
\begin{equation*}
M C=M R \tag{12.1}
\end{equation*}
$$

(2) It has been established that

$$
\begin{equation*}
M R=P\left(1-\frac{1}{e}\right) \tag{12.2}
\end{equation*}
$$

(3) Given that $M C>0, M R$ must be positive for profit maximisation. This implies that profits can be maximised only if $|e|>1$, since
(a) if $e=1, M R=0$
(b) if $e<1, M R<0$
and in both these cases the maximisation procedure breaks down, because the necessary condition (12.1) is violated.
(4) Over the flat stretch of the $A V C$ we have

$$
\begin{equation*}
A V C=M C \tag{12.3}
\end{equation*}
$$

Substituting (12.3) and (12.2) in (12.1) we have

$$
A V C=M R
$$

and

$$
A V C=P\left(1-\frac{1}{e}\right)=P\left(\frac{e-1}{e}\right)
$$

Solving for $P$ we find

$$
P=A V C\left(\frac{e}{e-1}\right)
$$

Given that $|e|>1$ the term in brackets is always greater than unity. We thus may write

$$
\left(\frac{e}{e-1}\right)=(1+k)
$$

where $k>0$. Therefore

$$
P=A V C(1+k)
$$

[^65]where $k$ is the gross profit margin. For example, if the firm sets a 20 per cent (of its $A V C$ ) as its profit margin we have
$$
(1+k)=1+0.20=\left(\frac{e}{e-1}\right)
$$

Solving for $|e|$ we find that the elasticity of demand is 6 . Thus setting a gross profit margin is tantamount of estimating the price elasticity of demand and then applying the marginalist analysis.

In summary average-cost pricing reduces to marginalism in a different vocabularly, if the goal of the firm is long-run profit maximisation and the $A V C$ is constant over the range of output which is relevant for pricing. Both these assumptions are explicit in average-cost 'theories' of pricing. Hence average-cost pricing does not provide a new theory of the firm and the claim of average-cost theorists that firms resort to average-cost pricing because they do not know their demand elasticity with certainty in the long run, is not a valid argument, because elasticity considerations are wrapped up in setting the gross profit margin. It is commonly observed that multiproduct firms set a lower mark-up on commodities which have close substitutes, while the mark-up on commodities which have no close substitutes is typically high. These differential mark-ups show that firms know from experience the responsiveness of their customers to the prices of their different products. Although they may not have heard the term 'elasticity', the charging of different mark-ups implies their awareness of the reactions of their customers to their prices, and of course this is exactly what the measure of elasticity is devised for by economists. This behaviour, of setting low mark-ups for products with close substitutes and high mark-ups for commodities with few substitutes, is predicted by the average-cost rule of pricing. Thus this rule reflects implicit considerations of demand elasticities. (See C. Cole, Microeconomics (Harcourt, Brace-Jovanovich, 1973) pp. 348-51.)

How then can we explain the wide application of the average-cost pricing practices in the modern business world? Several reasons can be put forward to justify the averagecost routine of pricing.

Firstly, average-cost pricing is easier to apply, because the concepts it involves are familiar to businessmen and accountants, while the concept of elasticity is not perhaps understood by the average businessman.

Secondly, average-cost rules facilitate price-setting in multiproduct firms. In these firms acquisition of information on price elasticities for all products is both difficult and costly. The application of general costing margins to the various products becomes a routine which is easy to apply and yields on the average the target level of profit that the firm sets for its overall operation.

Thirdly, trade associations often publicise information of costs of individual product lines, and sometimes go so far as to develop standard cost accounting methods for their members. Use of such information or standard cost accounting techniques is bound to lead to similar prices (for broadly similar products) and hence to a tacit collusion, which co-ordinates the market mechanism. ${ }^{1}$

Fourthly, even without trade associations, average-cost rules of pricing secure 'orderly working' of the market, in that firms get used to these rules and learn to anticipate fairly accurately the reactions of competitors to changes in the environment. ${ }^{2}$
${ }^{1}$ See W. W. Haynes, 'Pricing Practices in Small Firms' Southern Economic Journal (1964) p. 317. Also R. M. Cyert and J. G. March, A Behavioural Theory of the Firm (Prentice-Hall, 1963).
${ }^{2}$ See A. Kaplan, J. Dirlam, and R. Lanzillotti, Pricing in Big Business (Brookings Institution, 1958).

In conclusion, we can say that average-cost rules of pricing are useful for avoiding uncertainty and to 'co-ordinate' the market. But the evidence of constant $A V C$ (over the relevant ranges of output) strips the average-cost 'theory' of its essence as a new theory of long-run profit maximisation different from marginal analysis (applied in the long run as above described). Average-cost pricing practices should thus be interpreted as routine rules-of-thumb, which are adopted in the real world because they are useful as a market co-ordinating device, but cannot explain the motivations-goals and hence the decision-making of firms. ${ }^{1}$

[^66]
## SECTION D

## LIMIT-PRICING <br> (OR ENTRY-PREVENTING PRICING)

# 13. Bain's Limit-Pricing Theory 

## I. BAIN'S EARLY MODEL

Bain formulated his 'limit-price' theory in an article published in $1949,{ }^{1}$ several years before his major work Barriers to New Competition which was published in 1956. His aim in his early article was to explain why firms over a long period of time were keeping their price at a level of demand where the elasticity was below unity, that is, they did not charge the price which would maximise their revenue. ${ }^{2}$ His conclusion was that the traditional theory was unable to explain this empirical fact due to the omission from the pricing decision of an important factor, namely the threat of potential entry. Traditional theory was concerned only with actual entry, which resulted in the long-run equilibrium of the firm and the industry (where $P=L A C$ ). However, the price, Bain argued, did not fall to the level of $L A C$ in the long run because of the existence of barriers to entry, while at the same time price was not set at the level compatible with profit maximisation because of the threat of potential entry. Actually he maintained that price was set at a level above the $L A C$ ( = pure competition price) and below the monopoly price (the price where $M C=M R$ and short-run profits are maximised). This behaviour can be explained by assuming that there are barriers to entry, and that the existing firms do not set the monopoly price but the 'limit price', that is, the highest price which the established firms believe they can charge without inducing entry.

Bain, in his 1949 article, develops two models of price setting in oligopolistic markets.

## Assumptions

1. There is a determinate long-run demand curve for industry output, which is unaffected by price adjustments of sellers or by entry. Hence the market marginal revenue curve is determinate. The long-run industry-demand curve shows the expected sales at different prices maintained over long periods.
2. There is effective collusion among the established oligopolists.
3. The established firms can compute a limit price, below which entry will not occur. The level at which the limit price will be set depends (a) on the estimation of costs of the potential entrant, $(b)$ on the market elasticity of demand $(c)$ on the shape and level of the $L A C,(d)$ on the size of the market, $(e)$ on the number of firms in the industry.

[^67]4. Above the limit price, entry is attracted and there is considerable uncertainty concerning the sales of the established firms (post entry).
5. The established firms seek the maximisation of their own long-run profit.

## Model A: there is no collusion with the new entrant

Assume that the market demand is $D A B D^{\prime}$ and the corresponding marginal revenue is Dabm (figure 13.1).

Assume further that the limit price ( $P_{L}$ ) is correctly calculated (and known both to the existing firms and to the potential entrants). Given $P_{L}$, only the part $A D^{\prime}$ of the demand curve and the section $a m$ of the $M R$ are certain for the firms. The part to the left of $A$, that is, $D A$ is uncertain, because the behaviour of the entrant is not known.


Figure 13.1
Whether the firms will charge the $P_{L}$ or not depends on the profitability of alternatives open to them, given their costs.

Assume the LAC (which is uniquely determined by the addition of the $L M C=L A C$ of the collusive oligopolists) is $L A C_{1}$. In this case two alternatives are possible.

Either to charge the $P_{L}$ (and realise the profit $P_{L} A d P_{C_{1}}$ with certainty).
Or to charge the monoply price, that is, the price that corresponds to the intersection of $L A C_{1}=M C_{1}$ with the $M R$. This price will be higher than $P_{L}$ (given $L A C_{1}$ ), but its precise level is uncertain post-entry. Thus the profits in the second alternative are uncertain and must be risk-discounted. The firm will compare the certain profits from charging $P_{L}$ with the heavily risk-discounted profits from the second 'gamble' alternative, and will choose the price $\left(P_{L}\right.$ or $\left.P_{M}\right)$ that yields the greatest total profits.

Assume that the $L A C$ is $L A C_{2}=M C_{2}$. In this case the price that maximises profit is $P_{M 2}$ (corresponding to the intersection $M C_{2}$ and $M R$ over the certain range of the latter). The $P_{M 2}$ is lower than $P_{L}$. The firm will clearly charge $P_{M 2}$ which maximises the profits. In this case the ceiling set by the price $P_{L}$ is not operative.

The observed fact of setting the price at a level where $e<1$ is justified by a situation where the limit price is low, cutting the demand curve at a point at which the $M R$ is


Figure 13.2
negative (figure 13.2). Clearly if the limit price is $P_{L}^{*}$ the $M R$ is $b^{*}$ which is negative and hence the elasticity of demand at price $P_{L}$ is less than unity.

In summary: given that an entry-preventing price $P_{L}$ is defined, the alternatives open to the established firms are three:

1. To charge a price equal to $P_{L}$ and prevent entry.
2. To charge a price below $P_{L}$ and prevent entry (this will be adopted if $P_{M}<P_{L}$ ).
3. To charge a price above $P_{L}$ and take the risks associated with the ensuing entry and the indeterminate situation that arises in the post-entry period. (This course of action will be in any case adopted if $P_{L}<L A C$ ).

The firm will choose the alternative which maximises profit.

## Model B: collusion takes place with the new entrant

With collusion assumed to take place between the established firms and the entrant the conclusions are as before. The model is easier, however. With collusion the whole $D$ curve shifts to the left by the share which is allocated to the new entrant at each price. The new $D D^{\prime \prime}$ curve is known with certainty at all its points, as a consequence of the collusion, and so is the corresponding $m^{\prime \prime}$ (figure 13.3). Again the alternatives open to the firm are three.

1. Either charge $P_{L}$ and exploit $A D^{\prime}$ without entry.
2. Or charge a price above $P_{L}$ and attract entry. The firm will eventually move to a point on the share-of-the-market curve $D D^{\prime \prime}$, via collusive agreement with the new entrant.
3. Or charge the profit-maximising price $P_{M}$, if $P_{M}<P_{L}$.

Among these alternatives the firm will choose the one that yields maximum profits.
The basic and crucial assumptions of the above analysis are: firstly, that the entrants react on the basis of the current price: they expect the price charged by the established firms to continue in the post-entry period; secondly, that the established firms are aware of the threat of potential entry; thirdly, that the established firms can estimate correctly the limit price. Then three major possibilities exist:

The policy of pricing to maximise industry profit with no entry resulting is adopted when $P_{L}>P_{M}$, i.e. the limit price is not operative because by charging the lower $P_{M}$ price (monopoly price corresponding to $M C=M R$ ) profits (certain in this case) are maximised.


Figure 13.3

Pricing to forestall entry with industry profits not maximised, but the profit of established sellers maximised, is adopted when $P_{L}<P_{M}$ and the certain profit accruing by charging $P_{L}$ is greater than the heavily risk-discounted profit which would accrue if the higher $P_{M}$ were charged and an uncertain quantity sold.

Pricing to maximise industry profit but with resulting entry. This implies $P_{M}>P_{L}$. This action would be chosen if it is more profitable as compared with charging $P_{L}$; and necessarily, if $P_{L}<L A C$.

The first two situations lead to long-run equilibrium of the industry without entry or exit. The third case implies an unstable equilibrium since entry would be taking place.

In all the above cases one should add to the profits of established sellers any transitional profit which the established sellers might gain while raising the price above $P_{L}$ and before entry became effective.

The new element of Bain's model is the redrawing of the market demand so as to account for the threat of entry. Once the demand is redefined, the model accepts collusion and profit maximisation as valid hypotheses, capable of explaining the policy of setting a price below the monopoly level, that is, below the level that maximises profit. Bain's model is not incompatible with profit maximisation. The limit price will be chosen in favour of monopoly price if the former yields maximum long-run profits. The rationale of adopting an entry-prevention policy is profit maximisation. Whenever such a limit price is adopted it is implied that the firm has done all the relevant calculations of profits of alternative policies and has adopted the limit price because this yields maximum profits.

## II. BARRIERS TO NEW COMPETITION

In his book Barriers to New Competition (1956) Bain changes the basis of his study. In his 1949 article he tried to explain why the actual price set by oligopolists is below the monopoly price. His answer was that the retention of price below the monopoly level is due to the threat of potential entry. The firms charged the limit price, lower than the monopoly price, because the entry-prevention policy secured maximum long-run profits.

In his book Bain sets out to explain why price is set above the competitive price, that is, the price which is equal to the long-run $A C$. His conclusion is that the limit price is
above the competitive price due to barriers to entry. He proceeded to develop a theory of pricing to prevent entry, without explicitly discussing its rationality, that is, without saying whether this policy aims at profit maximisation, or whether entry-prevention is a goal in itself, for achieving long-run survival, or keeping market share constant.

We will develop Bain's ideas in the following sequence:

1. Bain's concepts of entry and competition.
2. Barriers to entry (in theory and in practice).
3. Bain's theory of pricing: equilibrium of the industry.

## A. BAIN'S CONCEPTS OF COMPETITION AND ENTRY

## The concept of competition

Bain distinguishes between two types of competition, actual competition between established firms, and potential competition arising from the potential entry of firms outside the industry. Actual competition is probably of high importance as a regulator of business activity especially in oligopolistic markets. Existing firms act continuously under the feeling of interdependence with their actual competitors. However, the threat of potential entry is also an important determinant of the pricing policies of firms. There is a double form of recognised interdependence: interdependence among established firms, and interdependence between established firms and potential entrants.

In the traditional theory of pure competition and monopolistic competition entry is discussed explicitly. ${ }^{1}$ In both models entry is treated as actual entry, whose effects on equilibrium are determinate, and as a long-run phenomenon, in the sense that entry can take place only in the long run. The latter implies that entry comes from completely new firms, starting from scratch. The former implies no consideration of the effects on current price - output decisions of the threat arising from potential entrants.

Both models assume that entry is free (in the sense of there being no legal restrictions) and easy in the long run (in the sense that there are no insurmountable barriers to entry).

The consequence of the assumption of free entry in pure competition is that in the long run equilibrium of each firm and of the industry is attained at

$$
P=L A C=L M C
$$

and costs are at a minimum.
The consequence of the assumption of free entry in a monopolistic market in the long run is that equilibrium is reached with the tangency solution

$$
P=L A C \text { and } P>L M C
$$

but costs are not at a minimum, because excess capacity is a necessary consequence of the falling demand curve.

In oligopolistic markets, however, conventional theory has in general been inexplicit, cryptic or silent. The naïve oligopoly models of Cournot, Bertrand, Edgeworth and Chamberlin are closed models, not allowing for entry: the number of firms in the model is assumed constant. The models of collusive solutions are also closed models. Cartels are inherently unstable and they break down once entry is allowed, while in the traditional models of price leadership the entrant is usually assumed to be a small firm which follows the leader.
${ }^{1}$ In the traditional theory of monopoly entry is explicitly assumed to be barred in both the short and the long run.

Fellner was the first writer to mention that the threat of potential entry is one of the reasons why the collusive oligopolists do not charge the monopoly price.

Entry considerations and their importance in pricing policies appeared fairly recently in the theory of the firm. ${ }^{1}$ In this chapter we will examine Bain's contribution to the analysis of entry barriers. In Chapter 14 we will discuss some recent developments in the entry-forestalling theories.

## The concept of entry in Bain's theory

Bain considers entry as the establishment of a new firm which builds or introduces new productive capacity that was not used for production in the industry prior to the establishment of the new firm. Thus for Bain entry involves the setting up of a new firm and the addition of new capacity in the industry. ${ }^{2}$

Bain explicitly excludes from his entry concept (a) the take-over of an existing firm by some other firm, which constitutes change in ownership; $(b)$ the expansion of capacity by an established firm; (c) cross-entry, that is, entry by a firm already established in another industry, which adds the product of this industry to its line of products.

## B. BARRIERS TO ENTRY

Bain introduced the concept of 'the condition of entry', which he defined as the margin by which established firms can raise their price above the competitive price level persistently without attracting entry. Symbolically we have

$$
E=\frac{P_{L}-P_{C}}{P_{C}}
$$

where $E=$ 'condition of entry'
$P_{L}=$ limit price
$P_{C}=$ competitive price, that is, price under pure competition in the long run ( $P_{C}=L A C$ ).

Solving for $P_{L}$ we find

$$
P_{L}=P_{C}(1+E)
$$

Thus the condition of entry, $E$, is in fact the premium accruing to the established firms in an industry from charging a price, $P_{L}$, higher than the pure competitive price, $P_{C}$, without attracting entry.
${ }^{1}$ Hall and Hitch in their celebrated article 'Price Theory and Business Behaviour', Oxford Economic Papers (1939) mentioned potential entry as a determinant of pricing decisions. P. W.S. Andrews (in his Manufacturing Business, Macmillan London, 1949) and R. S. Edwards ('Price Formation in Manufacturing Industry and Excess Capacity', in Oxford Economic Papers, 1965) describe a pricing behaviour in which the threat of potential competition plays a prominent role. However, their exposition does not lead to a rigorous model of entry-prevention, unambiguously defined, despite the wealth of hypotheses emerging from these authors' works. Thus we did not attempt to present the ideas of these writers in any specific model.
${ }^{2}$ Although Bain mentions (p. 6) that the new firm can enter either by building new capacity, or by converting for use in this industry plants previously used in another industry, or by reactivating old capacity, in his subsequent analysis he concentrates on new capacity only. Surely the creation of a 'new legal entity' is typical of a completely new firm, and not of the introduction of a new line of product by an already established firm. Established firms would decide to create a 'new legal entity' only if this was advantageous (e.g. when there are tax advantages). In the modern industrial world this is rather rare. Diversification takes place without the creation of a new legal entity in most cases.

The time period which is implied in the above definition of the 'condition of entry' is 'long enough to encompass a typical range of varying conditions of demand, factor prices, and the like. This period normally might be thought of as 5 to 10 years', Bain argues (Barriers to New Competition, p. 7).

Given that Bain concentrates on entry by new firms, ignoring cross-entry, as well as the effects of take-overs on pricing behaviour, and of the expansion of capacity by existing firms, entry in his theory is a long-run phenomenon. The lag of entry is an important determinant of the barriers to entry. For example, the establishment of a firm in women's garments may require four months, in cement one to two years, in liquor four to five years. The longer the lag, the less the threat of entry and hence the greater the gap between the limit price $P_{L}$ and the competitive price $P_{C}$.

The lag of entry, that is, the time required for a new firm to be established, depends on various factors which constitute the barriers to entry. Bain distinguishes four main barriers to entry: (1) Product-differentiation barrier, or preference-barrier. (2) Absolutecost advantage of established firms. (3) Economies of scale. (4) Large initial capital requirements.

One could add to this list the legal barriers to entry which are imposed by law. These, however, are exogenous and if they exist entry is blocked. The firms protected by such legal barriers may charge any price without the fear of attracting new entrants.

We will examine Bain's barriers in some detail and present Bain's main empirical findings on the actual importance of these barriers in the real world.

## Product-differentiation barrier

Some aspects of product differentiation were discussed initially by Chamberlin and subsequently by other writers. Traditional theory stressed the following consequences of product differentiation.

Product differentiation gives to the firm a degree of control on the price of its product. Product differentiation is also the reason for advertising and other selling activities, which actually aim at intensifying the differences between a firm's product and the products of competitors. Such expenses clearly affect both the demand and the costs of the firm.

Furthermore, product differentiation results in internal organisational changes of the firm. Thus large firms have to set up special sales departments to organise the promotion and distribution of their products.

Finally product differentiation also has some effect on the concentration of firms and on industry structure.

What was completely neglected in traditional theory was the importance of differentiation for entry. The preferences of buyers, attached to various existing brands, clearly create a barrier to the entry of a new firm. An entrant is at a disadvantage because he has to make his product known and attract some of the customary buyers of the product of other established firms. To surmount this goodwill or preference barrier a new firm must either offer its product at substantially lower price than the established firms, or do heavier advertising (and other selling activities) or both. Such activities lead to higher costs in the new firm and can formally be analysed on the same lines as the absolute cost advantage barrier, assuming that at all levels of output the new entrant will always have a higher cost. But even if the new firm manages to establish itself and reach a scale and a price-cost position similar to that of the established firms, the losses incurred at the initial stages of establishing goodwill will never be recovered.

Bain, in his monumental study of twenty manufacturing industries has found that the product-differentiation barrier is the most serious barrier to entry. It is more important for the modern differentiated oligopoly which produces branded consumer
commodities and to a smaller degree for those industries that produce branded producers' goods (machinery). The strength of this barrier depends firstly on the size of advertising and other selling expenses required for establishing goodwill; secondly, on the durability and complexity of the products; in purchasing durable or complex goods the buyer relies more on reputation and information from friends who have used the commodity; to acquire a similar reputation the new firm needs a long time and heavy promotion expenses. The strength of this barrier depends also on the method of distribution of the commodity; if established firms use 'exclusive arrangements' practices with wholesale dealers the new entrant is faced with increased difficulties. Finally, this barrier is influenced by the importance of 'conspicuous consumption'; if established products have a 'prestige' reputation a new entrant will have increased difficulties in his effort to establish himself. In particular Bain's empirical findings regarding the preference barrier may be summarised as follows:

Very important preference barriers were found in five industries (automobiles, cigarettes, liquor, tractors, typewriters) and in some lines of expensive fountain pens and heavy farm machinery.

Moderately important preference barriers were detected in four industries (tyres, soap, petroleum refining, metal containers), and in specific lines of another three industries (some canned fruit, flour sold branded to consumers, expensive branded shoes).

In the remaining industries (general canned goods, cement, copper, gypsum products, simple farm machinery, flour, cheap fountain pens, meat packing, rayon, low-price shoes, steel) preference barriers were negligible.

These findings are not surprising given the fact that Bain examines the difficulties of entry by completely new firms. However, the importance of the preference-barrier is greatly diminished if one adopts the view of the typical entrant, which is a firm already established in an industry (cross-entry or within entry) and already has built up its own goodwill. Furthermore, product differentiation works also in the opposite direction: it encourages entry. Given that in the modern industrial world the main weapon of competition is product innovation, a firm can count on producing and establishing a new-styled product, if it decides to enter a particular market, by adopting similar tactics as existing firms.

## Absolute cost advantage

Absolute cost advantage may arise from the following situations. (a) Skills of expert management personnel. A completely new firm usually has difficulties in recruiting trained managerial personnel and ordinarily it has to pay a higher salary in order to attract managers away from other firms. (b) Patents and superior techniques (knowhow) available only to the established firms. (c) Control of the supply of key raw materials. In this event, the entrant must either pay a higher price for the acquisition of such materials or he will be coerced to use inferior substitutes. In both cases the advantage of established firms is an indisputable fact, and the cost curve of the entrant will lie above the cost curve of the established firms at all sizes of output (figure 13.4). (d) Lower prices for raw materials due to exclusive arrangements with suppliers or because of bulk-buying by the (large) established firms. (e) Lower cost of capital for the established firms. A new firm may have to pay a higher interest rate for obtaining the capital required for its setting up. Established firms have access to some internal financing or to the capital markets at relatively favourable terms as compared to a new firm. ( $f$ ) Lower cost due to the vertical integration of the production processes of established firms. If the entrant is to achieve the same advantageous cost structure, he will have to enter with a fully integrated productive unit, and the absolute capital requirements for setting up such


Figure 13.4 Absolute cost advantage barrier
a complex organisation may create an absolute barrier to entry (see below), and not merely an absolute cost disadvantage for the entrant.

If any type of absolute cost advantage exists the LAC of the entrant will be higher at every scale of production than that of the established firms (figure 13.4).

The entry-preventing price, $P_{L}$, will be set at a level just below the cost of the potential new entrant. The entrants demand is $A D$, that is, the part of the market demand to the right of $X_{L}$. The section $A D$ of the market demand lies below the $L A C$ of the entrant and hence entry becomes impossible, since the entrant cannot cover its costs at any level of output. The difference $P_{L}-P_{c}$ is called the entry gap and shows the amount by which established firms can raise their price above their costs, that is, above the competitive price $P_{C}$, without attracting entry. (Recall that the condition of entry is defined as the ratio of the entry gap over the competitive price.) From his empirical studies of twenty manufacturing industries Bain found that in general absolute cost barriers are less important than those arising from product differentiation or from economies of largescale production. Slight absolute cost barriers commonly result from the difficulty of entrants in acquiring skilled managers and know-how. Ordinarily this barrier to entry would be reflected in 'shake-down losses' for a very limited time, or in slightly higher costs for a few years. Less frequent were barriers from patents or from control of key resources.

Bain found that in four industries (steel, copper, automobiles, petroleum refining) backward integration by the entrant was necessary to avoid a serious absolute cost disadvantage. In two industries (copper, steel) substantial cost barriers were found. These were due to close control of existing resources. Similarly, in the industry of gypsum products absolute-cost-advantage barriers were very important due to patents and secrecy in know-how. In the remaining seventeen industries absolute cost barriers were very slight.

Two points should be stressed with respect to the absolute-cost-advantage barrier. First, the absolute-cost-advantage barrier loses its significance if the entrant is an already-established firm in the same industry (intra-industry entry or within-entry) or in another industry (cross-industry entry or cross-entry). Such firms-entrants have their own trained managerial team, their own know-how, their own sources of supply, easy access to internal and external sources of finance, and will be already vertically integrated if this is advantageous. Patents or ownership of a key resource may still be barriers, but may also be an advantage if the entrants have the patent, or the key resource, or have hit upon an improved method of production. Secondly, if the entrant is a completely new firm, it has two advantages over existing firms. A new firm can plan its plant de novo (from scratch) and adopt the most up-to-date methods of production,
while established firms have some old machinery, which cannot normally be scrapped completely in the short run. In addition, a new firm has absolute freedom to choose the location of its plant and its distribution channels, a choice which is not open to the already established firms (at least in the short run). These factors may significantly reduce or eliminate any other cost advantage that the established firms might enjoy.

## Barrier from initial capital requirements

To set up a new business one needs an initial capital outlay, whose amount depends on the technology of the industry in which entry is being considered. One might argue that new firms have difficulties in securing the required initial amount of capital. Banks may be reluctant to finance a new business, and the capital market is almost inaccessible to a new firm which has not built up a reputation. If such a new entrant can secure the capital required, most often he will have to pay a higher interest rate than the established firms, and in this case he will have an absolute cost disadvantage. This, however, may be overcome in the long run if the firm succeeds and reaches the size that has the same costs as the established firms. However, in some cases it may be impossible for a new firm to obtain finance at any interest rate. In this case the initial capital requirement creates an absolute entry barrier, which is more probable if the amount of capital initially required is large.

From his empirical studies Bain found that absolute capital requirements have been important in five industries (steel, automobiles, petroleum refining, tractors, cigarettes), and somewhat less important in another five industries (rayon, liquor, cement, tyres, soap). Bain could not classify three industries (copper, farm machinery, typewriters) due to lack of sufficient information. In the remaining industries Bain did not find any significant barrier raised by absolute capital requirements (meat packing, fountain pens, metal containers, gypsum products, canned goods, flour, shoes).

We should like to point out that Bain's findings are not surprising given his concentration on the entry of new firms. Clearly, if the entrant is an already-established firm, it will not have difficulties in securing the finance required for expansion, either from internal funds or from the capital market. Furthermore, the widespread diversification and conglomerate movement facilitates the finance of a new firm or a new venture within the conglomerate: the finance requirements are most often provided by other member-firms of the conglomerate.

## Economies of scale ${ }^{1}$

Economies of scale may be real (those which reduce the inputs of factors per unit of output) or pecuniary (those which result from paying a lower price for the inputs purchased by the firm). The latter do not reduce the quantity of inputs, but rather the money cost of the inputs for the particular firms.

Real economies are technical (resulting from using more efficient large-scale machinery), managerial (resulting from spreading the managerial fixed input over a larger amount of output) and labour economies (arising from the greater specialisation of labour).

[^68]Pecuniary economies arise from bulk-buying at preferential lower prices; lower transport costs achieved when output is large; and lower advertising and other selling costs per unit of output. ${ }^{1}$

Whatever their nature economies of scale, whenever present, do form an important barrier to entry for new firms.

The analysis of this barrier is not as simple as the previous ones, because the effects of the economies of scale on the level of the limit price depend on the expectations of entrants about the reactions of established firms after entry, as well as on the expectations of the established firms about the behaviour of entrants. Various reaction patterns may arise. Bain cites six possible categories of conjecture by potential entrants.

Firstly. The potential entrant expects that established firms will keep the price constant post-entry.

Secondly. The potential entrant expects that established firms will retain their output constant at the pre-entry level.

Thirdly. The potential entrant expects that established firms will partly reduce their output and will allow the price to fall, but by less than in the previous case.

Fourthly. The potential entrant expects 'retaliation' by the established firms, that is, he expects that existing firms will increase their pre-entry output, thus effecting a greater fall in price than in the second case.

Fifthly. The entrant expects that established firms will substantially reduce their quantity of output so that the price rises above the pre-entry level.

Sixthly. The entrant expects that his entry will be 'unnoticed', because he enters at an insignificantly small scale. Thus he expects that the existing firms will change neither their quantity nor allow a change in the market price.

Bain states that the most probable conjecture is the third one, in which the entrant expects that the existing firms will partly reduce their output and will also allow the market price to fall, thus partly accommodating the entrant. This is an intermediate conjecture between the first and the second cases. Thus Bain concentrates his analysis on the first two 'limiting cases' because in this way the content of the most likely third conjecture 'is best understood by examining the two limiting cases which surround it'. The last three patterns of behaviour are not examined by Bain on the grounds that they are unlikely and unrealistic.

The following set of assumptions and definitions underlies Bain's models:

1. For each industry there exists a minimum optimal scale of plant, that is, a minimum plant size at which the economies of scale are fully realised. We will denote the minimum optimal scale by $\bar{x}$.
2. The $L A C$ curve is $L$-shaped. Costs remain constant beyond the minimum optimal scale (figure 13.5).
3. The $L A C$ is the same for all firms, the established ones and the potential entrant, since technology is the same for all. The advantage of the established firms is that they have already reached scales of output larger than the minimum optimal $\bar{x}$, while the entrant will have to establish himself gradually, starting perhaps from suboptimal levels of production $(x<\bar{x})$. In this event the entrant must be assumed to expect that he will eventually reach the minimum optimal scale $\bar{x}$, otherwise he would not enter the market.
4. The flat part of the $L A C$ curve determines the long-run competitive price, $P_{c}$, because price cannot remain below the $L A C$ in the long run. Thus $P_{C}=L A C$ (over the flat part of the long average-cost curve). The output corresponding to the competitive

[^69]

Figure 13.5
price, given the market-demand curve $D D$, is the competitive market size (or competitive output). It will be denoted throughout by $X_{C}$.
5. The market-demand curve $D D$ is known to all firms, existing and potential entrants. That is, all firms know the price elasticity of the market-demand curve.
6. All firms produce very similar products, so that the price is the same for all competitors (actual and potential). This assumption isolates the scale-barrier from the preference-barrier. If the two co-exist, the one reinforces the other, so that the overall entry-barrier will be stronger.
7. All firms are assumed to have equal market shares. Although this is a simplifying assumption, it is not unrealistic given the earlier assumption of the homogeneity of the products of the firms. It is further assumed that the entrant will capture the same share as the existing firms, that is, the total market is equally shared between the old and the new firms.
8. The share of each firm is a constant proportion of the market demand at all price levels. Thus we may use a share-of-the-market-demand curve for the individual firm, which shows a constant share of the total market at all prices. The share-demand curve, denoted by $d$, has the same price elasticity as the market demand at all price levels. ${ }^{1}$

Under the above set of assumptions we may use the individual LAC and dd curves to derive the equilibrium of the firm and the industry. In figure 13.6 the two graphs are drawn with different units of measurement for the quantity of output. The right-hand
${ }^{1}$ Proof
(a) The price elasticity of the market demand is defined as

$$
e=\frac{\partial Q}{\partial P} \cdot \frac{P}{Q}
$$

(b) The firm has a constant market share equal to $k$ per cent of the total market demand

$$
q=k \cdot Q
$$

where $q$ is the individual demand of the firm.
(c) The price elasticity of the individual demand curve is

$$
e^{*}=\frac{\partial q}{\partial P} \cdot \frac{P}{q}
$$

Substituting $q=k \cdot Q$ we obtain

$$
e^{*}=\frac{\partial(k Q)}{\partial P} \cdot \frac{P}{(k Q)}=k \frac{\partial Q}{\partial P} \cdot \frac{P}{k Q}=e
$$

given that $k$ is a constant and does not affect the derivative (Q.E.D.).
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figure refers to the industry, with $D D$ the aggregate demand curve and $X_{C}$ the competitive output at $P_{C}=L A C$. The left-hand diagram refers to the individual firm.

We may now turn to the examination of Bain's models.

## Model A: constant P, at the pre-entry level

The behavioural pattern of this model may be stated as follows. The entrant expects that the established firms will keep their price constant at the pre-entry level (unless the price is undercut by the entrant himself) and allow the entrant to secure any share he can at this price. This implies that, given the market DD curve, the established firms will 'accommodate' the entrant, their market shares being reduced by the amount that the entrant will sell.

The established firms will set the price at a level which will make entry unattractive to outside firms

$$
P_{L}=P_{C}(1+E)
$$

The premium $E$ by which the limit price will exceed the competitive price depends on four factors: (1) The initial share $d$ of the entrant relative to the minimum optimal scale $\bar{x}$. (2) The number of firms in the industry, $N$. (3) The steepness of the LAC curve. (4) The elasticity of demand, $e$.

## The share of the entrant, d , relative to $\overline{\mathrm{x}}$

If the actual share of the entrant is equal to or greater than the minimum optimal size of plant $\bar{x}$, there is no barrier to entry. The established firms cannot set a price to prevent entry higher than $P_{c}$. Given $\bar{x}$, the smaller the share $d$ is, the higher the premium $E$ will be. Thus $d$ and $E$ are negatively related. In figure 13.7 the minimum optimal plant size is $\bar{x}$. If the share-demand curve is $d_{1}$ or any other such curve to the right of $d_{1}$, there is no price larger than $P_{\boldsymbol{C}}=L A C$ which would prevent entry. If the share is smaller than $\overline{\bar{x}}$ there is a scale-barrier and $P_{L}$ will be larger, the smaller the actual share. For example, the limit price $P_{L_{3}}$ is higher when the share is $d_{3}$, as compared to the level $P_{L_{2}}$ corresponding to share $d_{2}$ (where $d_{3}<d_{2}$ ).

The number of existing firms in the industry, N
It is assumed that if entry occurs the share of the entrant (and of every other firm) will be smaller than $\bar{x}$. Thus the greater the number of firms in the industry (the more
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'crowded' the industry is) the greater the premium and the higher the entry-preventing price will be. The number of established firms $N$ and the premium $E$ are positively related, because $N$ determines how much smaller than $\bar{x}$ the actual share $d$ will be post-entry. In figure 13.8 we assume the pre-entry share is $d_{1}$. If entry occurs the share curve will shift to the left, say to the position $d_{1}^{\prime}$, where the share of all firms will be smaller than $\bar{x}$. The established firms may prevent entry by charging the price $P_{L_{1}}$ on the assumption that the potential entrant will not be attracted if he is to operate with suboptimal scale of output. If the industry initially was so "crowded' that established firms had shares $d_{2}$ instead of $d_{1}$, entry would shift the shares to $d_{2}^{\prime}$, and the entry-preventing price would be higher, $P_{L_{2}}$.

One might argue that since by assumption shares are equal and costs are the same, all firms including the entrant, will be equally worse off in the post-entry situation, producing at a suboptimal scale, and under these conditions survival is a matter of financial strength and of chance. This argument implies irrational behaviour of the entrant, since no rational entrepreneur will normally enter a market if he knows that he will not be able to work his plant at optimal capacity. Furthermore, the assumption that the entrant will capture an equal share with the established firms is rather optimistic, since the product of the entrant is new in the market. It is probably more reasonable to expect that the entrant's share will be smaller, at least initially.
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The steepness of the LAC
The rate at which costs increase when the plant is used suboptimally is another determinant of the premium. The steeper the $L A C$ curve is, the higher the premium. In figure 13.9 we see that if the cost curve is $L A C_{1}$ the limit price is $P_{L_{1}}$. If the cost curve is steeper (e.g. $L A C_{2}$ ) the entry-preventing price is higher ( $P_{L_{2}}$ ). The steepness of the $L A C$ curve and the premium are positively related.
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## The elasticity of the industry demand curve

The elasticity of the market demand is by assumption the same as the elasticity of the individual-share curve. The greater the price elasticity, the higher the premium and the higher the entry-preventing price will be. In figure 13.10 with the pre-entry-share curve $d_{1}$ the entry-preventing price will be $P_{L_{1}}$. However, with a pre-entry-share curve like $d_{2}$, which is more elastic that $d_{1}$ the entry-preventing price would be higher, $P_{L_{2}}$.

In summary, if the entrant expects the price to remain constant and his actual share is equal to or greater than $\bar{x}$, there is no barrier to entry and the established firms cannot find a price above the minimal cost $\left(P_{c}\right)$ which will exclude entry.

However, if the share is smaller than $\bar{x}$, then there exists a scale-barrier; the limit price will be above the $P_{c}=L A C$. The amount by which $P_{L}$ will exceed $P_{C}$, that is, the entry gap will be higher the larger the number of firms in the industry, the steeper the $L A C$, the larger the elasticity of market demand and the smaller the share $d$ relative to the minimum optimal plant size $\bar{x}$.
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## Model B: constant quantity Q , at the pre-entry level

The entrant expects that the established firms will retain their output constant, thus permitting industry price to fall as a consequence of such additions to industry output as the entrant is able to make. The established firms keep their output at the preentry level and allow the added output of the entrant to lower price accordingly. The existing firms expect that entry will not occur if the price falls below the minimum range of the $L A C$ curve. It is also assumed that the entrant will enter at the minimum optimal plant size $\bar{x}$.

Under the above assumptions there is a scale-barrier to entry. The existing firms will charge an entry-preventing price which is above the competitive price

$$
P_{L}=P_{C}(1+E)
$$

The determinants of the premium by which the limit price will exceed the $P_{C}(=L A C)$ are: (1) The minimum optimal scale, $\bar{x}$. (2) The size of the market at the competitive price, $X_{C}$. (3) The elasticity of market demand. (4) The number of established firms in the industry.

The premium is positively correlated with $\bar{x}$. The larger the minimum optimal scale the higher the price that the existing firms will be able to charge without attracting entry.

The premium is negatively related to the market size, $X_{C}$, and the price elasticity of demand, $e$. Thus the limit price will be higher the smaller $X_{C}$ and the smaller $e$.

Finally, the premium is positively related to the number of firms in the industry. The larger the number of existing firms the higher the limit price will be.

The above factors that affect the limit price in this model will be discussed in detail in Chapter 14 within the framework of the Sylos-Labini theory of limit-pricing. (SylosLabini concentrated his analysis on the scale-barrier, while Bain examined all major types of barriers to entry). Bain did not use diagrams for this model. We will present relevant graphs for the individual determinants of the limit price in Chapter 14. Here we will show the determination of the limit price assuming given $\bar{x}, X_{C}, N$, and $e$.
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In figure 13.11 we show graphs for the individual firm and for the industry. It is more convenient to use the industry graph for the presentation of this model. Given the $L A C$ curve and the minimum optimal scale plant $\bar{x}$ we may determine the market size $X_{C}$ at the competitive price $P_{c}=L A C$ (figure 13.11).

The limit price is set by determining the total level of output that the existing firms will produce so as to prevent entry. The established firms will produce a quantity $X_{L}$ such that, if the entrant adds his minimum optimal output $\bar{x}$, the market price will fall
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(just) below the $L A C=P_{C}$. Clearly

$$
X_{L}=X_{C}-\bar{x}
$$

Having determined $X_{L}$, the limit price $P_{L}$ is defined simultaneously from the given market-demand curve $D D$ (figure 13.12). The limit price will be higher the larger $\bar{x}$, the larger $N$, the smaller $X_{C}$ and the smaller the price elasticity $e$ (see Chapter 14).

## Model C: price and output change post-entry

The entrant expects the established firms partly to decrease their quantity and partly to allow the price to fall. In other words the established firms 'accommodate' the entrant only partially. This is the intermediate case between the above two limiting cases. Bain (p. 109) says that this is the more realistic and probable expectation. Existing firms will reduce their output somewhat, but not enough to maintain prices in the face of entry. In this case the entry-barriers resulting from economies of scale alone will lie somewhere between the barriers of the limit-pricing models $A$ and $B$.

## Model D: increase of the pre-entry output

The entrant expects the established firms to increase their output, thus driving price below the $L A C$ until the entrant is closed down. They can subsequently elevate the price to the entry-preventing level and no entry will occur since any potential entrant will have learned the 'retaliation' lesson. Bain does not deal with this case, assuming that its occurrence is very unlikely.

Bain found from his empirical studies that the scale-barriers were important only in three out of the twenty industries that he included in his research: in the automobile, tractor and typewriter industries.

Bain's empirical evidence regarding the importance of scale-barriers to entry may be summarised as follows.

Scale-barriers were very important for two industries (automobiles, typewriters). Substantial barriers (moderately important) were found in seven industries (cement, farm machinery, steel, tractors, rayon, soap, shoes). Scale-barriers were important in seven industries (canned goods, cigarettes, flour, liquor, meat packing, petroleum refining, tyres and tubes). The remaining four industries (copper, gypsum products, fountain pens, metal containers) could not be classified due to insufficient information on the shape of the cost curve of plant sizes.

## III. SUMMARY OF BAIN'S EMPIRICAL FINDINGS

Table 13.1 summarises Bain's empirical findings. The notation adopted by Bain for the classification of the twenty industries in his study of the strength of the barriers to entry is the following:

## Importance of barrier

Very strong (important) barriers Substantial barriers (moderately important) Unimportant (small) barriers

## Insignificant barriers

Not classified

## Notation

III
II
I
$\Phi$
n.a.

In interpreting Bain's findings one should bear in mind that Bain considered the barriers faced by completely new firms. This limits seriously the generality of his results. If we take into account that the most typical form of entry is that of an already-established firm which diversifies its production, or integrates vertically, or takes over other firms, or merges with other existing firms, one should expect that Bain's results are not valid in the modern business world. Cross-entry and within-entry practically eliminate the importance of barriers to entry.

## IV. INDUSTRY EQUILIBRIUM

In oligopolistic markets each of the few large firms, whether they act collusively or singly, will appraise the barriers to entry, that is the importance of the threat of potential entrants, and will set a price low enough to forestall entry.

If costs are the same for all established firms, they can arrive at the limit price sooner or later by independent action, via trial and error. Collusion is not necessary if costs and efficiency are identical, although with collusive action the limit price will be arrived at quicker and with less danger of 'spoiling the market' by triggering off a price war. However, if efficiencies differ among established firms, the limit price will be set by the most efficient, least-cost, firm.

The threat of potential entry, defined by the strength of barriers to entry, is crucial in pricing decisions. There is a recognised double interdependence between existing firms, and between them and potential entrants. The actual competition is taken into account either by various competitive devices (price, advertising, product style) if costs are similar and efficiencies the same, or via collusion, if costs and efficiencies differ between established firms. Potential competition is dealt with by charging the limit price.

We said that the estimate by the established firms of the strength of barriers is summarised in what Bain calls 'the condition of entry'. Recall that this is defined as the percentage by which established firms can raise their price above the competitive level $\left(P_{C}\right)$ without attracting entry:

$$
E=\frac{P_{L}-P_{C}}{P_{C}}
$$

where $E=$ condition of entry
$P_{C}=$ competitive price ( $=L A C$ )
$P_{L}=$ limit price
Table 13.1 Summary of relative heights of entry barriers in the U.S. manufacturing industry

| Industry | Scale-economies barrier | Productdifferentiation barrier | Absolute-costadvantage barrier | Initial-capitalrequirement barrier | Overall barriers |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Automobiles | III | III | I | III | III |
| Canned goods | I | I-II | I | I | I |
| Cement | II | I | I | II | I |
| Cigarettes | I | III | I | III | III |
| Copper | n.a. | I | III | n.a. | II |
| Farm machinery | II | I-III | I | n.a. | I-II |
| Flour | I | I-II | I | Ф | I |
| Fountain pens | n.a. | I-III | I | I | I-III |
| Gypsum products | n.a. | I | III | 1 | I |
| Liquor | I | III | I | II | III |
| Meat packing | I | I | I | Ф-I | I |
| Metal containers | n.a. | II | I | I | I |
| Petroleum refining | I | II | I | III | II |
| Rayon | II | I | I | II | I |
| Shoes | II | I-II | I | $\Phi$ | I-II |
| Soap | II | II | I | II | II |
| Steel | II | I | III | III | II |
| Tractors | II | III | I | III | III |
| Typewriters | III | III | I | n.a. | III |
| Tyres and tubes | I | II | I | II | I |

Note: The table is based on Bain's book, Barriers to New Competition (Harvard University Press, 1956),
pp. $90-2,127-9,155,166,170$.

Rearranging the above formula we obtain

$$
P_{L}=P_{C}(1+E)
$$

In this form we see that the price limiting entry is determined by the competitive price ( = the $L A C$ of the most efficient firm) and the premium $E$ which is a measure of the barriers to entry.

If entry is easy, barriers are non-existent (or negligible). Thus $E=0$, and hence

$$
P_{L}=P_{C}=L A C
$$

That is, if barriers are not present the price actually set will be the competitive price, which is equal to the $L A C$ of the most efficient firm. If barriers exist $E>0$ and hence

$$
P_{L}>P_{C}
$$

That is, the firms will be able to charge a price $P_{L}$ which will be higher than $P_{C}$ and they will be earning abnormal profits (since $P_{L}>L A C$ ), although these may be absorbed by higher selling costs or other inefficiencies which develop gradually if firms are protected behind high barriers from 'outside' competition.

The competitive level of price is equal to the $L A C$ of the most efficient firm. The long-run-cost curve is L-shaped: long-run costs are approximately constant as the firm size exceeds the minimum optimal scale. The $\operatorname{LAC}\left(=P_{c}\right)$ includes a normal profit, that is, a normal return to capital, taking also into account any risk particular to the product and process employed by the firm. Thus $E$ is a premium, a margin above the long-run competitive price.

In the real world, firms have differentiated products and different efficiencies. Firms have different demands and different costs. However, the industry concept can be maintained. The 'industry' includes products for which a stable relative price-quality pattern emerges. As Hicks and Samuelson ${ }^{1}$ have shown, such a group of products can be treated as one for demand purposes. In practice it has been observed ${ }^{2}$ that there are products which can be classified within a 'broad commodity group' which may for all practical purposes be characterised as a distinct 'industry'; because, in fact, there is a tendency for the pattern of production (within such a broad commodity group) to stabilise in settled conditions into a conventional product-pattern with a corresponding conventional price-pattern. Of course, the price-quality pattern will not in fact remain strictly stable, but the degree of stability is adequate to justify the retention of the 'industry' concept and to proceed in analysis on a partial equilibrium approach.

Thus in equilibrium the price is not unique. There is a cluster of prices reflecting the differences in product-quality and costs. Under these conditions the condition of entry' $(E)$ may be measured specifically as the maximum gap between price and the minimal cost of the most efficient firm(s) at which entry is forestalled:

The condition of entry ( $E$ ) is measured by the long-run gap between minimal cost and price which the most favoured firms can reach without attracting entry. (Bain, Barriers to New Competition).
The less efficient firms will be making 'concurrent price elevations'. The entry-gap between price and minimum cost will be the one observed when all established firms elevate their prices concurrently by similar amounts or proportions, maintaining any customary competitive price differentials. (Bain, Barriers to New Competition).

[^70]There are many potential entrants. But the one that is crucial for the pricing decision of the established firms is the potential firm with the lowest costs as compared with the other potential entrants. Thus the relevant entrant is the 'most-favoured' entrant in the sense that he has the lowest costs and thus will be the first to enter once the price-cost difference is sufficient to grant him a profitable existence.

In summary, the price is set by the firm which has the lowest cost. This firm acts as the leader, and sets the price at a level adequate to forestall entry. The less efficient firms will be followers. Prices may differ to reflect traditional product differences. But the price-cluster is formed on the basis of the entry-preventing policy of the most-favoured leader-firm.

## V. SOME COMMENTS

Bain's contribution to the theory of the firm is important. His 1949 article and his 1956 book contain the elements of an interesting theory of pricing: pricing to prevent entry.

The exposition is tedious and lacks rigour. Nevertheless Bain's work contains seminal ideas on the importance of potential entry in pricing decisions.

Bain's empirical findings have serious limitations due to the narrow definition of entry. Bain concentrates on entry by new firms. He omits cross-entry, take-overs, vertical integration, and addition to capacity by existing firms. All these situations have serious implications for the pricing behaviour of the firm.

Finally, Bain fails to see that product-differentiation and scale economies may enhance the likelihood of entry under certain conditions.

Bain's theory of pricing is basically collusive. The price is set by the firm with the lowest cost, and the less efficient firms are price followers. The leader, however, does not set price to maximise his own short-run profit, as the traditional theory of the price leader postulates, but rather aims at a price which would prevent entry. The rationale of this policy is that by preventing entry long-run profits are maximised.

## 14. Recent Developments in the Theory of Limit-Pricing

## I. THE MODEL OF SYLOS-LABINI

Sylos-Labini ${ }^{1}$ developed a model of limit-pricing based on scale-barriers to entry. His model is clumsy, due to its unnecessarily stringent assumptions and the use of arithmetical examples. However, his analysis of the economies-of-scale barrier is more thorough than that of Bain. He highlighted the determinants of the limit price and discussed their implications, thus providing the basis for Modigliani's more general model of entry-preventing pricing.

Sylos-Labini concentrated his analysis on the case of a homogeneous oligopoly whose technology is characterised by technical discontinuities and economies of scale.

## Assumptions

1. The market demand is given and has unitary elasticity. The product is homogeneous and will be sold at a unique equilibrium price.
2. The technology consists of three types of plant: a small plant with a capacity of 100 units of output; a medium-size plant with a capacity of 1000 units of output; a large-size plant with a capacity of 8000 units of output. Each firm can expand by multiples of its initial plant size only. That is, a small firm may expand by installing another small plant, a medium firm may expand by setting up a second medium-size plant, and so on. There are economies of scale: cost decreases as the size of the plant increases. However, with this rigid technology we cannot construct a continuous LRAC curve. We have three cost lines, corresponding to the three plant sizes (figure 14.1).
3. The price is set by the price leader who is the largest firm, with the lowest cost (ex hypothesi) at a level low enough to prevent entry. The smaller firms are price-takers. Each one individually cannot affect the price. However, collectively they may put pressure on the leader by regulating their output. Thus the largest firm does not have unlimited discretion in setting the price: it must set a price that is acceptable to all the firms in the industry (Sylos-Labini, Oligopoly and Technical Progress, p. 39) as well as preventing entry.

[^71]

Figure 14.1
4. There is a normal rate of profit in each industry. (Sylos, in his example, assumed that the rate of normal profit is 5 per cent.)
5. The leader is assumed to know the cost structure of all plant sizes, and the market demand.
6. The entrant is assumed to come into the industry with the smallest plant size.
7. The established firms and the entrant behave according to what Modigliani called the 'Sylos's Postulate'. This includes two behavioural rules, one describing the expectations of the established firms and the other the expectations of the entrant. Firstly, the existing firms expect that the potential entrant will not come into the market if he thinks that the price post-entry will fall below his LAC. Secondly, the entrant expects that the established firms will continue in the post-entry period to produce the same level of output as pre-entry. Under these assumptions, as entry takes place the market price falls and the whole of the resulting increase in the quantity demanded accrues to the new entrant. Clearly this is the same as Bain's Model B.

Sylos does not give any reason for this behavioural pattern. The rationalisation of the Sylos's postulate has been discussed by subsequent writers. ${ }^{1}$

## The model

Sylos-Labini presents his model with a numerical example. He starts with the market structure shown in table 14.1 which is assumed to be created at random, and proceeds to examine how equilibrium is attained in this market. The equilibrium at price 20 is not

Table 14.1 Initial market structure

| Plant <br> size | Capacity <br> (units of X) | Number <br> of <br> firms | Total <br> output <br> X | Initial <br> price <br> (arbitrary <br> units) | Market <br> demand <br> (value) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Small <br> $\left(X_{s}\right)$ | $X_{s}=100$ | 20 | 2000 | 20 | 40,000 |
| Medium <br> $\left(X_{m}\right)$ | $X_{m}=1000$ | 2 | 2000 | 20 | 40,000 |
| Large <br> $\left(X_{l}\right)$ | $X_{l}=8000$ | 1 | 8000 | 20 | 160,000 |
| Total <br> market |  | 23 | 12,000 |  | 240,000 |

[^72]Table 14.2 Cost structure of firms, with the assumed technology

| Plant <br> size | Capacity output | TFC | AFC | TVC | AVC | TC | ATC | Profit rate $\%$ on ATC | Unit profit | Price | Total revenue |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Small firm | 100 | 100 | 1 | 1750 | 17.5 | 1850 | 18.5 | 8.1 | 1.5 | 20.0 | 2000 |
|  |  |  |  |  |  |  |  | 5.4 | 1.0 | 19.5 | 1950 |
|  |  |  |  |  |  |  |  | $5 \cdot 0$ | 0.9 | 19.4 | 1940 |
| Medium firm | 1000 | 2000 | 2 | 16,000 | 16 | 18,000 | 18 | $11 \cdot 1$ | 2.0 | 20.0 | 20,000 |
|  |  |  |  |  |  |  |  | 8.3 | 1.5 | 19.5 | 19,500 |
|  |  |  |  |  |  |  |  | 7.8 | 1.4 | 19.4 | 19,400 |
|  |  |  |  |  |  |  |  | 6.7 | 1.2 | 19.2 | 19,200 |
|  |  |  |  |  |  |  |  | $5 \cdot 0$ | 0.9 | $18 \cdot 9$ | 18,900 |
| Large firm | 8000 | 24,000 | 3 | 112,000 | 14 | 136,000 | 17 | 17.6 | 3.0 | 20.0 | 160,000 |
|  |  |  |  |  |  |  |  | 14.7 | 2.5 | 19.5 | 156,000 |
|  |  |  |  |  |  |  |  | 14.1 | 2.4 | 19.4 | 155,200 |
|  |  |  |  |  |  |  |  | 12.9 | 2.2 | 19.2 | 153,600 |
|  |  |  |  |  |  |  |  | $5 \cdot 0$ | 0.85 | $17 \cdot 85$ | 142,800 |

stable, because the market output is too small and the price is too high, so entry will take place. This is due to the fact that, given the cost structure of the three plants in the industry (see table 14.2), the profits are too high for all firms at the price of 20. From table 14.2 it is apparent that the profit rate of the small firms is 8.1 per cent of the medium firms 11.1 per cent and of the large firms 17.6 per cent. These rates are higher than the minimum profit rate (normal profit) of the industry which is assumed to be 5 per cent. The excess profits will attract entry. Under the above rigid assumptions regarding technology, the possibility of expansion of the existing firms by multiples of their initial plant size and the unitary elasticity of demand, the following results emerge:

No new large firm will enter into the industry. If it did, total sales would rise to 20,000 units and the price would fall to 12 , a level lower than the minimum acceptable price to any firm in the industry. From table 14.2 we can see that the minimum acceptable prices for the three plant sizes are 19.4 (for the small plant), 18.9 (for the medium size plant) and 17.85 (for the large scale plant).

Even the entry of a new medium-size firm is precluded given the costs and the demand in the industry. If a medium-size plant were installed sales would increase to 13,000 units, and the price would fall to 18.4 , which is not acceptable by the small and the mediumsize firms.

However, up to three small firms can enter the market. Their entry would cause sales to rise to 12,300 units and the price to fall to $19 \cdot 5$, which exceeds the minimum acceptable price of all firms. The entry of a fourth small firm would depress the price to 19.3, a level below the minimum acceptable price (of 19.4) of the small firms.

Thus the entry-forestalling price is just above the minimum acceptable level of the smallest, least efficient firms.

The above results regarding the entry conditions under the given cost and demand conditions are shown in table 14.3. The computations are based on the assumption that the demand has unitary elasticity so that the total expenditure is the same (equal to the initial level of 240,000 ) at all prices.

Table 14.3 Prices and level of output yielding a total expenditure of 240,000

| Output <br> $\mathbf{X}$ | Price <br> $\mathbf{P}$ | Total expenditure <br> $\mathbf{R}=\mathbf{X P}$ <br> $(\mathrm{e}=1)$ |
| :---: | :---: | :---: |
| 12,000 | 20.0 | 240,000 |
| 12,100 | $19 \cdot 8$ | 240,000 |
| 12,200 | $19 \cdot 6$ | 240,000 |
| 12,300 | $19 \cdot 5$ | 240,000 |
| 12,400 | $19 \cdot 3$ | 240,000 |
| 12,500 | $19 \cdot 2$ | 240,000 |
| 12,770 | $18 \cdot 8$ | 240,000 |
| 13,000 | $18 \cdot 4$ | 240,000 |
| 18,000 | $13 \cdot 3$ | 240,000 |
| 20,000 | $12 \cdot 0$ | 240,000 |

## Price determination

We said that the price is set by the largest, most efficient firm. The equilibrium price must be acceptable by all the firms in the industry, and should be at a level which would prevent entry.

Given that firms have different costs, there are as many minimum acceptable prices as
plant sizes. For each plant the minimum acceptable price is defined on the average-cost principle

$$
P_{i}=T A C_{i}(1+r)
$$

where $\quad P_{i}=$ the minimum acceptable price for the $i$ th plant size
$T A C_{i}=$ total average cost for the $i$ th plant size
$r=$ normal profit rate of the industry
The minimum acceptable price covers the TAC of the plant and the normal (minimum) profit rate of the industry (in Sylos's example $r=5$ per cent for all plant sizes, that is, the normal profit of the industry is 5 per cent).

The price leader is assumed to know the cost structure of all plant sizes and the normal (minimum) profit rate of the industry. Given this information the leader will set the price that is acceptable by the smallest, least efficient firms, and will deter entry.

The price tends to settle at a level immediately above the entry preventing price of the least efficient firms, which it is to the advantage of the largest and most efficient firms to let live.... ${ }^{1}$

The price leader, which is the most efficient firm, will set the price at a level acceptable to all existing firms and low enough to forestall entry. Entry takes place with the minimum plant scale which has the highest cost. In Sylos's model, where differential costs are assumed, the price, in order to be a long-run equilibrium one, apart from preventing entry must also be acceptable by the least efficient firms, allowing them to earn at least the normal industry profit given that the most efficient firm (leader) does not find it worth while to eliminate the smaller firms, either because such action is not profitable or because the leader is afraid of attracting government intervention due to high concentration in the industry. Clearly the medium and large-scale firms, having lower costs, will be earning abnormal profits. But small firms will also normally be earning some abnormal profits without attracting entry. Given the market demand at the minimum acceptable price of the smallest least efficient firm (and given that at that price all established firms work their plants to full capacity), the price leader will set the price at such a level, that, if the entrant decides to enter, the market price will fall below his minimum acceptable price (which is the same as the minimum acceptable price of the smallest, least efficient plant size). In figure 14.2 the market demand at the minimum acceptable price $P_{S}$ of the smallest, least efficient, firm is $X$. The leader will set the


Figure 14.2

[^73]limit price $P_{L}>P_{S}$. The price $P_{L}$ corresponds to the level of output $X_{L}=X-X_{S}$ and is the equilibrium price because it satisfies the two necessary conditions: it is acceptable by all firms, and it deters entry, because if entry occurs the total output $X_{L}$ will be increased at the level $X_{L}+X_{S}=X$ and the price will fall to (just below) the minimum acceptable price of the entrant, that is, to a level just below $P_{S}$. The $P_{L}$ is indirectly determined by the determination of the total output that the established firms will sell in the market. Given that in the long run price cannot fall below the cost of the least efficient firm, and that the entrant can enter only with the smallest leastefficient plant size, the leader can determine the output $X$ at which all established firms use their plants up to capacity. He next determines the total quantity that the firms will sell in the industry $X_{L}$ so as to prevent entry. $X_{L}$ is such that if the entrant comes into the market with the minimum viable size, $X_{S}$, the total post-entry output ( $X_{L}+X_{S}$ ) will just exceed $X$, and hence will drive price down to a level just below the $A C$ of the entrant ( $=A C$ of the small least-efficient firms). Given $X_{L}$, the limit price $P_{L}$ is determined from the market-demand curve $D D$. The entrant will be deterred from entering the market because (under the Sylos's Postulate) he knows that if he enters he will cause the price to fall below his $A C$. Any output larger than $X_{L}$ is entry-preventing, while any output smaller than $X_{L}$ will not prevent entry.

It should be clear that in Sylos's model all firms earn abnormal profits, which are increasing with plant size and there is an upper and a lower limit of the entry-preventing price: the equilibrium price cannot be higher than $P_{L}$ nor lower than $P_{S}$.

In Sylos's model the determinants of the entry-preventing price are:
(1) The absolute size of the market $X$.
(2) The elasticity of market demand.
(3) The technology of the industry, which defines the available sizes of plant.
(4) The prices of factors of production, which, together with the technology, determine the total average cost of the firms.

The absolute market size. There is a negative relationship between the absolute size of the market and the limit price. The larger the market size the lower the entry prevention price (see below, p. 316).

If there is a dynamic increase in the demand, denoted by a shift to the right of the industry-demand curve, the effect on the price and the structure of the industry depends on the size and the rate of increase.

If the increase in demand is considerable and occurs rapidly, the existing firms, if they want to prevent entry, must lower the price (or set a lower price initially, in anticipation of the developments on the demand side) and build up additional capacity to meet the demand (or have adequate foresight so as to keep a continuous reserve capacity). If the price is high and profits lucrative, and if the established firms cannot build up capacity fast enough to keep up with the rate of growth in demand, then entry from new firms or already established firms in other industries will take place. If we relax the restrictive assumption that the entrant will enter with the smallest optimal plant size, and accept that large firms from other industries manage to enter at a lower cost, some or all of the small firms will be eliminated, and price will fall. Thus a rapid increase in the absolute market size will tend to reduce price and increase the average plant size in the industry, unless the existing firms can keep their shares constant by keeping continuously adequate reserve capacity. This policy, however, may be very costly. Thus in fast-expanding industries entry is amost certain to occur and price will be reduced.
If the growth of demand is slow, the existing firms will most probably be able to meet the increased demand by appropriate reserve capacity and gradual new investment, and the price will not be reduced unless new techniques with lower costs can be adopted for the larger scales of output to which the established firms are gradually led.

The elasticity of market demand. ${ }^{1}$ The elasticity of market demand is also negatively related to the limit price. The more elastic the demand is, the lower the price that established firms can charge without attracting entry.

If at the going price there is a considerable increase in the elasticity of demand (for price reductions), and if the firms are able to identify clearly this change in the elasticity of demand, the effects on price and on market structure are the same as in the case of a shift in the market demand. The detection of changes in the elasticity is almost impossibly difficult in practice, and the established firms will most probably not count (and plan ahead) on such uncertain changes in $e$. Thus if $e$ does in fact change substantially, new large firms (established elsewhere) will enter into the market, since the existing firms will not be able to cope with such change, and the price will fall.

The technology and technical change. The technology determines the minimum viable plant size. In any given 'state of arts,' the larger the minimum viable plant size, the higher will be the limit price. Thus there is a positive relation between the minimum viable plant and the premium included in the limit price (see section II below).

If technology changes (technical progress) and benefits all plant sizes, costs will fall and price will decrease. However, if technical progress is such that only large firms have access to it, the limit price will not change. The large firms will have larger actual profits, but under the assumptions of Sylos's model the price need not change.

If technical progress is associated with product innovation (rather than process innovation) the price in the market will not normally be affected. One should expect an intensification of non-price competition as all firms in the industry will attempt to imitate the innovation.

Sylos seems to imply that technical progress is accessible only to the large firms who can afford large research and development departments. He argues that in the real world the large firms will not have any incentive to lower the price of their commodities despite the reduction in their costs. Under these conditions the large firms will realise higher profits and this will have serious implications for the distribution of income and employment. This argument is elaborated in the second part of Sylos's book. However, we will not deal with these macro-aspects of Sylos's theory.

The prices of factors of production. Changes in factor prices affect all the firms in the industry in the same way. Thus an increase in factor prices will lead to an increase in the costs and the limit price in the industry. Similarly a reduction in factor prices will lead to a decrease in the limit price.

## Differentiated oligopoly

Sylos extended his analysis to the case of differentiated oligopoly. Sylos argues that when the products are differentiated the entry-barriers will be stronger than in the case of homogeneous oligopoly due to marketing economies of scale. He seems to accept that advertising unit costs and possibly the cost of raw materials per unit of output are likely to fall as the scale of output increases. Hence the overall cost difference between the smaller and larger plants will be greater as compared to the homogeneous oligopoly case. Product differentiation, therefore, will reinforce the scale-barrier.

Sylos's analysis of differentiated oligopoly lacks the rigour of his model of homogeneous oligopoly. He suggests, however, that he is primarily concerned with the implications of technological discontinuities for price and output, and that product differentiation is one of the main concerns of the 'theoreticians of imperfect competition' to whose analysis Sylos's work is complementary.

[^74]
## Critique of Sylos's theory of limit-pricing

Sylos's model has been severely attacked on several grounds. The criticisms launched against his theory may be classified in two groups: weaknesses due to unrealistic assumptions; and weaknesses due to assumptions which, even if relaxed, do not affect the validity of the model.

The second group comprises the following criticisms. Firstly, Sylos has adopted a methodologically naïve approach, based on numerical examples. Secondly, he has assumed a very rigid technology, with strong discontinuities. Thirdly, he has used a definition of unitary elasticity which is rather confusing. These criticisms, correct as they are, do not impair the basic model. In sections II and III below we will see how Modigliani and Bhagwati relaxed these assumptions and generalised Sylos's model, also giving it a rigorous appearance.

The first group of criticisms concentrates on the plausibility of Sylos's Postulate. It has been argued that the strategy of keeping the pre-entry quantity constant is not the best alternative action open to the established firms:

The Sylos strategy implies a defensive attitude: the existing firms practically give up their initiative in price-setting, since the price will be determined by the quantity which the entrant decides to sell in the market. It may be preferable for the existing firms to retain their control on the price and adopt other actions; for example, increase their pre-entry output. This 'retaliation strategy' will lead to a reduction in price, possibly below the LAC of all firms. Depending, however, on their financial reserves and the length of the time period over which established firms expect the price to remain below their $L A C$, they may find it profitable in the long run to start a price war and eliminate the entrant. Such elimination tactics have been successfully adopted in several cases. This strategy is particularly attractive since it will serve as a lesson to future potential entrants.

The 'mixed strategy' of partly reducing the pre-entry output and partly allowing the price to fall post-entry seems to have several advantages: some excess profits will still be earned, while the established firms can start an intensive non-price competition which may both eliminate the entrant and discourage further entry. Bain and others have argued that the 'mixed strategy' is the more realistic and more likely in the real world. ${ }^{1}$

Other serious shortcomings of Sylos's model are the following. Firstly, the scalebarriers are not important if the entrant is an already-established firm in the same or in another industry (within-entry and cross-entry). Even for completely new firms economies of scale have not been found to be important barriers in practice (see Chapter 13). Secondly, scale economies may in fact enhance entry if the limit price is very high; a firm may decide to enter despite the initial losses, if the current price yields lucrative profits to the large-scale plants. Thirdly, scale-barriers may be offset by the advantages of a new firm, which can adopt the most up-to-date methods of production and choose its location optimally, given the supply and demand conditions in the market. Fourthly, the rationale of an entry-preventing policy is not given; neither does Sylos discuss explicitly the assumed preference of firms, existing and potential, for the behavioural pattern implied by the Sylos's Postulate. Fifthly, the model is static; it does not examine the long-run implications of the adoption of an entry-preventing policy. As Pashigian has suggested, the rational firm should examine the profitability of all the alternatives open to it. Pashigian argues that in most cases it may be more profitable to charge the monopoly price for a certain (initial) period of time and subsequently charge a limit price or a purely competitive price, depending on the profitability of each alternative

[^75]strategy (see section IV below). Such an analysis is dynamic, since it involves the examination of the time paths of alternative strategies. Sixthly, the model assumes considerable knowledge of the conditions of supply and demand: the price leader is assumed to know the cost structure of all plant sizes, to have estimated accurately the market demand, and to know the minimum (normal) acceptable profit of the industry. The required amount of information is very unlikely to be available in practice.

In general Sylos's contribution lies in the systematic discussion of the most important determinants of the limit price in the case of substantial economies of scale. These factors provided the basic material used by Modigliani and Bhagwati in the development of more general and more rigorous models of limit-pricing.

## II. THE MODEL OF FRANCO MODIGLIANI

Franco Modigliani ${ }^{1}$ presented a model of limit-pricing which may be considered as a generalisation of Sylos's model.

## The assumptions of the model

Modigliani relaxed the restrictive assumptions which underlie Sylos's model, but retained the assumption of scale-barriers and the behavioural pattern of Sylos's Postulate.

Modigliani's assumptions may be stated as follows:

1. The technology is the same for all firms in the industry. There is a minimum optimal plant $\operatorname{size}(\bar{x})$ at which the economies of scale are fully reaped. Once the minimum optimal scale is reached the $L A C$ becomes a straight line. Under these conditions the $L A C$ is L -shaped (figure 14.3) and is the same for all firms.


Figure 14.3
2. Entry occurs with the minimum optimal plant size. Entry with suboptimal size is precluded because in the long run it would imply irrational behaviour. There is an implicit assumption regarding entry, namely that entry comes from new firms.
3. The product is homogeneous and the market demand is known. The point of intersection of the given demand curve with a line drawn at the level of the flat section of the $L A C$ determines the competitive output $X_{C}$ and the competitive price $P_{C}$, that is, the price and quantity that would be sold at that price in the long run if the market were purely competitive, given that in the long run equilibrium $L A C=P_{C}$ (figure 14.4).
4. The price is set by the largest firm in the industry, at such a level as to prevent entry.

[^76]

Figure 14.4
5. The firms behave according to the Sylos's Postulate. That is, the existing firms expect that the entrant cannot enter with a plant smaller than the minimum optimal scale $\bar{x}$, and that he will not enter if he believes that the price post-entry will fall below the flat segment of the LAC. The entrant expects that the established f.ıms will keep their output constant at the pre-entry level.

## The model

Under the above assumptions the equilibrium price $P_{L}$ will be higher than the $P_{C}(=L A C)$. The established firms will earn abnormal profits due to the scale-barrier which is reflected in the minimum optimal plant size $\bar{x}$.

The main preoccupation of the firms is the determination of price at a level which will not attract entry. The limit price $P_{L}$ is determined indirectly by determining the total output which will be sold by all firms in the industry. The established firms decide to sell a quantity $X_{L}$ such that if the entrant comes and offers an additional quantity $\bar{x}$ (the minimum he can produce optimally), the total output in the market will just exceed the competitive output $X_{C}$, and the price would fall just below the $P_{C}=L A C$ level (figure 14.5). Symbolically this behaviour may be stated as follows: the entry-preventing output is $X_{L}$, such that $X_{L}+\bar{x}>X_{C}$, and the post-entry price falls to $P<P_{C}$ (where $P_{c}=L A C$.

Given $X_{L}$, the entry-preventing price $P_{L}$ is simultaneously determined from the given industry-demand curve. Entry will be prevented as long as $X \geq X_{L}$. If $X<X_{L}$ entry will occur.


Figure 14.5

In figure $14.5 D D^{\prime}$ is the industry-demand curve, $\bar{x}$ is the minimum optimal level of output, $X_{L}=X_{C}-\bar{x}$ is the output which the established firms should produce in order to prevent entry, and $P_{L}$ is the entry-preventing price, defined from the demand curve, given $X_{L}$.

The scale-barriers cause $P_{L}$ to be higher than $P_{C}$. The difference $P_{L}-P_{C}$ is the entry gap or premium and defines the amount by which the price can exceed the LAC without attracting entry. The determinants of the entry gap and the entry-preventing price are:
(1) The absolute market size $X_{C}$
(2) The price elasticity of demand $e$
(3) The minimum optimal scale $\bar{x}$
(4) The prices of factors of production, which together with the technology determine the $L A C$, and hence the competitive price $P_{C}$.
Modigliani reaches the same conclusions as Sylos; namely that there is a determinate equilibrium price $P_{L}$, which is positively correlated with $\bar{x}$ and $P_{C}(=L A C)$, and negatively correlated with the absolute market size $X_{C}$ and the elasticity of demand $e$. The limit price will be higher, the larger $\bar{x}$, the higher the $P_{C}$, the smaller the $X_{C}$ and the smaller the price elasticity $e$.

Modigliani combined the above factors ingeniously in the following expression:

$$
P_{L}=P_{C}\left(1+\frac{\bar{x}}{X_{C} \cdot e}\right)
$$

Clearly the term $\bar{x} / X_{C} \cdot e$ corresponds to Bain's condition to entry, $E$.

## Derivation of Modigliani's limit price

The relation between the limit price $P_{L}$ and the competitive equilibrium price $P_{C}$ can be stated approximately in terms of the elasticity of demand in the neighbourhood of $P_{c}$.
(a) The formula for the price elasticity

$$
e=\frac{d X}{X}: \frac{d P}{P}
$$

may be expressed approximately in finite differences as follows

$$
e=\frac{\Delta X}{X}: \frac{\Delta P}{P}
$$

(b) Under Sylos's Postulate all increments in demand will accrue to the entrant, so that

$$
\Delta X=\frac{X_{c}-X_{L}}{X}=\bar{x}
$$

(c) The change in price is $\Delta P=P_{L}-P_{C}$

Thus at the neighbourhood of $P_{C}$ the elasticity is

$$
e=\frac{\bar{x}}{X_{c}}: \frac{P_{L}-P_{C}}{P_{C}}
$$

Solving for $P_{L}$ we obtain

$$
P_{L}=P_{c}\left\{1+\frac{\bar{x}}{X_{c} \cdot e}\right\}
$$

Note that the approximation of the price elasticity with finite changes is not satisfactory for large values of

$$
\frac{\bar{x}}{X_{C}}=\frac{X_{L}-X_{C}}{X_{C}}
$$

In particular, if the demand curve has constant elasticity, then for large values of $\bar{x} / X_{C}$ the premium (price rise) will be significantly underestimated. (Modigliani, 'New Developments on the Oligopoly Front', p. 218.)

## The determinants of the limit price

From the above expression it is clear that the limit price $P_{L}$ will be higher the larger the minimum optimal scale of plant $\bar{x}$, the less elastic the demand curve and the smaller the absolute size of the market $X_{C}$ at the competitive price $P_{C}$. The relationship between $P_{L}$ and each one of the above determinants is graphically shown in figures 14.6, 14.7, and 14.8.

In figure 14.6 we show the relationship between the limit price $P_{L}$ and the minimum optimal scale of plant $\bar{x}$, for given $X_{C}$ and $e$. The larger minimum optimal scale $\bar{x}_{2}$ allows the established firms to charge a higher limit price $P_{L 2}$ without attracting entry.

In figure 14.7 we show the relationship between the limit price $P_{L}$ and the elasticity of demand $e$, for given $X_{C}$ and $\bar{x}$. At $P_{C}$ the demand curve $D_{2}$ is more elastic than $D_{1}$.


Figure $14.6 \quad P_{L}=f(\bar{x})$, given $X_{C}$ and $e$. For $\bar{x}_{2}>\bar{x}_{1}, P_{L 2}>P_{L 1}$


Figure $14.7 P_{L}=f(e)$, given $X_{C}$ and $\bar{x}$. For $e_{D 2}>e_{D 1}, P_{L 2}<P_{L 1}$


Figure $14.8 \quad P_{L}=f\left(X_{C}\right)$, given $\bar{x}$ and $e$.
For $X_{C 2}>X_{C 1}, P_{L 2}<P_{L 1}$

Consequently the price that the established firms will charge is $P_{L 2}$, lower than $P_{L 1}$ which corresponds to the less elastic demand curve $D_{1}$.

Finally, in figure 14.8 we show the relationship between $P_{L}$ and the competitive equilibrium market size $X_{C}$, for given $\bar{x}$ and $e$. The larger the $X_{C}$, the lower the limit price.

## Dynamic changes in the market

Increase in costs. If costs change, all firms are affected and hence the long-run cost curve will be raised more or less uniformly. This development will lead to a rise in the limit price.

Firms in oligopolistic markets adhere to 'average-cost' pricing, because it facilitates the orderly working of the market mechanism.

The full-cost pricing (which consists in applying to the new prime cost the original total percentage mark-up) may well represent a very useful rule of thumb in reacting to cost changes affecting the entire industry... In an oligopolistic situation, with its precarious internal equilibrium, there is much to be gained from simple and widely understood rules of thumb, which minimise the danger of behaviour intended to be peaceful and co-operative being misunderstood as predatory or retaliatory. (Modigliani, 'New Developments on the Oligopoly Front'.)

Cyclical variations in demand. Modigliani agrees with Sylos's main conclusions concerning the variations in price and the gross profit mark-up over the various phases of the cycle.
(a) In a recession

The limit price will show a mild tendency to rise. However, the mark-up may not rise due to the costs of idle capacity, which will push the firms to give secret price concessions in their eagerness to secure a larger share of the smaller demand.
(b) During recovery

There will be a tendency for the price to rise, when full capacity is reached. However, large firms may strongly resist this tendency due to fear of potential entry. Instead they will adopt other policies such as allowing a backlog of demand or instituting informal rationing of their deliveries, while at the same time expanding capacity. The mark-up will tend to retrace the sliding path followed in the contraction, and will stabilise at its normal level, corresponding to the normal 'price line' of the large firms. In general the mark-up (on the average) is not likely to change over the cycle appreciably, but one should expect some scatter around this central tendency; prices would tend to show little or no fluctuation over the cycle. Prices would tend to fluctuate only if prime costs change, because such changes would affect all firms.

The above general conclusions are not in agreement with all empirical evidence. In particular, these results are consistent with Stigler's findings, ${ }^{1}$ but do not agree with other empirical studies of price flexibility. ${ }^{2}$

## The rationalisation of the Sylos's Postulate

Modigliani argues that the behavioural pattern implied by the Sylos Postulate is the most plausible in the real world. His argument is of no general validity, as he does

[^77]concentrate on the comparison of Sylos's Postulate with the optimistic alternative implied by Bain's Model A, namely, that the prospective entrant expects that the established firms will keep the pre-entry price unchanged. Modigliani's argument may be summarised as follows:

The optimistic assumption (on the part of the potential entrant) that existing firms will adopt a strategy of maintaining the pre-entry price, by contracting their output, is a rather foolish expectation. It implies that established firms will allow the entrant to gain any share of the market that he likes, while their own share is accordingly shrinking and their profits are reduced on two accounts: (a) price would fall, and at this price they would sell less; (b) their costs would rise as they would be gradually driven to the increasing part of their cost curve. Furthermore, such an 'accommodating' behaviour would create a precedent for further potential entrants. Thus the strategy implied by Sylos's Postulate, of the existing firms keeping the pre-entry quantity constant, seems a more realistic assumption for the entrant to make. We have discussed the shortcomings of the Sylos Postulate in section I. To sum up these critisms:

Sylos's strategy implies a defensive attitude, in that the existing firms give up their initiative for price-setting. Price will be virtually set by the entrant, depending on the quantity he decides to sell in the market.

The diametrically opposite strategy of maintaining price is equally unlikely for the reasons given above. However, a mixed strategy of partly accommodating the entrant and partly allowing the price to fall seems the most likely in the real world. With this combined action some excess profits will still be earned. Furthermore the established firms can undertake an intensive non-price competition which may make the survival of the entrant difficult and discourage further entry.

There is another strategy which may be more profitable for established firms, namely, existing firms may decide to charge the monopoly price over a certain period and then reduce it to the entry-preventing level, or retain the monopoly price for a longer period and allow the price to fall to the competitive equilibrium level $P_{C}$ as entry occurs. These alternatives have been explored by Pashigian (see page 320).

Finally, the alternative strategy of increasing the output post-entry may be more advantageous. This behaviour would imply a price war aiming at the elimination of the entrant, since price would fall below the $L A C$ (that is, below $P_{C}$ ). The adoption of this strategy depends on the financial reserves of established firms (which define their ability to finance their losses) and on the length of time that they expect the price war to last. If this 'retaliation strategy' is successfully carried out it will serve as a lesson to future prospective entrants.

Thus the Sylos Postulate, although convenient for the determinate equilibrium that it provides, is by no means the best or the most likely behavioural assumption.

The main shortcomings of Modigliani's model may be summarised as follows. Firstly, the model does not determine the individual shares of the firms. Thus the number of firms in the industry is not defined. Secondly, it assumes scale-barriers are important. This implies that Modigliani does not take into account the typical form of entry in the modern business world, namely entry by an already-established firm in the same or in another industry. Thirdly, the rationale of the policy of entry-prevention is not discussed. Fourthly, dynamic aspects arising from growing markets are not considered. Fifthly, although at some point Modigliani states that the 'large firms typically set the pace in the market' and they set the price by applying 'the full-cost rules of thumb,' he does not fully explain how the price is defined, nor does he discuss how the interaction of firms with different costs and different shares leads to a stable market equilibrium. Sixthly, the assumption that the entrant can enter only with the minimum optimal scale is applicable to new firms only. An already-established firm may enter at scales which are profitable for it, although suboptimal for new firms.

## III. THE MODEL OF BHAGWATI

Bhagwati ${ }^{1}$ extended Modigliani's model in two directions. Firstly, he incorporated two additional determinants of the limit price in Modigliani's expression. Secondly, he introduced a term which renders the limit-price theory dynamic, in the sense that it can predict the changes in the limit price arising from a growing market.

The two factors which Bhagwati introduced into Modigliani's model are the number of firms in the industry and a measure of the switch of customers of established firms to the entrant due to their feeling of dissatisfaction (chagrin) from their exploitation by the suppliers charging them a higher price (before entry occurred).

Regarding the number of firms Bhagwati assumes that, as price falls with entry, some of the new buyers will buy from established firms whose name is known, and some will buy from the entrant. For simplicity Bhagwati assumes that the increment in the market demand is shared equally between the established firms and the entrant:

$$
\frac{\Delta X}{N+1}=\bar{x}
$$

or

$$
\Delta X=\bar{x}(N+1)
$$

The 'chagrin effect' is a positive elasticity which measures the proportionate decrease in the sales of established firms as the price decreases and dissatisfied customers turn to the new entrant. It is denoted by $\varepsilon$ and is of opposite sign to the normal price elasticity $e$. Thus the relevant elasticity for the determination of the limit price by the established firms is (approximately)

$$
\left[e+\varepsilon(N+1]=\frac{\Delta X}{X}: \frac{\Delta P}{P}\right.
$$

where

$$
\frac{\Delta X}{X}=\frac{\bar{x}(N+1)}{X_{C}}
$$

and

$$
\frac{\Delta P}{P}=\frac{P_{L}-P_{C}}{P_{C}}
$$

Substituting and solving for $P_{L}$ we obtain

$$
P_{L}=P_{C}\left\{1+\frac{\bar{x}(N+1)}{X_{C}[e+\varepsilon(N+1)]}\right\}
$$

Thus apart from $\bar{x}, X_{C}$ and $e$, the limit price is determined by the number of firms in the industry and the chagrin-elasticity $\varepsilon$ :

[^78]The premium obtainable in an industry will vary directly with (1) the minimum size of scale of most efficient production ( $\bar{x}$ ) and (2) the number of existing firms ( $N$ ); and inversely with (1) the size of the total market $\left(X_{C}\right)$, (2) the price-elasticity of industry demand and (3) the extent to which existing buyers will transfer custom to the entrant consequent upon entry. (Bhagwati, 'Oligopoly Theory, Entry-Prevention and Growth'.)

The above expression has been extended to cover dynamic changes in market demand. If demand increases by an amount $\lambda$ and out of this increase $k$ per cent accrues to the new entrant, the limit price will be defined by

$$
P_{L}=P_{C}\left\{1+\frac{\bar{x}-k \lambda}{X_{C}\left[\frac{e}{N+1}+\varepsilon\right]}\right\}
$$

where $X_{C}$ is now the aggregate demand at the competitive price after growth. The factor $k$ is inversely related to $P_{L}$, denoting the fact that entry is easier in an expanding market. The faster the growth in demand the smaller the premium by which $P_{L}$ will exceed $P_{C}$.

The important implication of this formulation is that if $(k \lambda)>\bar{x}$, the prevention of entry is impossible, since $P_{L}$ must fall below $P_{C}$, that is, to a level that does not cover the $L A C$. This cannot be a long-run equilibrium situation. So, the use of price policy to prevent entry becomes an ineffective device. Under these conditions the only entrypreventing policy must be based on other actions such as keeping adequate spare capacity continuously so as to keep production at the same pace as demand. This, however, may be a costly and non-profitable policy. Furthermore it requires a good forecasting ability on the part of the entrepreneur. If $(k \lambda)>\bar{x}$, that is, if the market is growing very fast, the existing firms cannot rely on price alone as the appropriate instrument for their entry-forestalling policy. They must look for methods to ensure the maximum appropriation to themselves (rather than to any potential entrant) of the increment of the growing demand. Thus, in dynamic markets, if the firms want to prevent entry they must look for the factors that determine their share and try to operate on those factors that are under their control.

The theoretical problem thus shifts from devising an entry-preventing price to a formal analysis of the non-price factors which determine the share of the existing firms in the growing market and the ways in which these are within the range of infiuence of these firms. (Bhagwati, 'Oligopoly Theory, Entry-Prevention and Growth'.)

## IV. THE MODEL OF PASHIGIAN

The Sylos-Bain-Modigliani-Bhagwati model postulates that the limit price will be higher than the LAC due to the scale-barriers to entry. Thus the firms will be earning abnormal profits without attracting entry. Bhagwati mentions that firms under certain conditions may adopt a mixed strategy, namely charge the monopoly price ( $P_{M}>P_{L}$ ) over a certain period of time and subsequently reduce their price to the level that will prevent entry $\left(P_{L}\right)$. The adoption of this strategy depends on the length of two time periods: the period over which entry will not occur due to various barriers, and the period that is required for the established firms to adjust their pre-entry plant to the post-entry optimum size. If the latter period is longer, then the firms maximise their profits by charging to begin with the limit price, while if the former period is longer, the existing firms will attain higher profits by adopting the above mixed strategy.

Pashigian ${ }^{1}$ explored more systematically the implications of the above mixed strategy, by defining the period $T$ at which the firms will switch from the monopoly price to the entry-preventing price $\left(P_{L}\right)$ or to the competitive equilibrium price ( $P_{C}$ ), depending on the profitability of each alternative. For simplicity he starts by assuming that there is only one firm in the industry (monopoly). The firm has to decide whether and for how long it is profitable to charge the monopoly price that maximises its short-run profits. By setting the price at the monopoly level $\left(P_{M}\right)$ entry will occur eventually. Thus the crucial element is the number of periods during which the price will remain above the limit price while entry is taking place. Pashigian concentrates for simplicity on two alternatives open to the firm. He assumes that over a period $T$ the firms will charge the monopoly price and allow entry to occur. The entrants are assumed to collude with the existing firms and sell at the pre-entry price. Thus over the period $T$ the price will be $P_{M}$ and the quantity supplied $X_{M}$ (figure 14.9), but it will be produced by a gradually increasing number of firms.


Figure 14.9
The share of the ex-monopolist (to the market and to the monopoly profit) will be decreasing over this period as he will be 'accommodating' the entrants. After period $T$ the originally established firms (the ex-monopolist in Pashigian's model) must choose one of the following two policies: either to charge the limit price $\left(P_{L}\right)$ and enjoy thereafter the excess profits that this price allows, or to continue over an additional period, $T T^{\prime}$, to charge the monopoly price and allow further entry to take place until price has eventually fallen to the competitive level $P_{c}$, which yields only normal profits. The choice between these two alternatives will be based on the comparison of the discounted flows of profits resulting from these policies. If the ex-monopolist, who is assumed to set the pace in the market, adopts the former policy, his discounted profits will be the area under the thick line in figure 14.10. If he adopts the second strategy his discounted stream of profits will be the area under the dotted curve. The ex-monopolist (leader) will thus compare the shaded areas BFCG and CKDL. The former denotes the profits which will be forgone if the firm chooses to charge the limit price during the time period $T T$, while the latter area (CKDL) shows the profits which will be earned beyond period $T$ if the firm charges the limit price at period $T$. If $B F C G>C K D L$

[^79]

Figure 14.10
the firm leader will stick to the monopoly price for a longer period ( $T T^{\prime}$ ) because this policy maximises his profits. Pashigian's time-period analysis has the advantage of treating time explicitly and of attempting to justify the entry-preventing policy on grounds of maximum profitability. However, the model is based on several assumptions that might be questioned. For example, the model assumes that entry will not take place immediately due to barriers of various forms. Furthermore it assumes that the entrant is a small firm which will be coerced by the dominant established firm(s) to collude and charge the same price.

## SECTION E

## MANAGERIAL THEORIES OF THE FIRM

## MANAGERIAL THEORIES OF THE FIRM

Managerial theories conceive the firm as a 'coalition' (of managers, workers, stockholders, suppliers, customers, tax collectors) whose members have conflicting goals that must be reconciled if the firm is to survive. The conflicts are resolved by top management by various methods which will be examined in Chapter 18.

Clearly the most important member of the 'coalition' is top management, because of its power in decision-making (goal-setting, basic decisions on investment and expansion, promotions and appointments of 'key' personnel) and access to information.

The basic characteristic of the 'managerial business' is the divorce of ownership from management. The owners are the shareholders, whose power lies in appointing the board of directors, which in turn appoints the top management.


The shareholders have in fact less power than the above scheme may suggest, because shares are in the hands of a large number of persons or institutions (mainly insurance companies, pension funds, finance companies). Small shareholders rarely attend general meetings. Instead the election of the board of directors is arranged by the existing board, assisted by the appointment of proxies (representatives of shareholders). The system of voting by proxies is well manipulated by the top management, which is often directly represented in the board of directors and can thus influence decisions on further appointments of top managers. Thus the top management tends to be self-perpetuating, provided that the level of profits is 'acceptable' to the body of shareholders, the rate of growth of the firm is 'reasonable' relative to the growth of other firms, and the dividends paid out to shareholders are sufficient to keep them happy and prevent a fall in the prices of shares, which would make the firm attractive to take-over raids.

The divorce of ownership from management permits the top management to deviate from profit maximisation (which maximises the utility to the owners) and pursue goals which maximise their own utility. However, the managers' discretion in defining the goals of the firm is not unlimited. A minimum level of profit is necessary for a dividend policy acceptable to the body of shareholders; for undertaking the investment necessary for a satisfactory operation of the firm; for keeping a good reputation with banks so as to secure adequate finance for current transactions; for avoiding a relative fall in prices of shares on the stock exchange and the risk of a take-over. If these conditions are not satisfied, the top management runs the risk of mass dismissal; their job security is endangered. However, so long as the above conditions are fulfilled, the managers can pursue policies and set goals which maximise their own welfare.

Thus the basic feature of all managerial theories is that the managers maximise their own utility, subject to a minimum profit constraint (which is set at a level adequate to satisfy the above conditions) necessary for the job security of the top managers.

We will present three models of managerialism. Baumol's model of 'sales revenue maximisation'; Marris's model of 'managerial enterprise'; Williamson's model of managerial discretion'.

These models have the same basic assumption, the maximisation of the utility of the managers subject to a minimum profit constraint. They differ $(a)$ in the factors which enter into the managerial utility function, ( $b$ ) in the key policy variables (instruments) which the managers will use in attaining their goals, $(c)$ in their predictions of the consequences of changes of various parameters of the model.

## 15. Baumol's Theory of Sales Revenue Maximisation

W. J. Baumol suggested sales revenue maximisation as an alternative goal to profit maximisation. ${ }^{1}$ He presented two basic models: the first is a static single-period model, the second is a multi-period dynamic model of growth of sales revenue maximisation. Each model has two versions, one without and one with advertising activities. We will first present these models, examine the predictions of Baumol's theory in various situations, and then discuss the empirical evidence from research directed to the verification of the sales maximisation hypothesis. Finally, we state some criticisms of Baumol's theory.

## I. RATIONALISATION OF THE SALES MAXIMISATION HYPOTHESIS

Baumol offers several justifications of sales maximisation as a goal of the firm. The separation of ownership from management, characteristic of the modern firm, gives discretion to the managers to pursue goals which maximise their own utility and deviate from profit maximisation, which is the desirable goal of owners. Given this discretion, Baumol argues that sales maximisation seems the most plausible goal of managers. From his experience as a consultant to large firms Baumol found that managers are preoccupied with maximisation of the sales rather than profits. Several reasons seem to explain this attitude of the top management.

Firstly, there is evidence that salaries and other (slack) ${ }^{2}$ earnings of top managers are correlated more closely with sales than with profits. Secondly, the banks and other financial institutions keep a close eye on the sales of firms and are more willing to finance firms with large and growing sales. Thirdly, personnel problems are handled more satisfactorily when sales are growing. The employees at all levels can be given higher earnings and better terms of work in general. Declining sales, on the other hand, will make necessary the reduction of salaries and other payments and perhaps the lay-off of some employees. Such measures create dissatisfaction and uncertainty among personnel at all levels. Fourthly, large sales, growing over time, give prestige to the managers, while large profits go into the pockets of shareholders. Fifthly, managers
${ }^{1}$ W. J. Baumol, Business Behaviour, Value and Growth (Macmillan, New York, 1959. Revised edn., Harcourt, Brace \& World, Inc., 1967).
${ }^{2}$ Slack is defined as payments or other perquisites to the managers above the minimum necessary to retain them in the firm. It is equivalent to the 'economic rent' to factors of production of the traditional theory. (See also Chapter 18.)
prefer a steady performance with 'satisfactory' profits to spectacular profit maximisation projects. If they realise maximum high profits in one period, they might find themselves in trouble in other periods when profits are less than maximum. Sixthly, large, growing sales strengthen the power to adopt competitive tactics, while a low or declining share of the market weakens the competitive position of the firm and its bargaining power vis-à-vis its rivals.

The desire for a steady performance with satisfactory profits, coupled with the separation of ownership and management, tend to make the managers reluctant to adopt promising projects which are risky. The top managers become to a certain extent riskavoiders, and this attitude may act as a curb on economic growth. However, the desire for steady performance has a stabilising effect on economic activity. In general, large firms have research units which develop new ideas of products or techniques of production. The application of these projects is spread over time so as to avoid wide swings in the economic performance of the firm. Baumol seems to imply that the risk-avoidance and the desire for steady growth of the large corporations secure 'orderly markets', in the sense that they have stabilising effects on the economy.

## II. INTERDEPENDENCE AND OLIGOPOLISTIC BEHAVIOUR

Although Baumol recognises the interdependence of firms as the main feature of oligopolistic markets, he argues that in 'day-to-day decision-making management often acts explicitly or implicitly on the premise that its decisions will produce no changes in the behaviour of those with whom they are competing ... It is only when the firm makes 'more radical decisions, such as the launching of a major advertising campaign or the introduction of a radically new line of products, [that] management usually does consider the probable competitive response. But often, even in fairly crucial decisions, and almost always in routine policy-making, only the most cursory attention is paid to competitive reactions'.

This attitude towards competitors is attributed by Baumol to several reasons:
The complexity of the internal organisation of large firms renders decision-making a lengthy process: proposals originate from some sections, but final decisions are taken by top management after these proposals have passed through various levels of management and often from different departments. It is a characteristic inherent in the delegation of authority within the firm that each decision-maker will attempt to shift the responsibility on to others. Thus any reaction of competitors is bound to take place after 'a considerable time lag'.

Large organisations work to a 'blue-print' which includes a variety of rules of thumb, which simplify complicated problems such as pricing, size of advertising expenditure, level of inventories. Prices are set by applying a standard mark-up to costs, advertising expenses are determined by setting aside a fixed percentage of total revenues, inventories are determined as a percentage of sales, and so on. Such rules of thumb clearly do not automatically take into account the actions of competitors, and the adaptation of the 'blue-print' of a firm to a new environment takes time.

The desire of top management for a 'quiet life' has led large enterprises to some tacit collusion: firms depend on each other to behave in an 'orderly' way. They expect no 'breach of etiquette' in the established order in the industry as a whole.

However, the above reasons do not imply that businessmen are completely indifferent to actions of competitors. In particular, being sales maximisers and growth seekers, they are very alert to any change in their share of the market. Top management will ignore competitors only to the extent that their actions do not encroach on the firm's market and do not interfere with the desired rate of growth of the sales of the firm.

## III. BAUMOL'S STATIC MODELS

## The basic assumptions of the static models

1. The time-horizon of a firm is a single period.
2. During this period the firm attempts to maximise its total sales revenue (not physical volume of output) subject to a profit constraint. The firm in these models does not consider what will happen in subsequent periods as a result of the decisions taken in the current period.
3. The minimum profit constraint is exogenously determined by the demands and expectations of the shareholders, the banks and other financial institutions. The firm must realise a minimum level of profits to keep shareholders happy and avoid a fall of the prices of shares on the stock exchange. If profits are below this exogenously determined minimum acceptable level the managers run the risk of being dismissed, since shareholders may sell their shares and take-over raiders may be attracted by a fall of the prices of shares.
4. 'Conventional' cost and revenue functions are assumed. That is, Baumol accepts that cost curves are $U$-shaped and the demand curve of the firm is downward-sloping. We will examine four models:
(1) A single-product model, without advertising.
(2) A single-product model, with advertising.
(3) A multiproduct model, without advertising.
(4) A multiproduct model, with selling activities.

## Model 1: a single-product model, without advertising

The total-cost and total-revenue curves under the above assumptions are shown in figure 15.1. Total sales revenue is at its maximum level at the highest point of the $T R$ curve, where the price elasticity of demand is unity and the slope of this $T R$ curve (the marginal revenue) is equal to zero.


Figure 15.1

Proof
It has been established in Chapter 2 that

$$
M R=P\left(1-\frac{1}{e}\right)
$$

At the point of maximum revenue the slope of the total revenue curve is

$$
\frac{\partial R}{\partial X}=M R=0
$$

Therefore

$$
0=P\left(1-\frac{1}{e}\right)
$$

Given $P>0$, we have

$$
1-\frac{1}{e}=0
$$

or

$$
e=1
$$

Whether this maximum sales revenue will be realised or not depends on the level of the minimum acceptable level of profit which may act as a constraint to the activity of the firm. If the firm were a profit maximiser, it would produce the level of output $X_{\mathrm{n} m}$. However, in Baumol's model the firm is a sales maximiser, but it must also earn a minimum level of profit acceptable to shareholders and to those who finance its operations. If the minimum acceptable level of profit is $\bar{\Pi}_{1}$, the firm will produce the level of output $X_{S m}$ which maximises its sales revenue. With this level of output ( $X_{S m}$ ) the firm earns profits $\Pi_{S m}$, which are greater than the minimum required to keep the stockholders (and other interested parties) satisfied. Under these circumstances we say that the minimum profit constraint is not operative.

If the minimum acceptable profit is $\Pi_{2}$, the firm will not be able to attain the maximum sales revenue because the profit constraint is operative, and the firm will produce $X_{S}$ units of output, which are less than at the level $X_{S m}$.

In summary: '... two types of equilibria appear to be possible: one in which the profit constraint provides no effective barrier to sales maximisation ( $X_{S m}$ units of output with a minimum acceptable profit of $\bar{\Pi}_{1}$ ), and one in which it does ( $X_{S}$ units of output with a minimum acceptable profit of $\left.\bar{\Pi}_{2}\right)^{\prime}$. (W. J. Baumol, Business Behaviour, Value and Growth (revised edn, Harcourt, Brace \& World, Inc., 1967).) The firm is assumed to be able to pursue an independent price policy, that is, to set its price so as to achieve its goal of sales maximisation (given the profit constraint) without being concerned about the reactions of competitors.

Provided that the profit constraint is operative, the following predictions of Baumol's single-period model (without advertising) emerge:

The sales maximiser will produce a higher level of output as compared to a profit maximiser.

Proof
A profit maximiser produces the output $X_{\mathrm{n} m}$ defined by the equilibrium condition $M R=M C$ or

$$
\frac{\partial R}{\partial X}=\frac{\partial C}{\partial X}
$$

Given that the marginal cost is always positive $(\partial C / \partial X>0)$ it is obvious that at the level $X_{\Pi m}$ the marginal revenue is also positive ( $\partial R / \partial X>0$ ). That is, $T R$ is still increasing at $X_{\Pi m}$, since its slope is still positive. In other words, the maximum of the $T R$ curve (where its slope is $\partial R / \partial X=0$ ) occurs to the right of the level of output at which profit is maximised. Hence $X_{S m}>X_{\Pi m}$.

The sales maximiser sells at a price lower than the profit maximiser. The price at any level of output is the slope of the line through the origin to the relevant point of the total-revenue curve (corresponding to the particular level of output). In figure 15.2 the price of the profit maximiser is

$$
P_{\Pi m}=\left[\begin{array}{c}
\text { slope } \\
\text { of } 0 A
\end{array}\right]=\frac{R_{\Pi}}{X_{\Pi}}
$$

while the price of the sales maximiser is

$$
P_{S m}=\left[\begin{array}{l}
\text { slope } \\
\text { of } 0 B
\end{array}\right]=\frac{R_{S}}{X_{S}}
$$

It is obvious that (slope $0 A$ ) $>($ slope $0 B)$, that is, the price of the profit maximiser is higher than the price of the sales maximiser.

The sales maximiser will earn lower profits than the profit maximiser. In figure 15.2 the profit of the sales maximiser is $0 \Pi_{S}$, which is lower than the profit $0 \Pi_{\Pi}$ of the profit maximiser.
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The sales maximiser will never choose a level of output at which price elasticity (e) is less than unity, because from the expression

$$
M R=P\left(1-\frac{1}{e}\right)
$$

we see that if $|e|<1$, the $M R<0$, denoting that $T R$ is declining. The maximum sales revenue will be where $|e|=1$ (and hence $M R=0$ ) and will be earned only if the profit constraint is not operative. If the profit constraint is operative the price elasticity will be greater than unity.

An increase in the fixed costs will affect the equilibrium position of a sales maximiser: he will reduce his level of output and increase his price, since the increase in fixed costs shifts the total-profit curve downwards. Subject to the profit constraint, the sales maximiser will pass the increase in costs to the customers by charging a higher price. This is shown in figure 15.3. The increase in fixed costs shifts the total costs upwards and the total-profits curve downwards ( $\Pi^{\prime}$ ). Subject to the profit constraint $\bar{\Pi}$, the firm will reduce its output (to $X_{s}^{\prime}$ ) and will increase its price.


Figure 15.3

This prediction is contrary to the traditional hypothesis of profit maximisation. A profit maximiser will not change his equilibrium position in the short run, since fixed costs do not enter into the determination of the equilibrium of the firm. So long as the fixed costs do not vary with the level of output (and provided that the increase in TFC does not lead the firm to close down altogether) the change in the TFC will not lead the profit maximiser to change his price and output in the short run (see Chapter 6).

Baumol claims that firms in the real world do in fact change their output and price whenever their overhead costs increase. Thus he says that the sales-maximisation hypothesis has a better predictive performance than the traditional profit-maximisation hypothesis.

The imposition of a lump-sum tax will have similar effects. If the firm is a profit maximiser the imposition of the lump-sum tax will not affect the price and output in the short run: the profit maximiser will bear the whole burden of the lump-tax. If the firm is a sales maximiser, however, the lump-tax will shift the total-profit curve downwards and, given the profit constraint, the firm will be led to cut its level of output and increase its price, thus passing on to the consumer the lump-sum tax. Baumol argues that firms do in fact shift the tax on to the buyers, contrary to the accepted doctrine about the 'unshiftability' of the tax.

The imposition of a specific tax (per unit of output) will shift the profit curve downwards and to the left (figure 15.4). Given $\bar{\Pi}$, the sales maximiser will reduce his output
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from $X_{S}$ to $X_{s}^{\prime}$ and will raise his price, passing the tax to the buyers (at least partly). The profit maximiser will also reduce his output (from $X_{\Pi}$ to $X_{\Pi}^{\prime}$ ) and raise his price. However, the decrease in output will be larger than the decrease of the output of a profit maximiser.

A similar analysis holds for an increase in the variable cost. Both the sales maximiser and the profit maximiser will raise their price and reduce their output. The reduction in output, however, and the increase in price will be more accentuated for the sales maximiser, ceteris paribus.

A shift in demand will result in an increase in output and sales revenue but the effects on price are not certain in Baumol's model. Price will depend on the shift of the demand and the cost conditions of the firm. (See below.)

## Model 2: a single-product model, with advertising

The assumptions of the model. As in the previous model the goal of the firm is sales revenue maximisation subject to a minimum profit constraint which is exogenously determined. The new element in this model is the introduction of advertising as a major instrument (policy variable) of the firm. Baumol argues that in the real world non-price competition is the typical form of competition in oligopolistic markets. The model presented by Baumol treats explicitly advertising, but other forms of non-price competition (product change, service, quality, etc.) may be analysed on similar lines.

The crucial assumption of the advertising model is that sales revenue increases with advertising expenditure (that is, $\partial R / \partial a>0$, where $a=$ advertising expenditure). This implies that advertising will always shift the demand curve of the firm to the right and the firm will sell a larger quantity and earn a larger revenue. The price is assumed to remain constant. This, however, is a simplifying assumption which may be relaxed in a more general analysis (Baumol, Business Behaviour, Value and Growth, p. 58). ${ }^{1}$ Another simplifying assumption is that production costs are independent of advertising. Baumol recognises that this is an unrealistic assumption, since with advertising the physical volume of output increases and the firm might move to a cost structure where production cost is different (increasing or decreasing). But he claims that this assumption is simplifying and can be relaxed without substantially altering the analysis. (In fact
${ }^{1}$ An explicit geometric treatment of the interdependence between price and advertising has been presented by R. L. Sandmeyer, 'Baumol's Sales-Maximisation Model: Comment', American Economic Review (1964), and has been extended by R. Haveman and G. DeBartolo, 'The Revenue Maximisation Oligopoly Model: Comment', American Economic Review (1968) and by M. Kafoglis and R. Bushnell, 'The Revenue-Maximisation Oligopoly Model: Comment', American Economic Review (1970). The Haveman-DeBartolo model, as modified by Kafoglis and Bushnell, is presented on pp. 333-5 below.

Baumol relaxes this assumption, as well as the assumption of constant price in the mathematical presentation of his model; see below.) From the above assumptions the following inferences can be drawn.

A firm in an oligopolistic market will prefer to increase its sales by advertising rather than by a cut in price. While an increase in physical volume induced by a price cut may or may not increase the sales revenue, depending on whether demand is elastic or inelastic, an increase in volume brought about by an increase in advertising will always increase sales revenue, since by assumption the marginal revenue of advertising is positive $(\partial R / \partial a>0)$.

With advertising introduced into the model, it is no longer possible to have an equilibrium where the profit constraint is not operative. While with price competition alone it is possible to reach an equilibrium (that is, maximise sales) where $\bar{\Pi}$ is not operative, with non-price competition such an unconstrained equilibrium is impossible. Unlike a price reduction, increased advertising always increases sales revenue. Consequently it will always pay the sales maximiser to increase his advertising expenditure until he is stopped by the profit constraint. Consequently the minimum profit constraint is always operative when advertising (or any other form of non-price competition) is introduced in the model.

The sales maximiser will normally have higher advertising expenditures than a profit maximiser. In any case advertising cannot be less in a sales-maximising model.

Baumol's single-product model with advertising is shown in figure 15.5. Advertising outlay is measured on the horizontal axis and the advertising function is shown as a $45^{\circ}$ line. Costs, total revenue and profits are measured on the vertical axis. Production costs are shown as being independent of the level of advertising (curve $C C^{\prime}$ ). If these costs are added to the advertising cost line we obtain the total-cost curve ( $T C$ ) as a function of advertising outlay. Subtracting the total cost from the total revenue at each level of output we obtain the total-profit curve $\Pi$. The interrelationship between output and advertising and in particular the (assumed) positive marginal revenue of advertising permits us to see clearly that an unconstrained sales maximisation is (ordinarily) not possible. If price is such as to enable the firm to sell an output yielding profits above their minimum acceptable level, it will pay the firm to increase advertising and reach a higher level of sales revenue. The advertising outlay of the sales maximiser $\left(0 A_{s}\right)$ is higher than
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that of the profit maximiser $\left(0 A_{\Pi}\right)$, and the profit constraint $(\bar{\Pi})$ is operative at equilibrium.

It should be stressed that the validity of this model rests on the crucial assumption that advertising always increases sales revenue. Baumol assumes that $\partial R / \partial a>0$, but does not establish the implied positive relation between total revenue and advertising.

In particular Baumol does not examine explicitly the interrelationship between advertising, price, cost of production and level of output.

If total production costs are independent of advertising, (that is, production costs remain constant after advertising takes place) as Baumol assumes, this implies that total output $X$ will remain constant after advertising has taken place; consequently an increase in sales revenue $R$, given $X$, can be attained only if $P$ is raised. This case is in fact implied in figure 15.5, reproduced from Baumol's book (p.59).

However, this is inconsistent with what Baumol states elsewhere (p. 60), that 'unlike a price reduction a ceteris paribus rise in advertising expenditure involves no change in the market value of the item sold'. This statement implies clearly that advertising will not change the price. Hence Baumol implies that the increase in revenue will be attained from an increase in the volume $X$. But then production costs will increase, since MC is always positive.

In short, Baumol's graphical representation of his model is inconsistent with his statements. In particular the price implications of a change in advertising are not obvious in Baumol's analysis. Sandmeyer, ${ }^{1}$ Haveman and DeBartolo, ${ }^{2}$ and Kafoglis and Bushnell ${ }^{3}$ have highlighted this deficiency of Baumol's model. They suggested that with advertising expenditures the $T R$ curve will shift and in the new equilibrium revenue will be higher and advertising expenditure will be higher (consistent with Baumol). However, output may be lower and price higher in the new equilibrium, depending on the shift and the elasticity of the demand curve following advertising, as well as on the cost conditions of the firm. This situation has not been explicitly envisaged by Baumol, whose model has been interpreted as implying that all 'excess' profit will be devoted to advertising and that, therefore, the increase in revenue will accrue from an increase in output resulting from the shift of the demand curve following advertising. However, Baumol's mathematical model allows for the possibility of a change in price as well as of advertising and output (see below).

Haveman and DeBartolo have presented a model which they call 'generalised Baumol model'. In their model price, cost, output and advertising expenditure are all free to vary. We will first present graphically their model as modified by M. Kafoglis and R. Bushnell ${ }^{4}$ and by C. J. Hawkins. ${ }^{5}$ We will next present their model mathematically and will point out that actually their model is identical to Baumol's mathematical presentation of his advertising model.

The cost curves. It is assumed that:(a) Production costs vary proportionally with output. Thus the total production cost function is a straight (positively-sloping) line through the

[^80]origin. (b) Advertising expenditure may change but is independent of the level of output. Thus a given level of advertising is presented by a straight line parallel to the $X$-axis. Higher advertising levels are shown by parallel lines which are further away from the $X$-axis. (c) The minimum profit constraint is exogenously determined and is denoted by a line parallel to the $X$-axis.

The total cost function is the summation of the production cost $(C)$, the advertising expenditure ( $A_{i}$ ) and the minimum profit constraint ( $\Pi$ ). Given the production cost function and the minimum profit constraint, a change in advertising $\left(A_{i}\right)$ will generate a family of total-cost curves which will be upward-sloping (with their slope equal to the slope of production cost function). Such a family of total-cost curves is shown in figure 15.6.
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The revenue curves. The total-revenue curve has the usual shape, initially increasing but at a decreasing rate, reaching a maximum (where $\partial R / \partial X=0$ ), and then decreasing (as $\partial R / \partial X<0$ ).

The total-revenue curve shifts upwards as advertising is increased. Thus, by changing advertising we may generate a family of total-revenue curves, each representing the relationship of total revenue to output at different levels of advertising expenditure. Such a family of total-revenue curves is shown in figure 15.7. Curve $R_{1}$ is drawn on the assumption that advertising expenditure is $A_{1}$. Curve $R_{2}$ implies an advertising expenditure of $A_{2}$, and so on.

Equilibrium of the firm. If we superimpose figures 15.6 and 15.7 and join the points of intersection of total-cost and total-revenue curves corresponding to the same amount of advertising expenditure, we obtain a curve which is called by Haveman and DeBartolo the ' $T C=T R$ ' curve. It is the dotted curve in figure 15.8. The firm is in equilibrium when it reaches the highest point of this curve. The equilibrium of the firm is at point $a^{*}$, with total costs $C^{*}$, total revenue $R^{*}$, output $X^{*}$, advertising $A^{*}$, and price equal to $0 R^{*} / 0 X^{*}$.

It should be clear that two conditions must be satisfied for equilibrium: Firstly, the firm must operate on some point of the ' $T C=T R$ ' curve. Secondly, $M C>M R$ at equilibrium. Thus at point $a_{3}$ the first condition is fulfilled ( $C_{3}=R_{3}$ ) but the second condition is violated, since at $a_{3}$ the two curves are tangent, implying $M C=M R$. Thus if the sales maximiser was producing at $X_{3}$, he would substitute production expenditure for advertising expenditure (a reallocation of resources from advertising to increased production) until output increased to $X^{*}$. In the process of adjustment price would fall,
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but the loss in revenue from this cause would be more than offset by the additional revenue from the increased output sold. In figure 15.8 we see that $R^{*}>\boldsymbol{R}_{3}$.

## A mathematical presentation of Baumol's Model 2

We define

$$
\begin{aligned}
R & =f_{1}(X, a)=\text { total revenue function } \\
C & =f_{2}(X)=\text { total production cost function } \\
\Pi & =\text { minimum acceptable profit } \\
A(a) & =\text { total cost of advertising function }
\end{aligned}
$$

The firm aims at the maximisation of

$$
R=f_{1}(X, a)
$$

subject to the minimum profit constraint

$$
\Pi=R-C-A \geq \Pi
$$

It is assumed that

$$
\frac{\partial R}{\partial a}>0, \quad \frac{\partial C}{\partial X}>0, \quad X>0
$$

Baumol's assumption

$$
\frac{\partial R}{\partial a}>0
$$

that is, demand shifts always in response to advertising, ensures that the constraint is operative. ${ }^{1}$
${ }^{1}$ Alternatively the assumption $\partial R / \partial X>0$, that is, demand is always elastic $(e>1)$ for any relevant output, would alone ensure that the constraint is operative.
(1) For the constrained firm we have

$$
R-C-A=\Pi
$$

(2) Using the Lagrangian multiplier method we may write the constraint in the form

$$
\lambda(R-C-A-\Pi)=0
$$

where $\lambda$ is the Lagrangian multiplier.
(3) We next maximise the Lagrangian expression

$$
\Phi=R+\lambda(\Pi-\bar{\Pi})
$$

or

$$
\begin{equation*}
\Phi=R+\lambda(R-C-A-\bar{\Pi}) \tag{15.1}
\end{equation*}
$$

Given that we choose to write the second term of the Lagrangian form with a positive sign, the value of $\lambda$ must be positive $(\lambda>0) .{ }^{1}$
The necessary conditions for a maximum are

$$
\frac{\partial \Phi}{\partial X} \leq 0, \quad \frac{\partial \Phi}{\partial a} \leq 0, \quad \frac{\partial \Phi}{\partial \lambda} \geq 0
$$

(i) Differentiating (15.1) with respect to $X$ we obtain

$$
\frac{\partial \Phi}{\partial X}=\frac{\partial R}{\partial X}+\lambda\left(\frac{\partial R}{\partial X}-\frac{\partial C}{\partial X}\right) \leq 0
$$

Given $X>0$, the above expression holds as an equality. Solving for $\partial C / \partial X$ we obtain

$$
\begin{equation*}
\frac{\partial C}{\partial X}=\frac{\lambda+1}{\lambda} \cdot \frac{\partial R}{\partial X}=\left(1+\frac{1}{\lambda}\right) \frac{\partial R}{\partial X} \tag{15.2}
\end{equation*}
$$

Given that $\lambda>0$, it is obvious that

$$
\frac{\partial C}{\partial X}>\frac{\partial R}{\partial X} \quad \text { or } \quad M C>M R
$$

while for a profit maximiser $M C=M R$. This shows that the output of a sales maximiser will be larger than the output of a profit maximiser.
(ii) Differentiating (15.1) with respect to advertising $a$ we obtain

$$
\frac{\partial \Phi}{\partial a}=\frac{\partial R}{\partial a}+\lambda\left(\frac{\partial R}{\partial a}-\frac{\partial A}{\partial a}\right) \leq 0
$$

Assuming $a>0$, the above expression holds as an equality. Solving for $\partial A / \partial a$ we obtain

$$
\frac{\partial A}{\partial a}=\left(1+\frac{1}{\lambda}\right) \frac{\partial R}{\partial a}
$$

or

$$
\begin{equation*}
\left(\frac{\partial A}{\partial a} / \frac{\partial R}{\partial a}\right)=\left(1+\frac{1}{\lambda}\right) \tag{15.3}
\end{equation*}
$$

## ${ }^{1}$ Baumol writes the Lagrangian form as

$$
\Phi=R-\lambda(R-C-A-\Pi)
$$

Hence in his analysis $\lambda<0$.
while for a profit maximiser

$$
\left(\frac{\partial A}{\partial a} / \frac{\partial R}{\partial a}\right)=1
$$

Thus, given $\lambda>0$, advertising expenditure will be higher for a sales maximiser.
M. Kafoglis and R. Bushnell have extended Baumol's mathematical presentation as follows. (1) Expression (15.2) may be written as

$$
\begin{equation*}
\left(\frac{\partial C}{\partial X} / \frac{\partial R}{\partial X}\right)=\left(1+\frac{1}{\lambda}\right) \tag{15.4}
\end{equation*}
$$

For $a>0$, expression (15.3) holds. Hence when advertising takes place the following equilibrium condition holds

$$
\begin{equation*}
\left(\frac{\partial C}{\partial X} / \frac{\partial R}{\partial X}\right)=\left(\frac{\partial A}{\partial a} / \frac{\partial R}{\partial a}\right)=\left(1+\frac{1}{\lambda}\right) \tag{15.5}
\end{equation*}
$$

This implies that surplus profits will be devoted partly to advertising and partly to increased production.
(2) If we make no assumption about the value of $a$ (advertising), then expression (15.3) becomes

$$
\begin{equation*}
\left(\left.\frac{\partial A}{\partial a} \right\rvert\, \frac{\partial R}{\partial a}\right) \geq\left(1+\frac{1}{\lambda}\right) \tag{15.6}
\end{equation*}
$$

Combining (15.4) and (15.6) we obtain

$$
\begin{equation*}
\left(\frac{\partial R}{\partial X} / \frac{\partial C}{\partial X}\right) \geq\left(\frac{\partial R}{\partial a} / \frac{\partial A}{\partial a}\right) \tag{15.7}
\end{equation*}
$$

The inequality sign implies that an extra money unit spent on producing additional $X$ adds more to the total revenue than if it were spent on additional advertising. Thus all surplus profit will be spent on increased production and no advertising will take place.

In any case (Kafoglis and Bushnell conclude) price will always be lower and advertising expenditure smaller than when all surplus profit is allocated to advertising.

In conclusion Baumol's mathematical version of his advertising model allows for 'excessive' production expenditure and lower price as well as for the more commonly accepted case of 'excessive' advertising and higher price. In fact Baumol's model is even compatible with strong price competition, which may result in a price lower than the MC. This can be easily seen if in the equilibrium condition

$$
M C>M R
$$

we substitute

$$
M R=P\left(1-\frac{1}{e}\right)
$$

to obtain

$$
M C>P\left(1-\frac{1}{e}\right)
$$

With appropriate values of $|e|$ it is possible that ${ }^{1}$

$$
M C>P>M R
$$

[^81]
## Model 3: multiproduct firm, without advertising

If we assume that the firm has a given amount of resources (and given costs $\bar{C}$ ) and wants to allocate them among the various commodities it produces so as to maximise sales revenue, it will reach the same equilibrium solution as the profit maximiser, that is, it will produce the same quantities of the various products as if it were a profit maximiser. Formally, the condition for the equilibrium of the multiproduct firm (with given resources and costs) is

$$
\frac{\partial R / \partial X_{i}}{\partial R / \partial X_{j}}=\frac{\partial C / \partial X_{i}}{\partial C / \partial X_{j}}
$$

which reads: the firm is in equilibrium when the ratio of the marginal revenue from any two commodities ( $i$ and $j$ ) is equal to the ratio of their marginal costs.

We may present the above solution graphically, assuming for simplicity that the firm produces two commodities, $y$ and $x$. The required apparatus has been developed in Chapter 3. It involves the tools of the product transformation curve and of isorevenue curves.


Figure 15.9
The slope of the transformation curve is called the marginal rate of product transformation and is equal to the ratio of the marginal costs of the two commodities:

$$
M R T_{y, x}=-\frac{\partial C / \partial X}{\partial C / \partial Y}
$$

The product transformation curve is concave to the origin showing the increasing difficulty (increasing cost) of reducing product $y$ and reallocating the resources to the increase of product $x$.

An isorevenue curve shows the same revenue earned by different combinations of quantities of $y$ and $x$. The further away from the origin, the higher the total revenue earned. The isorevenue curve has a slope equal to the ratio of the marginal revenues of the two commodities:

$$
\left[\begin{array}{l}
\text { Slope of } \\
\text { isorevenue } \\
\text { curve }
\end{array}\right]=\frac{\partial R / \partial X}{\partial R / \partial Y}=\frac{\text { Marginal revenue of } x}{\text { Marginal revenue of } y}
$$

The isorevenue curve is drawn convex to the origin, implying a falling demand curve for the two products, and hence a declining marginal revenue for additional units sold.
(If prices were constant, the isorevenue curve would be a straight line with a negative slope, equal to the ratio of the prices of $x$ and $y$.)

The firm is in equilibrium at point $\varepsilon$ where the given product transformation curve is tangent to the highest isorevenue curve. The firm maximises its sales revenue by selling $0 X$ of commodity $x$ and $0 Y$ of commodity $y$. This solution is identical with the equilibrium of a profit maximiser (see Chapter 3). There is nothing startling about this, since in both models we assume given resources and costs. The profit maximiser maximises

$$
\Pi=R-\bar{C}
$$

Clearly, given $\bar{C}$, whatever output combination maximises $R$ also maximises profit $\Pi$.
However, if the resources (and costs) are not given and the firm can allocate increased quantities of factors to the production of any product, the profit maximiser will have a different equilibrium product mix than the sales maximiser. This may be shown graphically by using isorevenue and isoprofit curves (figure 15.10). The isorevenue curves have the same convex shape as previously. The isoprofit curves are concave to the origin,
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showing that the profitability of $y$ and $x$ decreases after a certain level of output, and may even become negative (losses): with a downward-falling demand curve for both commodities, revenues and profits decrease at high levels of output (as well as at low levels of output). Since the products compete for the resources of the firm, the closer to the origin an isoprofit curve is the higher the level of profit it depicts (see Chapter 9). If the minimum profit constraint is $\Pi_{1}$, the equilibrium of the sales maximiser is defined by point $a$ on the isorevenue curve $R_{6}$. Similarly, if the minimum acceptable profit is $\Pi_{2}$, the sales-maximising solution is $b$ on curve $R_{\mathbf{4}}$. In general, the higher the profit constraint the lower is the attainable sales revenue. Point $R$ represents the unconstrained sales-maximisation solution; it is the level of sales where $M R=0$, and is attained if the profit constraint is not operative, while point $\Pi$ represents the profit-maximisation solution. Given the shapes of costs and demand curves implied by the isorevenue and the isoprofit curves, output levels of both $y$ and $x$ are higher for a sales maximiser than for a profit maximiser.

In summary, if the resources (and costs) are not given, the multiproduct firm will reach a different product mix, depending on whether it is a profit maximiser or a sales maximiser.

The formal condition of equilibrium of a sales-maximising multiproduct firm may be stated as follows:

$$
\frac{\partial R}{\partial X_{i}} / \frac{\partial R}{\partial X_{j}}=\frac{\partial \Pi}{\partial X_{i}} / \frac{\partial \Pi}{\partial X_{j}}
$$

which reads: the ratio of the marginal revenues of commodities $i$ and $j$ must be equal to the ratio of their marginal profitabilities. That is, the equilibrium of a sales maximiser is defined by a point of tangency of the isorevenue and the isoprofit curves; it will be a point on the curve Rabcde.

## Model 4: multiproduct model, with advertising

We will develop this model using calculus so as to achieve maximum generality. The firm aims at sales revenue maximisation subject to a minimum profit constraint. Formally we have:

## Maximise

$$
R=f_{1}\left(X_{i}, a_{i}\right)
$$

(where $a_{i}=$ advertising expenditure on commodity $i$ )

$$
\text { subject to } \quad \Pi=R-C-A=\Pi
$$

where

$$
\begin{aligned}
& R=\Sigma P_{i} X_{i}=P_{1} X_{1}+P_{2} X_{2}+\cdots+P_{n} X_{n} \\
& C=f_{2}\left(X_{1}, X_{2}, \ldots, X_{n}\right) \\
& A=\Sigma a_{i}=a_{1}+a_{2}+\cdots+a_{n}
\end{aligned}
$$

From the solution of this constrained maximisation problem ${ }^{1}$ we obtain the levels of output ( $X_{i} \mathrm{~s}$ ) and the levels of advertising $\left(a_{i} \mathrm{~s}\right)$ that maximise sales revenue and earn the minimum acceptable profit. We subsequently substitute the $X_{i}$ into the demand functions of the individual products (which are assumed known) and obtain the prices.

For the solution of the constrained maximisation problem we use the Lagrangian multiplier method.
The 'composite' function (or Lagrangian form) is

$$
\begin{equation*}
\phi=R+\lambda(R-C-A-\Pi) \tag{15.8}
\end{equation*}
$$

The levels of output $X_{1}, X_{2}, \ldots, X_{n}$ are defined by a set of $n$ equations derived by differentiating (15.8) with respect to $\boldsymbol{X}_{i}$. For any two products ( $X_{i}$ and $X_{j}$ ) we have the functions

$$
\begin{aligned}
& \frac{\partial \phi}{\partial X_{i}}=\frac{\partial R}{\partial X_{i}}+\lambda\left(\frac{\partial R}{\partial X_{i}}-\frac{\partial C}{\partial X_{i}}\right)=0 \\
& \frac{\partial \phi}{\partial X_{j}}=\frac{\partial R}{\partial X_{j}}+\lambda\left(\frac{\partial R}{\partial X_{j}}-\frac{\partial C}{\partial X_{j}}\right)=0
\end{aligned}
$$

which yield

$$
\frac{\partial R}{\partial X_{i}} / \frac{\partial R}{\partial X_{j}}=\frac{\partial C}{\partial X_{i}} / \frac{\partial C}{\partial X_{j}}
$$

This is the same condition as the one for model 3. Advertising does not alter this condition due to Baumol's assumption that advertising is not a function of output.

The levels of advertising expenses on each product, $a_{1}, a_{2}, \ldots, a_{n}$ are obtained from another
${ }^{1}$ It is assumed that the minimum profit constraint is operative.
set of $n$ equations derived by differentiating $\phi$ with respect to $a_{i}$. Thus for any two products ( $X_{i}$ and $X_{j}$ ) we have

$$
\begin{aligned}
& \frac{\partial \phi}{\partial a_{i}}=\frac{\partial R}{\partial a_{i}}+\lambda\left(\frac{\partial R}{\partial a_{i}}-1\right)=0 \\
& \frac{\partial \phi}{\partial a_{j}}=\frac{\partial R}{\partial a_{j}}+\lambda\left(\frac{\partial R}{\partial a_{j}}-1\right)=0
\end{aligned}
$$

which yield the additional equilibrium condition

$$
\frac{\partial R}{\partial a_{i}} / \frac{\partial R}{\partial a_{j}}=1
$$

or

$$
\frac{\partial R}{\partial a_{i}}=\frac{\partial R}{\partial a_{j}}
$$

This condition states that the marginal revenue of advertising commodity $i$ must be equal to the marginal revenue of advertising commodity $j$. If this were not so, the firm could increase $R$ by reallocating the total advertising expenditure $A$ among the different products, increasing advertising on those commodities for which the marginal revenue would be higher.

We thus have $2 n+1$ equations to be solved for the $n$ outputs ( $X_{1}, X_{2}, \ldots, X_{n}$ ), the $n$ advertising expenditures ( $a_{1}, a_{2}, \ldots, a_{n}$ ) and for the Lagrangian multiplier $\lambda$ :

$$
\begin{gathered}
\frac{\partial R}{\partial X_{i}}=\frac{\lambda}{1+\lambda} \frac{\partial C}{\partial X_{i}} \quad(i=1,2, \ldots, n) \\
\frac{\partial R}{\partial a_{i}}=\frac{\lambda}{1+\lambda} \quad(i=1,2, \ldots, n) \\
R-C-A=\Pi
\end{gathered}
$$

We may easily establish that with advertising included in the model the minimum profit constraint will always be operative. That is, the firm will not reach point $R$ on figure 15.10 , because it will be stopped at a lower revenue by the profit constraint. To prove this it suffices to show that the marginal revenues of the products are positive at the equilibrium solution, that is

$$
\frac{\partial R}{\partial X_{i}}>0 \quad(i=1,2, \ldots, n)
$$

We established that

$$
\begin{equation*}
\frac{\partial R}{\partial X_{i}}=\frac{\lambda}{1+\lambda} \frac{\partial C}{\partial X_{i}}=\left(\frac{\lambda}{\lambda+1}\right)\left(\frac{\partial C}{\partial X_{i}}\right) \tag{15.9}
\end{equation*}
$$

and

$$
\frac{\partial R}{\partial a_{i}}=\frac{\lambda}{\lambda+1}
$$

But the marginal cost is always positive $\left(\partial C / \partial X_{i}>0\right)$ and by Baumol's assumption the marginal revenue of advertising is positive $\left(\partial R / \partial a_{i}>0\right)$, so that $\lambda /(\lambda+1)>0$.
Consequently

$$
\frac{\partial R}{\partial X_{i}}>0
$$

given

$$
\frac{\lambda}{i+1}>0 \quad \text { and } \quad \frac{\partial C}{\partial X_{i}}>0
$$

Thus the firm will not be in equilibrium if $\Pi>\Pi$, because by increasing its advertising expenditure (and reducing $\Pi$ ) it will attain a higher sales revenue. In other words the profit constraint is always operative.

Furthermore, at equilibrium

$$
\frac{\partial C}{\partial X_{i}}>\frac{\partial R}{\partial X_{i}}
$$

that is, the marginal cost for any one commodity is greater than its marginal revenue. This is derived from expression (15.9) as follows.

$$
\frac{\partial R}{\partial X_{i}}=\left(\frac{\lambda}{\lambda+1}\right)\left(\frac{\partial C}{\partial X_{i}}\right)
$$

Solving for $\partial C / \partial X_{i}$ we obtain

$$
\frac{\partial C}{\partial X_{i}}=\left(\frac{\lambda+1}{\lambda}\right)\left(\frac{\partial R}{\partial X_{i}}\right)=\left(1+\frac{1}{\lambda}\right) \frac{\partial R}{\partial X_{i}}
$$

Given $\lambda>0$, it follows that

$$
\frac{\partial \mathrm{C}}{\partial X_{i}}>\frac{\partial R}{\partial X_{i}}
$$

This model can be extended to cover simultaneous changes in advertising and in output when surplus profits are earned.

## IV. BAUMOL'S DYNAMIC MODEL

The static single-period model developed in the previous section is only an introduction to the more ambitious multiperiod analysis attempted by Baumol. The most serious weakness of the static model is the short time-horizon of the firm and the treatment of the profit constraint as an exogenously determined magnitude. In the dynamic model the time-horizon is extended and the profit constraint is endogenously determined.

## The assumptions of the dynamic model

1. The firm attempts to maximise the rate of growth of sales over its lifetime.
2. Profit is the main means of financing growth of sales, and as such is an instrumental variable whose value is endogenously determined.
3. Demand and costs have the traditional shape: demand is downward-falling and costs are U-shaped.
Profit is not a constraint (as in the static model) but an instrumental variable, a means whereby the top management will achieve its goal of a maximum rate of growth of sales.

Growth may be financed by internal and external sources. However, there are limits to the external sources of finance. Thus profits will be the main source for financing the rate of growth of sales revenue. For simplicity we may actually assume that growth will be entirely financed by profits.

## The multiperiod model

We assume that the sales revenue $(R)$ grows at a rate of growth $(g)$ per cent. Over its lifetime the firm will have a stream of revenues

$$
R, R(1+g), R(1+g)^{2}, \ldots, R(1+g)^{n}
$$

The present value of this stream of future revenues is estimated by the usual discount formula

$$
R, R\left(\frac{1+g}{1+i}\right), R\left(\frac{1+g}{1+i}\right)^{2}, \ldots, R\left(\frac{1+g}{1+i}\right)^{n}
$$

where $i$ is the subjective rate of discount of the firm. The latter is exogenously given by the expectations and risk-preferences of the firm, and is higher than any form of market interest rate because it includes subjective assessment of risk.

The total present (discounted) value of all future revenues is

$$
S=\sum_{t=0}^{n} R\left(\frac{1+g}{1+i}\right)^{t} \quad(t=0,1, \ldots, n)
$$

The firm attempts to maximise the present value of the stream of sales revenue over its lifetime, by choosing appropriate values for the current (initial) level of sales revenue ( $R$ ) and its growth rate $(g)$. It is obvious that $S$ is positively related to both $R$ and $g$ : the present value of the stream of revenues will be higher for higher $R$ and $g$ values. Thus the firm should choose as large as possible values of $R$ and $g .{ }^{1}$

Given that $g$ is financed (mainly or totally) by the internal profits one might ask whether sales maximisation makes sense as the goal of the firm in a multiperiod analysis. Surely by maximising profits the firm could finance a higher rate of growth. Why then sacrifice current profits in favour of increased current sales? The answer to this question lies in the nature of the relationship between profits ( $\Pi$ ), current sales $(R)$, and the rate of growth $(g)$. The growth function is

$$
g=f_{1}(\Pi, R)
$$

where $R$, the current sales revenue, is an instrumental variable, and profits $\Pi$ are defined by the function

$$
\Pi=f_{2}(R, g, i, C)
$$

(where $C$ denotes costs).
The growth function is actually derived from the profit function and is shown in figure 15.11. Expansion of the firm will depend on the current level of profits, because the retained portion of $\Pi$ is the (primary) source of growth. Consequently the highest attainable growth rate $(g)$ will be at the point of maximum profits. Beyond the level of sales revenue where profits are maximised, that is, beyond $R_{\Pi m}$ in figure 15.11 , the growth rate will decline, as profits are declining. In other words, up to point $a$, which corresponds to the maximum profit level, both the current sales revenue $R$ and its rate of growth $g$ increase simultaneously. Beyond that point, however, current sales revenue continues to increase but the rate of growth declines. Thus beyond $R_{\mathrm{H}_{m}}$ sales revenue and growth become competing goals: the firm has to choose between higher current revenue growing at a lower growth rate over time, and lower current sales growing faster over time. Clearly there is an infinite combination of values of $g$ and $R$ that the firm may

[^82]

Figure 15.11
choose. Among all possible values the firm will choose the pair of values of $g$ and $R$ that maximise the present value of the future stream of sales $S$.

To find the equilibrium of the firm we need an additional tool, the iso-present-value curve. This curve shows all combinations of $g$ and $R$ that yield the same $S$. Recall that from the definition of $S$

$$
S=\sum_{t=0}^{n} R\left(\frac{1+g}{1+i}\right)^{t}
$$

that is, the discounted value of the stream of future revenues is positively related to both $g$ and $R$ and negatively related to the subjective discount rate $i$. Given $i$ (which is exogenously determined), the simplest relationship that can be postulated between these variables is of a linear form

$$
\begin{equation*}
S=b_{1} \cdot g+b_{2} \cdot R \tag{15.10}
\end{equation*}
$$

where $b_{1}$ and $b_{2}$ are constant coefficients, which may be estimated from past performance. Solving this equation for $g$ we find

$$
\begin{equation*}
g=\frac{1}{b_{1}} S-\frac{b_{2}}{b_{1}} R \tag{15.11}
\end{equation*}
$$

With this equation we may find any iso-present-value curve. For example, assume that the values of the parameters of the $S$ function are

$$
b_{1}=250 \text { and } b_{2}=0.5
$$

These values, substituted in (15.11), yield

$$
g=\frac{1}{250} S-\frac{0.5}{250} R
$$

or

$$
\begin{equation*}
g=0.004 S-0.002 R \tag{15.12}
\end{equation*}
$$

The iso-present-value curve showing $S=10$ is found by substituting this value in (15.12) and assigning different values to $R$. Thus:

$$
\begin{array}{ll}
\text { if } R=0 & g=0.4 \\
\text { if } R=1 & g=0.038 \\
\text { if } R=2 & g=0.036 \\
\text { if } R=20 & g=0
\end{array}
$$



Figure 15.12
Plotting these pairs of $g, R$ values on a graph and joining them with a straight line we obtain the iso-present-value curve $S=10$ (see figure 15.12). By assigning different values to $S$ and repeating the above process we may obtain a set of $S$ curves. Under our assumptions the iso-present-value curves will be downward-sloping and will be parallel to one another. Their slope is given by the ratio of the coefficients $b_{1}$ and $b_{2}$ of the $S$ function (that is, slope of $S=b_{2} / b_{1}$ ). Of course the $S$ curves may be non-linear, of any form. The only requirement is that they have a negative slope, and this has been established on a priori grounds. Clearly the further away from the origin an iso-present-value curve lies, the higher the discounted stream of revenues it depicts.

The firm will choose the highest possible of the iso-present-value curves. That is, the firm is in equilibrium at the point of tangency of the growth curve (0aA) to the highest $S$ curve (point $\varepsilon$ in figure 15.13). The point of tangency defines the equilibrium values $g^{*}$ and $R^{*}$, that is, the attainable rate of growth and the level of current sales which maximises the present value of the stream of future revenues ( $S^{*}$ in figure 15.13).


Figure 15.13
The curve $0 a A$ depicts the attainable growth rate (g) for any given value of current sales revenue ( $R$ ). Growth is financed out of current profits, and the growth curve is therefore derived from the profit curve ( $0 \Pi$ in figure 15.14). Note that at the origin and at the output level $0 B$ total profit is zero and hence the rate of growth is zero). Given $R^{*}$, we may determine the equilibrium level of output from the total revenue curve in figure 15.14. The sales maximiser will produce output $X^{*}$ and will sell it at a price equal to $0 R^{*} / 0 X^{*}$. Given the equilibrium output $X^{*}$ and the profit function, the profit constraint is now endogenously determined at $\Pi^{*}$. In other words, the sales maximiser will require a profit level of $\mathrm{II}^{*}$ in order to finance the optimal growth rate $g^{*}$.


Figure 15.14
The multiperiod model can be modified to allow for an exogenously determined minimum acceptable level of profit, as well as to allow for advertising and other non-price competition activities and for multiproduct activities.

The predictions of the multiperiod model are the same as those of the single-period model:

Output will be higher and price lower for a sales maximiser than for a profit maximiser if advertising is ignored. However, with advertising taking place there may be conditions under which these predictions will be different. (See the Haveman-DeBartolo version of the sales-maximisation model.)

Advertising expenditures will be higher for a sales maximiser, due to the assumption of a monotonic positive relation between sales revenue $(R)$ and advertising expenditure.

An increase in overhead costs will lead to a reduction in output and an increase in price.

The levying of a lump-sum tax will have similar results: an increase in price and a reduction in output. The welfare implications of the behaviour of a sales maximiser are obvious. If the government imposes a lump-sum tax with the aim of redistributing income away from the taxed firm, its goal will not be attained, since the sales maximiser will shift the burden to his customers by charging increased prices.

Imposition of a specific tax will lead the sales maximiser to a larger reduction in output and a larger increase in price as compared with a profit maximiser.

A shift in market demand to the right will lead to an increase in output and an increase in advertising, while the effect on $P$ is not certain in Baumol's model. However, in the Haveman-DeBartolo generalised model this prediction may not be true.

An increase in variable costs will lead the sales maximiser to an increase in price and a reduction in output. These changes will be greater than those of a profit maximiser.

## V. EMPIRICAL EVIDENCE

Baumol claims that an increase in overheads, or the imposition of a lump-tax, both lead to an increase in the price charged by firms. This business practice, Baumol argues, provides evidence in support of his theory.

However, the same business behaviour would be appropriate for a firm which sets its price at such a level as to prevent entry. Recall that according to all versions of limit-pricing, a general increase in costs, or the imposition of a tax that affects all firms in the industry in the same way, will induce firms to increase their prices, because they
know that everyone will follow the same policy and thus there is no danger of losing market share. In general the behavioural differences between long-run profit maximisation and sales maximisation are so subtle that no conclusive econometric tests can be carried out with the available data, most of which are compatible with various behavioural hypotheses.

Sales maximisation is incompatible with an elasticity of demand of less than unity. Thus one would think that if the estimation of firms' demand functions show $|e|<1$, this would provide evidence against the sales-maximisation hypothesis. ${ }^{1}$ Yet there are so many variables that affect demand over time that econometric studies of individual demand functions become extremely tedious and mostly unreliable. No one has as yet published satisfactory results on individual demand functions.

McGuire, Chiu and Elbing ${ }^{2}$ attempted to test Baumol's contention that 'executive salaries appear to be far more closely correlated with the scale of operations of the firm than with profitability'. They chose 45 of the largest 100 industrial corporations in the United States and computed simple correlation coefficients between executive incomes and sales revenue ( $r_{Y R}$ ) and profits ( $r_{Y \Pi}$ ) over the seven-year period 1953-59. Their results suggest that the correlation between executive incomes and sales revenue is stronger than the correlation between executive incomes and profits.

However, the authors recognise the serious limitations of simple correlation analysis, and in particular the fact that correlation does not necessarily imply causation, and they thus accept that their evidence is far from conclusive.

A more comprehensive empirical study was made by M. Hall. ${ }^{3} \mathrm{He}$ attempted to test the hypothesis implicit in Baumol's theory, that if profits above the minimum constraint are earned, ceteris paribus, firms pursue policies (for example, cut prices, and increase advertising and investment) in order to increase their sales revenue. He applied regression analysis to a sample of the largest American corporations, which operate in markets which fulfil the conditions of the sales-maximisation model. For each industry Hall estimated a minimum profit constraint (equal to the five-year mean profit rates for firms in the industry) and he assumed that this is the same for all the firms of his sample belonging to that industry. Hall's regression model is of the general form

$$
\Delta S_{i j}=f\left(\Delta P_{i j}, \Delta D_{i j}, \Delta A_{i j}, V_{1}, V_{2}\right)
$$

where $\Delta S_{i j}=$ change in sales of the $i$ th firm in the $j$ th industry.
$\Delta P_{i j}=$ deviation of the actual profit from the minimum profit constraint of the $i$ th firm in the $j$ th industry.
$\Delta D_{i j}=$ change in industry demand.
$\Delta A_{i j}=$ change in assets of the $i$ th firm in the $j$ th industry.
$V_{1}, V_{2}=$ dummy variables to account for other factors that are common across firms in a given industry.
On a priori grounds (that is, if firms were sales maximisers) Hall expected a strong positive relationship between sales revenue changes and the deviation of actual from the desired profit (that is, the estimated profit constraint), since a positive departure of actual profits from the minimum acceptable level would induce the firms to pursue policies which increase sales revenue. However, his measurements revealed insignificant correlations between these variables, thus providing evidence against Baumol's salesmaximisation hypothesis.

[^83]L. Waverman ${ }^{1}$ questioned the empirical findings of Hall on the following main grounds: (a) the influence of exogenous variables, such as changes in demand and prices of factors, had not been adequately taken into account; $(b)$ the estimate of the minimum profit constraint could be questioned on several grounds; $(c)$ the estimation method used by Hall was not appropriate due to errors of measurement of the profits available. Hall in an answer to Waverman ${ }^{2}$ accepts that the main defect of his study lies in the method of estimation of the minimum profit constraint, but he points out that this was the best he could do with the available data. This weakness, however, is very important and Waverman seems justified in questioning the results of Hall's study.

Marby and Siders ${ }^{3}$ computed correlation coefficients between sales and profits (adjusted for trend) over twelve years (1952-63) for 120 large American Corporations. They argue that zero or negative correlations between sales and profits would support Baumol's hypothesis. Their findings showed positive significant correlations between sales revenue and profits. This result does not necessarily contradict the sales-maximisation hypothesis, since sales and profits are positively correlated in Baumol's model up to the point of maximum profits. The authors, recognising this fact, concentrated on 'reliable' data of twenty-five firms, which, they thought, had been operating at scales of output beyond the levels corresponding to maximum profit. However, even in these cases the correlations between profits and sales were mostly positive. This evidence was interpreted as refuting the sales-maximisation hypothesis.
D. R. Roberts ${ }^{4}$ using a cross-section sample of 77 American firms (for the period 1948-50) found that executive earnings are correlated with the size of sales but not with the level of profits. This result provides evidence supporting Baumol's claim that managers have strong reasons to pursue the expansion of sales rather than increase profits.

In summary, we can say that although various studies have been conducted to test Baumol's hypothesis, the empirical evidence is not conclusive in favour of or against the sales-maximisation hypothesis.

## VI. SOME COMMENTS

The sales-maximisation hypothesis cannot be tested against competing behavioural hypotheses unless the demand and cost functions of individual firms are measured. However, such data are not disclosed by firms to researchers, and are commonly unknown to the firms.

It has been argued that in the long run the sales-maximisation and the profit-maximisation hypotheses yield identical solutions; because profits attain their normal level in the long-run and the minimum profit constraint will coincide with the maximum attainable ('normal') level of profit. This argument cannot be accepted without any empirical evidence to support it.

The sales-maximisation theory does not show how equilibrium in an industry, in which all firms are sales maximisers, will be attained. The relationship between the firm and the industry is not established by Baumol.

Baumol's hypothesis is based on the implicit assumption that the firm has market

[^84]power, that is, it can have control on its price and expansion policies. The firm can take decisions without being affected by competitors' reactions.

Thus Baumol rules out interdependence ex hypothesi, and hence his theory cannot explain the core problem of uncertainty in non-collusive oligopoly markets.

The theory cannot explain observed market situations in which price is kept for considerable time periods in the range of inelastic demand.

The theory ignores not only actual competition, but also the threat of potential competition. It fails to see that if a firm encroaches on the share of firms in the same industry or other industries, reactions are bound to set limits to its discretion in expanding sales.

The assumption that the $M R$ of advertising is positive $(\partial R / \partial a>0)$ is not justified by Baumol. And casual observation shows that this may not be so.
M. H. Peston ${ }^{1}$ ventured the idea that sales maximisation is not incompatible with the goal of long-run profit maximisation. A firm, he argues, may be willing to keep sales at a high level, even though they are unprofitable in the short run, in the hope that eventually (in the long run) the product will become profitable once established in the market.

Such behaviour is common for new products, for which the firm expects no profits or even losses at the initial stage of their introduction. However, firms expect to earn profits once their product becomes known in the market and captures a share at least equal to the minimum optimum scale. This behaviour, however, does not by itself provide a proof that the firm is a sales maximiser or a profit maximiser. After all, in Baumol's model, sales and profits are not competing goals up to the level of output at which profit is maximised. Thus Peston's argument does not seem to invalidate Baumol's theory.

Peston also argued that firms may increase their sales beyond the level at which profit is maximised from sheer ignorance of their demand curve. If the LRAC is falling and firms miscalculate their demand, they almost certainly surpass the profit-maximising output. Thus, Peston concludes, if firms are observed to sell too large an output, this does not show their preference for sales over profits, but may well be attributed to ignorance of demand conditions and the eagerness of firms to exploit technological changes which reduce costs at higher scales of output. We think that this argument of Peston's does not contradict the sales-revenue-maximisation hypothesis. Even with falling costs the two goals are complementary over some scales of output but become competing beyond a certain level of output.
J. R. Wildsmith ${ }^{2}$ attacks Baumol on 'intuitive' grounds. He argues that the salesmaximisation model has the unacceptable implication that whenever profits above the minimum required level are earned 'managers would derive extra satisfaction from huge outlays on advertising which brought negligible increases in sales and large reductions in profits'. Put in this way the argument seems plausible enough. However, Wildsmith seems to overlook Baumol's statement that although in his model only advertising is explicitly introduced for simplicity, other activities (such as change in the style of the product, increase of staff, increase of perquisites of managers, research and development expenses) may be incorporated in it without altering its basic mechanics. Such activities are often undertaken (as well as additional advertising) when profits above the minimum required level are earned, and presumably they increase the utility of managers. Furthermore the 'generalised Baumol model' allows increases of output as well as increases in advertising when surplus profits are earned (see above, p. 333). Thus Wildsmith's argument does not seem valid.

[^85]Shepherd ${ }^{1}$ has suggested that if the demand curve has a steep kink, so that to the right of the kink the $M R$ is negative (figure 15.15), the goals of profit maximisation and sales maximisation would not be competing as Baumol implies, because under these conditions the firm's equilibrium would be at the point of the kink. In other words, the 'kinky' solution would be chosen both by a profit maximiser and a sales maximiser.

This is easy to understand if we consider that the necessary condition of equilibrium for both types of firms is

$$
\frac{\partial R}{\partial X}>0
$$

(provided that the profit constraint is operative). Since at the output corresponding to the kink $M R>0$, while at any larger output $M R<0$, it is clear that irrespective of goal (profit maximisation or sales maximisation) the firm will choose to produce the output corresponding to the kink.
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This argument has been attacked by Hawkins, ${ }^{2}$ who argues that Shepherd would be right if price were the only competitive weapon of firms. Given that in the modern oligopolistic industrial world advertising and other non-price weapons (for example, product changes) are the main instruments of competition, Shepherd's argument is not valid. With advertising taking place the kinked-demand curve of a profit maximiser will be closer to the origin than the kinked curve of a sales maximiser, because the latter indulges in heavier advertising expenditures. Thus both types of firms will operate at the kink of their demand curves (if beyond the kink $M R<0$ ), but the output of the profit maximiser will be smaller than the output of the sales maximiser, because (at the same price level) the kink of the latter's demand will occur to the right of the kink of the profit maximiser. This situation is shown in figure 15.16 , from which it is obvious that $X_{\Pi m}<X_{S m}$ at the same price, $P$.

Hawkins suggests that if in fact there is a steep kink in the demand curve Baumol's model is improved, because its predictions (in case of shifts in the demand) become precise. With an accentuated kink, if demand shifts, advertising and output will increase, while price will remain unchanged, ceteris paribus, at the level of the kink.

[^86]Baumol claims that because in his model output will be larger than the output of a profit maximiser, the sales-maximisation hypothesis implies a lower degree of misallocation of resources and hence an increase in the welfare of the society. This claim is not necessarily true. The whole argument rests on the shape of the demand and cost curves as well as on the way by which one measures the society's optimal output.

Assume that the cost and revenue curves are as shown in figure 15.17.


Figure 15.17
A profit maximiser will produce (at $M C=M R$ ) output $X_{\Pi}$ and charge the price $P_{\Pi}$.
An unconstrained sales maximiser would produce $X_{S}^{*}$ (where $M R=0$ ). If he is constrained to have a maximum profit equal (say,) to the shaded area $P_{S} C B A$, the sales maximiser will produce $X_{S}$ and sell it at $P_{S}$.

Clearly $X_{S}>X_{\Pi}$ and $P_{s}<P_{\Pi}$. Profits also will be higher for the profit maximiser.
The question is: will the society be better off with a sales maximiser?
If the optimal output for the society is $X_{w}$ (defined by $P=M C$ ), the sales maximiser's output under the above conditions will be further away from the optimum output than the profit maximiser's output. In this case the misallocation of resources (if measured as a departure of $P$ from $M C$ ) will be greater for the sales maximiser.

However, if the society's optimum is $X_{S}^{*}$ (where $P=A T C$ inclusive of a normal profit), then the sales maximiser is preferable to a profit maximiser.

Thus Baumol's claim, that his solution is preferable from the society's welfare point of view, is not necessarily valid. ${ }^{1}$

[^87]
## 16. Marris's Model of the Managerial Enterprise

## I. GOALS OF THE FIRM

The goal of the firm in Marris's model ${ }^{1}$ is the maximisation of the balanced rate of growth of the firm, that is, the maximisation of the rate of growth of demand for the products of the firm, and of the growth of its capital supply:

Maximise $g=g_{D}=g_{C}$
where $g=$ balanced growth rate
$g_{D}=$ growth of demand for the products of the firm
$g_{c}=$ growth of the supply of capital
In pursuing this maximum balanced growth rate the firm has two constraints. Firstly, a constraint set by the available managerial team and its skills. Secondly, a financial constraint, set by the desire of managers to achieve maximum job security. These constraints are analysed in a subsequent section.

The rationalisation of this goal is that by jointly maximising the rate of growth of demand and capital the managers achieve maximisation of their own utility as well as of the utility of the owners-shareholders.

It is usually argued by managerial theorists that the division of ownership and management allows the managers to set goals which do not necessarily coincide with those of owners. The utility function of managers includes variables such as salaries, status, power and job security, while the utility function of owners includes variables such as profits, size of output, size of capital, share of the market and public image. Thus managers want to maximise their own utility

$$
U_{M}=f(\text { salaries, power, status, job security })
$$

while the owners seek the maximisation of their utility

$$
U_{0}=f^{*}(\text { profits, capital, output, market share, public esteem }) .
$$

Marris argues that the difference between the goals of managers and the goals of the owners is not so wide as other managerial theories claim, because most of the variables appearing in both functions are strongly correlated with a single variable: the size of the firm (see below). There are various measures (indicators) of size: capital, output,

[^88]revenue, market share, and there is no consensus about which of these measures is the best. However, Marris limits his model to situations of steady rate of growth over time during which most of the relevant economic magnitudes change simultaneously, so that 'maximising the long-run growth rate of any indicator can reasonably be assumed equivalent to maximising the long-run rate of most others.' (Marris, 'A Model of the Managerial Enterprise'.)

Furthermore, Marris argues that the managers do not maximise the absolute size of the firm (however measured), but the rate of growth (=change of the size) of the firm. The size and the rate of growth are not necessarily equivalent from the point of view of managerial utility. If they were equivalent we would observe a high mobility of managers between firms: the managers would be indifferent in choosing between being employed and promoted within the same growing firm (enjoying higher salaries, power and prestige), and moving from a smaller firm to a larger firm where they would eventually have the same earnings and status. In the real world the mobility of managers is low. Various studies provide evidence that managers prefer to be promoted within the same growing organisation rather than move to a larger one, where the environment might be hostile to the 'newcomer' and where he would have to give considerable time and effort to 'learn' the mechanism of the new organisation. Hence managers aim at the maximisation of the rate of growth rather than the absolute size of the firm.

Marris argues that since growth happens to be compatible with the interests of the shareholders in general, the goal of maximisation of the growth rate (however measured) seems a priori plausible. There is no need to distinguish between the rate of growth of demand (which maximises the $U$ of managers) and the rate of growth of capital supply (which maximises the $U$ of owners) since in equilibrium these growth rates are equal.

From Marris's discussion it follows that the utility function of owners can be written as follows

$$
U_{\text {owners }}=f^{*}\left(g_{c}\right)
$$

where $g_{c}=$ rate of growth of capital.
It is not clear why owners should prefer growth to profits, unless $g_{c}$ and profits are positively related. At the end of his article Marris argues in fact that $g_{c}$ and $\Pi$ are not always positively related. Under certain circumstances $g_{c}$ and $\Pi$ become competing goals (see p. 364 below). Furthermore from Marris's discussion of the nature of the variables of the managerial utility function it seems that he implicitly assumes that salaries, status and power of managers are strongly correlated with the growth of demand for the products of the firm: managers will enjoy higher salaries and will have more prestige the faster the rate of growth of demand. Therefore the managerial utility function may be written as follows

$$
U_{M}=f\left(g_{D}, s\right)
$$

where $g_{D}=$ rate of growth of demand for the products of the firm $s=$ a measure of job security.

Marris, following Penrose, argues that there is a constraint to $g_{D}$ set by the decisionmaking capacity of the managerial team. Furthermore Marris suggests that ' $s$ ' can be measured by a weighted average of three crucial ratios, the liquidity ratio, the leveragedebt ratio and the profit-retention ratio, which reflect the financial policy of the firm. As a first approximation Marris treats ' $s$ ' as an exogenously determined constraint by assuming that there is a saturation level for job security: above the saturation level the marginal utility from an increase in ' $s$ ' (job security) is zero, while below the saturation
level the marginal utility from an increase in ' $s$ ' is infinite. With this assumption the managerial utility function becomes

$$
U_{M}=f\left(g_{D}\right) \bar{s}
$$

where $\bar{s}$ is the security constraint.
Thus in the initial model there are two constraints - the managerial team constraint and the job security constraint - reflected in a financial constraint. We will examine these constraints in some detail.

## II. CONSTRAINTS

## The managerial constraint

Marris adopts Penrose's thesis of the existence of a definite limit on the rate of efficient managerial expansion. At any one time period the capacity of the top management is given: there is a ceiling to the growth of the firm set by the capacity of its managerial team. The managerial capacity can be increased by hiring new managers, but there is a definite limit to the rate at which management can expand and remain competent (efficient). Penrose's theory is that decision-making and the planning of the operations of the firm are the result of teamwork requiring the co-operation of all managers. Co-ordination and co-operation require experience. A new manager requires time before he is fully ready to join the teamwork necessary for the efficient functioning of the organisation. Thus, although the 'managerial ceiling' is receding gradually, the process cannot be speeded up.

Similarly, the 'research and development' (R \& D) department sets a limit to the rate of growth of the firm. This department is the source of new ideas and new products, which affect the growth of demand for the products of the firm. The work in the R \& D department is 'teamwork' and as such it cannot be expanded quickly, simply by hiring more personnel for this section: new scientists and designers require time before they can efficiently contribute to the teamwork of the $\mathrm{R} \& \mathrm{D}$ department.

The managerial constraint and the $\mathrm{R} \& \mathrm{D}$ capacity of the firm set limits both to the rate of growth of demand $\left(g_{D}\right)$ and the rate of growth of capital supply $\left(g_{C}\right)$. (See section III below.)

## The job security constraint

We said that the managers want job security; they attach (not surprisingly) a definite disutility to the risk of being dismissed. The desire of managers for security is reflected in their preference for service contracts, generous pension schemes, and their dislike for policies which endanger their position by increasing the risk of their dismissal by the owners (that is, the shareholders or the directors they appoint). Marris suggests that job security is attained by adopting a prudent financial policy. The risk of dismissal of managers arises if their policies lead the firm towards financial failure (bankruptcy) or render the firm attractive to take-over raiders. In the first case the shareholders may decide to replace the old management in the hope that by appointing new management the firm will be run more successfully. In the second case, if the take-over raid is successful, the new owners may well decide to replace the old management.

The risk of dismissal is largely avoided by: (a) Non-involvement with risky investments. The managers choose projects which guarantee a steady performance, rather than risky ventures which may be highly profitable, if successful, but will endanger the managers' position if they fail. Thus the managers become risk-avoiders. (b) Choosing
a 'prudent financial policy'. The latter consists of determining optimal levels for three crucial financial ratios, the leverage (or debt ratio), the liquidity ratio, and the retention ratio.

The leverage or debt ratio is defined as the ratio of debt to the gross value of total assets of the firm

$$
\left[\begin{array}{c}
\text { Leverage } \\
\text { or } \\
\text { Debt ratio }
\end{array}\right]=\frac{\text { Value of debts }}{\text { Total assets }}=\frac{D}{A}
$$

The managers do not want excessive borrowing because the firm may become insolvent and be proclaimed bankrupt, due to demands for interest payments and repayment of loans, notwithstanding the good prospects that the firm may have.

The liquidity ratio is defined as the ratio of liquid assets to the total gross assets of the firm

$$
\left[\begin{array}{c}
\text { Liquidity } \\
\text { ratio }
\end{array}\right]=\frac{\text { Liquid assets }}{\text { Total assets }}=\frac{L}{A}
$$

Liquidity policy is very important. Too low a liquidity ratio increases the risk of insolvency and bankruptcy. On the other hand, too high a liquidity ratio makes the firm attractive to take-over raids, because the raiders think that they can utilise the excessive liquid assets to promote the operations of their enterprises. Thus the managers have to choose an optimal liquidity ratio: neither too high nor dangerously low. In his model, however, Marris assumes without much justification, that the firm operates in the region where there is a positive relation between liquidity and security: an increase in liquidity increases seeurity.

The retention ratio is defined as the ratio of retained profits (net of interest on debt) to total profits

$$
[\text { Retention ratio }]=\frac{\text { Retained profits }}{\text { Total profits }}=\frac{\Pi_{R}}{\Pi}
$$

Retained profits are, according to Marris, he most important source of finance for the growth of capital (see section III below). However, the firm is not free to retain as much profits as it might wish, because distributed profits must be adequate to satisfy the shareholders and avoid a fall in the price of shares which would render the firm attractive to take-over raiders. If distributed profits are low the existing shareholders may decide to replace the top management. If the low profits lead to a fall in the price of shares, a takeover raid may be successful and the position of managers is thus endangered.

The three financial ratios are combined (subjectively by the managers) into a single parameter $\bar{a}$ which is called the 'financial security constraint'. This is exogenously determined, by the risk attitude of the top management. Marris does not explain the process by which $\bar{a}$ is determined. It is stated that it is not a simple average of the three ratios, but rather a weighted average, the weights depending on the subjective decisions of managers.

Two points should be stressed regarding the overall financial constraint $\bar{a}$.
Firstly. Let

$$
\begin{aligned}
& a_{1}=\text { liquidity ratio }=\frac{L}{A} \\
& a_{2}=\text { leverage ratio }=\frac{D}{A} \\
& a_{3}=\text { retention ratio }=\frac{\Pi_{R}}{\Pi}
\end{aligned}
$$

Marris postulates that the overall $\bar{a}$ is negatively related to $a_{1}$, and positively to $a_{2}$ and $a_{3}$. That is, $\bar{a}$ increases if either the liquidity is reduced, or the debt ratio is raised by increasing external finance (loans), or the proportion of retained profits is increased. Similarly, $\bar{a}$ declines if the managers increase the liquidity of the firm, or reduce the proportion of external finance $(D / A)$, or reduce the proportion of retained profits (that is, increase the distributed profits), or a combination of all three.

Secondly. Marris implicitly assumes that there is a negative relation between 'job security' $(s)$ and the financial constraint $\bar{a}$ : if $\bar{a}$ increases (by either reducing $a_{1}$ or increasing $a_{2}$ or increasing $a_{3}$ ) clearly the position of the firm becomes more vulnerable to bankruptcy and/or to take-over raids, and consequently the job security of managers is reduced. Thus a high value of $\bar{a}$ implies that the managers are risk-takers, while a low value of $\bar{a}$ shows that managers are risk-avoiders.

The financial security constraint sets a limit to the rate of growth of the capital supply, $g_{C}$, in Marris model (see below).

## III. THE MODEL: EQUILIBRIUM OF THE FIRM

The managers aim at the maximisation of their own utility, which is a function of the growth of demand for the products of the firm (given the security constraint)

$$
U_{\text {managers }}=f\left(g_{D}\right)^{1}
$$

The owners-shareholders aim at the maximisation of their own utility which Marris assumes to be a function of the rate of growth of the capital supply (and not of profits, as the traditional theory postulated)

$$
U_{\mathrm{owners}}=f^{*}\left(g_{c}\right)
$$

The firm is in equilibrium when the maximum balanced-growth rate is attained, that is, the condition for equilibrium is

$$
g_{D}=g_{C}=g^{*} \text { maximum }
$$

The first stage in the solution of the model is to derive the 'demand' and 'supply' functions, that is, to determine the factors that determine $g_{D}$ and $g_{C}$.

Marris establishes that the factors that determine $g_{D}$ and $g_{C}$ can be expressed in terms of two variables, the diversification rate, $d$, and the average profit margin, $m$.

## The instrumental variables

The firm will first determine (subjectively) its financial policy, that is, the value of the financial constraint $\bar{a}$, and subsequently it will choose the rate of diversification $d$, and the profit margin $m$, which maximise the balanced-growth rate $g^{*}$.

The following are policy variables in the Marris model:
Firstly, $\bar{a}$ implies freedom of choice of the financial policy of the firm. As we shall see in section IV, the firm can affect its rate of growth by changing its three security ratios (leverage, liquidity, dividend policies).

Secondly, the firm can choose its diversification rate, $d$, either by a change in the style of its existing range of products, or by expanding the range of its products.

Thirdly, in Marris's model price is given by the oligopolistic structure of the industry.

[^89]Hence price is not actually a policy variable of the firm. The determination of the price in the market is very briefly mentioned in Marris's article. He argues that eventually a price structure will develop in which the market shares are stabilised. This equilibrium will be arrived at either by tacit collusion, or after a period of war during which price competition, advertising, product variation or all three weapons are used. The length of time involved and the level of price and the number of firms which will remain in business is uncertain, due to 'imperfect knowledge of the competitors' strength, determination, and skill', and from the unpredictability of games containing chance moves. From this line of argument it seems that Marris is not concerned with price determination in oligopolistic markets, but rather takes it for granted that a price structure will eventually develop. Thus Marris seems to treat price as a parameter (given) rather than as a policy variable at the discretion of the firm. Similarly, Marris assumes that production costs are given.

Fourthly, the firm can choose the level of its advertising, $A$, and of its research and development activities, $\mathrm{R} \& \mathrm{D}$. Since the price, $P$, and the production costs, $C$, are given, then it is obvious that a higher $A$ and/or $\mathrm{R} \& \mathrm{D}$ expenditures will imply a lower average profit margin and, vice versa, a low level of $A$ and/or $\mathrm{R} \& \mathrm{D}$ implies a higher average profit rate. Implicit in Marris's model is the average-cost pricing rule

$$
\bar{P}=\bar{C}+A+(\mathrm{R} \& \mathrm{D})+m
$$

where $\quad \bar{P}=$ price, given from the market
$\bar{C}=$ production costs, assumed given
$A=$ advertising and other selling expenses
$R \& D=$ research and development expenses
$m=$ average profit margin
Clearly $m$ is the residual

$$
m=\bar{P}-\bar{C}-(A)-(\mathrm{R} \& \mathrm{D})
$$

Given $\bar{P}$ and $\bar{C}, m$ is negatively correlated with the level of advertising and $\mathrm{R} \& \mathrm{D}$ expenditures. Thus $m$ is used as a proxy for the policy variables $A$ and $\mathrm{R} \& \mathrm{D}$.

In summary, all the policy variables are combined into three instruments:
$\bar{a}$, the financial security coefficient
$d$, the rate of diversification
$m$, the average profit margin

The next step is to define the variables that determine the rate of growth of demand, $g_{D}$, and the rate of growth of supply, $g_{C}$, and express these rates in terms of the policy variables, $\bar{a}, d$ and $m$.

## The rate of growth of the demand: $\boldsymbol{g}_{\boldsymbol{D}}$

It is assumed that the firm grows by diversification. Growth by merger or take-over is excluded from this model.

The rate of growth of demand for the products of the firm depends on the diversification rate, $d$, and the percentage of successful new products, $k$, that is,

$$
g_{D}=f_{1}(d, k)
$$

where $d=$ the diversification rate, defined as the number of new products introduced per time period, and $k=$ the proportion of successful new products.

Diversification may take two forms. Firstly, the firm may introduce a completely new product, which has no close substitutes, which creates new demand and thus competes
with other products for the income of the consumer. (Marris seems to narrow his analysis to firms producing consumers' goods.) This Marris calls differentiated diversification, and is considered the most important form in which the firm seeks to grow, since there is no danger of encroaching on the market of competitors and hence provoking retaliation. Secondly, the firm may introduce a product which is a substitute for similar commodities already produced by existing competitors. This is called imitative diversification, and is almost certain to induce competitors' reactions. Given the uncertainty regarding the reactions of competitors the firm prefers to diversify with new products. The greater $d$, the higher the rate of growth of demand.

The proportion of successful new products, $k$, depends on the rate of diversification $d$, on their price, the advertising expenses, and the $\mathrm{R} \& \mathrm{D}$ expenditure, as well as on the intrinsic value of the products:

$$
k=f_{3}(d, P, A, \mathrm{R} \& \mathrm{D}, \text { intrinsic value })
$$

Regarding the intrinsic value of the new product Marris seems to adopt Galbraith's ${ }^{1}$ and Penrose's ${ }^{2}$ thesis (rather far-fetched) ${ }^{3}$ that a firm can sell almost anything to the consumers by an appropriately organised selling campaign, even against consumers' resistance. He implicitly combines intrinsic value with price, that is, price is associated with a given intrinsic value. Price is assumed to have reached equilibrium in some way or another. Thus price is taken as given, despite the fact that the product is new.
$k$ depends on the advertising, $A$, the $\mathrm{R} \& \mathrm{D}$ expenditures and on $d$. The higher $A$ and/or $\mathrm{R} \& \mathrm{D}$, the higher the proportion of successful new products and vice versa. Marris uses $m$, the average profit margin as a proxy for these two policy variables. Given that $m$ is negatively related to $A$ and $\mathrm{R} \& \mathrm{D}$, the proportion of successful new products is also negatively correlated with the average profit margin.

Finally, $k$ depends on $d$, the rate of new products introduced in each period: if too many new products are introduced too fast, the proportion of fails increases. Thus, although the rate of growth of demand, $g_{D}$, is positively correlated with the diversification rate $(d), g_{D}$ increases at a decreasing rate as $d$ increases, due to the rate of introduction of new products outrunning the capacity of the personnel involved in the development and the marketing of the products. There is an optimal rate of flow of 'new ideas' from the R \& D department of the firm. If the research team is pressed to speed up the development process of new products there is no time to 'research' the product and/or its marketability adequately. Furthermore, top management becomes overworked when the rate of introduction of new products is high, and the proportion of unsuccessful products is bound to increase.

In summary

$$
\begin{gathered}
g_{D}=f_{1}(d, m) \\
\frac{\partial g_{D}}{\partial d}>0 \text { (but declining) } \\
\frac{\partial g_{D}}{\partial m}<0
\end{gathered}
$$

The $g_{D}$ function is shown in figures 16.1 and 16.2.

[^90]

Figure $16.1 \quad g_{D}=f(d)$ given $m$


Figure $16.2 g_{D}=f(d, m)$

The average rate of profit is constant along any $g_{D}$ curve. But the curve shifts downwards as $m$ increases ( $\bar{m}_{1}<\bar{m}_{2}<\bar{m}_{3}$ ). This is due to the negative relationship between $g_{D}$ and $m$. With a given rate of diversification (for example, at $d_{1}$ in figure 16.2) and given the price of the products, the lower $m$, the larger the $A$ and/or the $\mathrm{R} \& \mathrm{D}$ expenses, and hence the larger the proportion of successful products and the higher the growth of demand ( $g_{3}>g_{2}>g_{1}$ ). Of course the monotonic positive relationship between $d$ and $A$ (and $\mathrm{R} \& \mathrm{D}$ ), which is implied by Galbraith's and Penrose's hypothesis and is adopted by Marris, is highly questionable on a priori and empirical grounds. ${ }^{1}$

## The rate of growth of capital supply: $g_{C}$

It is assumed that the shareholder-owners aim at the maximisation of the rate of growth of the corporate capital, which is taken as a measure of the size of the firm. Corporate capital is defined as the sum of fixed assets, inventories, short-term assets and cash reserves. It is not stated why the shareholders prefer growth to profits in periods during which growth is not steady.

The rate of growth is financed from internal and external sources. The source of internal finance for growth is profits. External finance may be obtained by the issue of new bonds or from bank loans. The optimal relation between external and internal finance is still strongly disputed in economic literature. ${ }^{2}$

Marris takes the position that the main source of finance for growth is profits, on the following grounds. Firstly, the issue of new shares as a means of obtaining funds is, for prestige and other reasons, not often used by an established firm. Secondly, external finance is limited by the security attitude of managers, that is, from their desire to avoid mass dismissal. Financial security is achieved by setting an upper limit to the debt/ assets ratio (leverage) and a lower limit to the liquidity ratio in the long run.

Although profits are the main source of finance for growth, the top management cannot retain as much profits as it would like. There is an upper limit to the 'retention ratio' set by the desire of managers to distribute a satisfactory dividend, which will keep shareholders happy and avoid a fall in the prices of shares. Otherwise the selling of shares, or a successful take-over raid, would endanger the position of managers.

The three security ratios are subjectively determined by the managers through the security parameter $\bar{a}$, which is a determinant of the retained profits, and hence a determinant of the rate of growth of capital.

[^91]Under Marris's assumptions the rate of growth of capital supply is proportional to the level of profits

$$
g_{c}=\bar{a}(\Pi)
$$

where $\bar{a}=$ the financial security coefficient
$\Pi=$ level of total profits
The security coefficient $\bar{a}$ is assumed constant and exogenously determined in this model. This assumption is relaxed at a later stage. It should be stressed, however, that so long as $\bar{a}$ is constant, growth, $g_{c}$, and profits, $\Pi$, are not competing goals, but are positively related: higher profits imply higher rate of growth.

The next step is to express $g_{c}$ in terms of the policy variables $d$ and $m$.
The level of total profits depends on the average rate of profit, $m$, and on the efficiency of the performance of the firm as reflected by its overall capital output ratio, $K / X$ :

$$
\Pi=f_{4}\left(m, \frac{K}{X}\right)
$$

It is intuitively obvious that $\Pi$ and $m$ are positively correlated (an increase in the average profit margin results in an increase in the total profits)

$$
\frac{\partial \Pi}{\partial m}>0
$$

The relationship between $\Pi$ and the capital/output ratio is more complicated. The capital/output ratio is claimed to be a measure of efficiency of the activity of the firm, given its human and capital resources. The overall $K / X$ ratio is not a simple arithmetic average of the capital/output ratios of the individual products of the firm, but is a function of the diversification rate $d$

$$
(\bar{K} / X)=f_{5}(d)
$$

Given $\bar{K}$, the relation between $X$ and $d$ is up to a certain level of $d$ positive, reaches a maximum, and subsequently output declines with further increases in the number of new products: the overall output increases initially with $d$ due to a better utilisation of the team in the $\mathrm{R} \& \mathrm{D}$ department as well as of the skills of the existing managerial team. Output reaches a maximum when the $d$ is at its optimum level allowing the optimal use of the managerial team and the $\mathrm{R} \& \mathrm{D}$ personnel. Beyond that point, the total output $X$ decreases with further increases in $d$, and the efficiency of the firm falls: the $\mathrm{R} \& \mathrm{D}$ personnel are overworked and the decision-making process becomes inefficient, as there is not enough time allowed for the development of new products or for the study of their marketability. Hence the success rate for new products falls and efficiency declines.

Substituting for $K / X$ in the profit function we obtain

$$
\Pi=f_{4}(m, d)
$$

The relationship between $\Pi$ and $d$ is initially positive, reaches a maximum, and then declines as $d$ is further accelerated.

We next substitute $\Pi$ in the $g_{c}$ function

$$
g_{C}=\bar{a} \cdot\left[f_{4}(m, d)\right]
$$

The rate of growth of capital is determined by three factors: the financial policies of the managers, the average rate of profit and the diversification rate.

Marris assumes in his initial model that $\bar{a}$ is a constant parameter exogenously determined by the risk-attitude of managers, while there is a positive relation between $g_{c}$ and $m$

$$
\frac{\partial g_{c}}{\partial m}>0
$$

The relationship between $g_{c}$ and $d$ is not monotonic. The rate of growth of capital, $g_{c}$, is positively correlated with $d$ up to the point of optimal use of the $\mathrm{R} \& \mathrm{D}$ personnel and the team of managers; but $g_{c}$ is negatively correlated with $d$ beyond that point: a higher $d$ implies hastening up of the diversification process $\longrightarrow$ inefficient decisions $\longrightarrow$ fall in the overall profit level $\longrightarrow$ low availability of internal finance and consequently a lower rate of growth $g_{c}$.

The relation between $g_{c}$ and $d$, keeping $\bar{a}$ and $m$ constant, is shown in figure 16.3. If we allow both $d$ and $m$ to change, while keeping $\bar{a}$ constant, we obtain a family of $g_{c}=f_{2}$ ( $d, m$ ) curves (figure 16.4). The average profit rate is depicted as a shift factor of the $g_{c}=f(d)$ curve. The higher the average profit rate, the further from the origin the $g_{c}$ curves will be ( $m_{1}<m_{2}<m_{3}$ ). These curves are drawn under the assumption that $\bar{a}$ is constant. (The effects of a change in $\bar{a}$ are discussed in section IV below.)


Figure $16.3 g_{c}=f(d)$, given $\bar{m}$ and $\bar{a}$


Figure $16.4 \quad g_{c}=f(d, m)$, given $\bar{a}$

Summarising the above arguments, we may present Marris's model in its complete form as follows.

$$
\begin{aligned}
g_{D} & =f_{1}(m, d) & & \text { (demand-growth equation) } \\
\Pi & =f_{4}(m, d) & & \text { (profit equation) } \\
g_{C} & =\bar{a} \cdot\left[f_{4}(m, d)\right] & & \text { (supply-of-capital equation) } \\
\bar{a} & \leq a^{*} & & \text { (security constraint) } \\
g_{D} & =g_{C} & & \text { (balanced-growth equilibrium condition) }
\end{aligned}
$$

$\bar{a}$ is exogenously determined by the risk-attitude of managers. The level of profit $\Pi$ is endogenously determined. The variables $m$ and $d$ are the policy instruments. Given the balanced-growth equilibrium condition, we have in fact one equation in two unknowns ( $m$ and $d$, given $\bar{a}$ )

$$
f_{1}(m, d)=\bar{a} \cdot\left[f_{4}(m, d)\right]
$$

## Equilibrium of the firm

Clearly the model cannot be solved (is underidentified), unless one of the variables $m$ or $d$ is subjectively determined by the managers. Once the managers define $\bar{a}$ and one of the other two policy variables, the equilibrium rate of growth can be determined.


Figure 16.5
The equilibrium of the firm is presented graphically in figure 16.5 , formed by superimposing figures 16.2 and 16.4. Given their shapes, the $g_{D}$ and $g_{c}$ curves associated with a given profit rate intersect at some point. For example, the $g_{D}$ and $g_{C}$ curves corresponding to $m_{1}$ intersect at point $A$; the $g_{D}$ and $g_{C}$ curves associated with $m_{2}$ intersect at point $B$, and so on. If we join all points of intersection of $g_{D}$ and $g_{C}$ curves corresponding to the same level of $m$ we form what Marris calls the balanced-growth curve (BGC), given the financial coefficient $\bar{a}$.

The firm is in equilibrium when it reaches the highest point on the balanced-growth curve. The firm decides its financial policy, denoted by $\bar{a}$. It next chooses subjectively a value for either $m$ or $d$. With these decisions taken, the firm can find its maximum bal-anced-growth rate, consistent with $\bar{a}$ and with the chosen value of one of the other two policy variables. In figure 16.5 the $B G C$ corresponding to $\bar{a}$ is $A B C D$. The balancedgrowth rate $g^{*}$ is defined by the highest point $B$ of this $B G C$. This $g^{*}$ rate is compatible with a unique pair of values of the policy variables, $m^{*}$ and $d^{*}$. If the firm chooses $d^{*}$, then $m^{*}$ is simultaneously determined; alternatively, if the firm chooses $m^{*}$, then $d^{*}$ is simultaneously determined from the function

$$
g^{*}=f_{1}\left(m^{*}, d^{*}\right)=\bar{a} \cdot\left[f_{4}\left(m^{*}, d^{*}\right)\right]
$$

Substituting $m^{*}$ and $d^{*}$ in the profit function

$$
\Pi=\bar{a}\left[f_{4}(m, d)\right]
$$

we find the level of profit, $\Pi^{*}$, required to finance the balanced-growth rate, $g^{*}$. Thus profit is endogenously determined in Marris's model. Furthermore, growth and profit are not competing goals (so long as $\bar{a}$ is constant). From the $g_{c}$ function

$$
g_{c}=\bar{a} \cdot(\Pi)
$$

it is obvious that higher profit implies higher growth rate. However, if the financial coefficient $\bar{a}$ is allowed to vary, then profits and growth become competing goals (see below). ${ }^{1}$
${ }^{1}$ If the endogenously determined profit $\Pi^{*}$ is very low and is not adequate to satisfy the demands of the shareholders (for dividends), the managers will have to reduce the retention ratio, that is , reduce the $\bar{a}$ coefficient. The model will then be solved again with the new (smaller) $\bar{a}$. The solution will yield a lower growth rate, but a higher profit level $\Pi$. See section IV.

The question is: does the BGC have a maximum? Marris argues that so long as either (or both) of the $g_{c}$ or $g_{D}$ curves flattens out or bends, there will always be a maximum point on the $B G C$ curve. Furthermore, depending on the shape of the $g_{c}$ and the $g_{D}$ curves, the BGC may be platykurtic, that is, have a flat stretch which indicates that there are several optimal solutions: the $g^{*}$ may be achieved by a large number of combinations of the values of the policy variables $m$ and $d$ (given $\bar{a}$ is already chosen). It is only if the $g_{c}$ curve is parallel to the $d$-axis ( $g_{c}=f(m)$ but $g_{c} \neq f(d)$ ) and the $g_{D}$ curves are straight upwards-sloping curves (implying that $g_{D}=f(d, m)$, but $k \neq f(d)$ and hence the $g_{D}$ curve does not flatten out) that the $B G C$ increases continuously, never reaching a maximum. This situation is, however, improbable given the capacity for efficient decision making of the managerial team and the capacity for well-explored new products of the $\mathrm{R} \& \mathrm{D}$ department of the firm.
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These cases are graphically shown in figures 16.6-16.9. Figure 16.6 depicts the case where $g_{c} \neq f(d)$, while $g_{D}=f(d, m)$. The $g_{c}$ curve becomes parallel to the $d$-axis, showing that $g_{c}$ does not vary as $d$ increases. The $g_{c}$ curve shifts upwards (parallel to itself) as the average profit margin increases, given that $g_{c}$ and $m$ are positively related. The balanced-growth curve has a maximum defined by the curvature of the $g_{D}=f(m, d)$ function (the maximum $g$ occurs at point $e_{3}$ in figure 16.6).

Figure 16.7 depicts the case where $g_{D}=f_{1}(m, d)$, and $g_{C}=f_{2}(d, m)$. But the curve $g_{D}$ becomes a straight line through the origin, showing that $g_{D}$ has a constant slope irrespective of changes in the diversification rate. The $g_{\boldsymbol{D}}$ curve (line) shifts downwards towards the $x$-axis as $m$ increases. The balanced-growth curve has still a maximum ( $e_{2}$ ) due to the curvature of the $g_{c}$ function.

Figure 16.8 shows a platykurtic balanced-growth curve: the $g_{D}$ and $g_{C}$ functions have several points of intersection (due to their shapes) that lie on a straight line. The flat part of the balanced-growth curve implies that the same optimal (maximum) $g^{*}$ may be achieved by a very large number of combinations of $m$ and $d$.

Finally figure 16.9 shows the improbable case of a balanced-growth curve which never reaches a maximum (explosive growth).

## IV. MAXIMUM RATE OF GROWTH AND PROFITS

Marris argues that in the real world the financial coefficient $\bar{a}$ is not a constant, but varies. Changes in $\bar{a}$ clearly affect $g_{\mathrm{c}}$, given

$$
g_{C}=\bar{a}(\Pi)=\bar{a}\left[f_{4}(m, d)\right]
$$

A change in $\bar{a}$ will shift the $g_{c}$ curves: if $\bar{a}$ increases the $g_{c}$ curves will shift upwards, while if $\bar{a}$ is reduced the $g_{C}$ curves will shift downwards. The new set of $g_{C}$ intersects the given set of $g_{D}$ curves ${ }^{1}$ at new points, which form a new balanced-growth curve. Given that the relationship between $g_{C}$ and $\bar{a}$ is positive ( $\partial g_{D} / \partial \bar{a}>0$ ), an increase in $\bar{a}$ leads to an increase in the rate of growth. An increase in $\bar{a}$ will occur if one or more of the three security ratios changes as follows: $\bar{a}$ is higher if the liquidity ratio $\left(a_{1}\right)$ is lowered; or if the debt ratio $\left(a_{2}\right)$ is increased; or if the retention ratio $\left(a_{3}\right)$ is increased. This is due to the fact that $\bar{a}$ is positively related to $a_{2}$ and $a_{3}$, but negatively related to $a_{1}$ (see p. 355 above). Clearly an increase in $\bar{a}$, however realised, implies a less 'prudent', more risky policy of the managers, since a decrease in the liquidity ratio, or an increase in the indebtedness or an increase in the retained profits (which implies a reduction in the paid dividends) reduces the job security of the managers.

Graphically an increase in $\bar{a}$ is shown by an upwards shift of the $B G C$ (to the position $A^{\prime} B^{\prime} C^{\prime} D^{\prime}$ in figure 16.10 ). Given the $g_{D}$ curves, the highest point of the new $B G C$ will be above the highest point of the original $B G C .^{2}$ This implies that the balanced rate of growth $g$ cannot be maximised unless $\bar{a}$ assumes its highest optimal value $a^{*}$. Consequently in equilibrium $\bar{a}=a^{*}$, that is, the financial constraint takes the form of equality at equilibrium.

Marris next argues that if $\bar{a}$ is allowed to vary, growth and profits may become competing goals. If $\bar{a}$ is lowered below its optimum value $a^{*}$ the growth rate is reduced but the profit level, $\Pi$, may be raised. ${ }^{3}$ A lower value of $\bar{a}$ (given the $d$ rate) denotes a shift to a
${ }^{1}$ A change in $\bar{a}$ is assumed not to affect the $g_{D}$ curves, since $\bar{a}$ does not enter the $g_{D}$ function. This assumption of Marris's could be challenged on several grounds.
${ }^{2}$ See Marris, 'A Model of the Managerial Enterprise', p. 204.
${ }^{3}$ This result holds always for this particular model (see Marris, 'A Model of the Managerial Enterprise', p. 204). In general, however, the results of a fall in $\bar{a}$ are complex because the new position involves not only a higher $m$, but also a possibly different $d$ and hence a different $K / X$ ratio.


Figure 16.10
lower balanced-growth curve, which implies the intersection of $g_{D}$ and $g_{C}$ curves corresponding to a higher $m$, and hence a higher $\Pi$, since $\Pi$ is a positive function of $m$ (figure 16.11). Thus, although when $\bar{a}$ is held constant, maximising the growth rate implies maximising profit ( $g$ and $\Pi$ are not competing goals), when $\bar{a}$ is allowed to vary, growth and profits become competing goals: if $\bar{a}$ is treated as a variable, the firm cannot maximise both the rate of growth and profit. This explains that under some circumstances managers' objectives (for higher $g$ ) and stockholders' objectives (for higher $\Pi$ ) may conflict. It should, however, be clear that $\bar{a}$ cannot be increased beyond a certain value,


Figure $16.11 \quad \bar{a}_{1}<\bar{a}_{2}<\bar{a}_{3}<\bar{a}_{4}$
determined by the minimum profit requirements of the shareholders; otherwise the job security of managers decreases dangerously. If the solution of the model does not yield $\Pi$ adequate to satisfy the stockholders, $\bar{a}$ will be reduced (via, for example, a lowering of the retention ratio), until the maximum obtainable balanced-growth rate is consistent with a level of profit that is satisfactory. This implies that managers seek to maximise the growth rate subject to a minimum profit constraint. ${ }^{1}$
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## V. COMPARISON OF MARRIS'S MODEL WITH BAUMOL'S SALES MAXIMISATION MODEL

Both models belong to the 'managerialist school' of thought, which accepts as an axiom that managers have discretion in determining the goals of the firm. Given this discretion, the managers deviate from the goal of profit maximisation (which maximises the utility of owners) and pursue policies, which maximise their own utility.

In Baumol's model managers are interested only in their own utility. In Marris's model under conditions of steady growth managers can attain contemporaneously the maximisation of their own utility and of the utility of owners.

In both models the growth of demand for the product of the firm is maximised (subject to some constraints). Baumol measures growth of demand in terms of the change in sales revenue, while Marris measures growth of demand in terms of the diversification rate, that is, the number of new products introduced by the firm per period of time.

In Baumol's model the rate of growth of capital is of interest to the managers implicitly: in order to maximise sales revenue the firm must have the necessary equipment, the acquisition of which will be financed mainly from internal sources (retained profits). However, in Baumol's model the growth of capital is not a goal per se. In Marris's model the growth of capital is an explicit goal of the firm, aiming at the maximisation of the utility of owners.

In both models profit is endogenously determined. Both Baumol and Marris assume that retained profits are the main source for financing growth (of sales or of the firm in general). Thus, from the solution of their models, they determine not only the optimal rate of growth, but also the level of profit required to finance this growth. In both models exogenous demands for a minimum profit level (for dividends) can be incorporated without affecting the basic mechanics of the optimal solution.

It is interesting to examine whether profit and growth are competing goals in these two models at their equilibrium solution.

In Baumol's dynamic multiperiod analysis, growth and profits are always competing goals in equilibrium. Recall that the tangency solution in Baumol's model occurs always on the negatively sloping part of the growth curve: in equilibrium, the $g^{*}$ that maximises the present value of the stream of sales revenue is lower than the maximum rate of growth, which corresponds to the peak level of profit (highest point of the growth function $g=f(\Pi, R))$.

In Marris's model of steady balanced growth, profits and growth are non-competing goals so long as the financial policy (reflected in $\bar{a}$ ) is kept constant (is treated as a parameter).

However, in the real world managers do not treat $\bar{a}$ as a constant. In fact the financial ratios are important policy instruments at the disposal of managers. If managers are growth-seekers, they will favour a financial policy which increases $\bar{a}$ and growth, at the expense of profits. Recall that $\bar{a}$ is positively related to growth, but inversely related to profits. Thus in the modern 'managerial capitalism' a conflict of goals between managers (seeking high growth) and owners-shareholders (seeking higher dividends) may often be observed, unless one assumes that owners do prefer growth to profits. ${ }^{1}$ Of course there is a limit to the desire of managers for growth, set by their desire for job security: beyond a certain stage growth and security are competing goals.

We will next compare the instrumental variables and their use in each of the two models.
${ }^{1}$ This may be the case if the taxation of dividends is high, while the taxation of capital gains is low. Under these conditions (and provided that shareholders are few and belong to high income brackets) owners may prefer growth in the expectation of capital gains from an increase (eventually) of the prices of shares, if the assets of the firm are growing.

## Price

Both models assume a given price structure, which is arrived at in some way not explicitly discussed. Baumol's model assumes a known downward-sloping demand curve, from which total revenue is presumably derived. Marris states that price determination is not his main concern. He implies that the price structure will emerge either after a period of economic warfare (price war, advertising war, and/or product-change war), or by collusion in the form of trade associations or price leadership. Thus in both models price is a parameter rather than a policy variable. The problem of oligopolistic interdependence is not satisfactorily dealt with in non-collusive markets. It seems that these models are applicable to large firms which have considerable monopoly power so as to afford to ignore their competitors' reactions, or that the price is given historically, or determined collusively.

In both models average-cost pricing practices are implicitly or explicitly assumed, as a device for the 'orderly' co-ordination of the market.

## The level of output

The level of output is an important policy variable in both models. Baumol treats firms as 'output-makers' rather than 'price-makers'. The level of output is determined by the optimal revenue value ( $R^{*}$ ), and by advertising, given the market price.

In Marris's model the level of output is not explicitly determined. From his model the level of diversification $(d)$ is determined. It is not explained how from $d$ the firm will reach decisions about the optimal output levels (product-mix).

## Advertising and R\&D expenditures

The advertising expenses play a prominent role in Baumol's model. Their level is determined directly from the solution of his model. Baumol does not examine the implications of R \& D expenses.

In Marris's model advertising is not treated explicitly. Its effects are reflected in the profit margin $m$. Since, however, $m$ absorbs both the effects of $A$ and $\mathrm{R} \& \mathrm{D}$ expenditures, the level of each one of these activities is not uniquely determined.

## Financial policy

Financial policy is explicitly treated in Marris's model, in which it plays a crucial role. It is explicitly shown how manipulation of the financial instruments can affect the rate of growth and the profits of the firm.

Baumol does not deal explicitly with the financial policy of the firm. However, financial policy considerations are implicit in his model, when he discusses the minimum profit constraint for internal and external purposes.

The predictions of both models regarding changes in demand, costs and taxes are similar as will be seen from the following section.

## VI. COMPARISON OF MARRIS'S FIRM WITH A PROFIT MAXIMISER

The imposition of either a unit profit tax or a lump tax will lead to a reduction in the level of total profit $\Pi$. A growth maximiser will react to a profits tax by reducing his growth rate, reducing his output and raising his price. A profit maximiser will not react to a profits tax in the short run.

An increase in fixed cost will not affect the equilibrium of a profit maximiser in the short run. A growth maximiser, faced with an increase in fixed costs, will react by reducing his output and his rate of growth.

The advertising $(A)$ and the research and development ( $\mathrm{R} \& \mathrm{D}$ ) expenditures will be higher for a growth maximiser than for a profit maximiser.

There will be slack payments ${ }^{1}$ to the administrative staff, while slack is zero for a profit maximiser.

The profits of a growth maximiser are smaller than the profits of a profit maximiser.
In the profit-maximisation model $\Pi$ and $g$ are always positively correlated, while in Marris's model this positive correlation will be observed only (i) if $\bar{a}$ is constant and is set equal to its optimal value $a^{*}$, or (ii) if $a^{*}$ is the same for ail firms in the market (while firms are heterogeneous in respect of efficiency). If, however, $\bar{a}<a^{*}$, or if firms do not have the same $a^{*}$, then $g$ and $\Pi$ may not be correlated at all, or may even be negatively correlated. Thus, the observed negative correlation coefficient between $g$ and $\Pi$, in several applied studies, could be explained by firms having different $a^{*}$, or setting $\bar{a}<a^{*}$ (that is, not pursuing a growth-maximising policy).

## VII. A CRITIQUE OF MARRIS'S MODEL

Marris's main contribution is the incorporation of the financial policies of the firm into the decision-making process of the firm. This is done by introducing the financial coefficient $\bar{a}=a^{*}$ in the model as an additional policy variable. However, not much is said regarding the actual value of this coefficient. The determination of $\bar{a}$ is exogenous to the model, reflecting the subjective risk attitudes of managers. Surely $\bar{a}$ is at least partly endogenous. Some exogenous influences are imposed from the demands of shareholders, but the risk attitude of managers is affected by the past performance of the firm. If in the past the firm has launched a series of successful new products, and if the profit margin has been increasing, the managers will tend to be more adventurous and take more risks.

Marris's model is ingenious in that it postulates a solution which maximises the utility of both the managers and the owners. However, whether the balanced-growth solution will maximise the utility functions of managers and owners, depends on the assumption that all factors appearing in these functions are correlated with size and rate of growth. This may be so in periods of steady growth, but need not be true for recessions or 'tight' markets. Even in conditions of steady growth it is questionable whether the goals of managers and owners can be reconciled.

The model can deal with the observed fact of multiplicity of goals. Furthermore it shows that growth and profits are competing goals in the real world. The model implies that both managers and owners perceive that the firm cannot simultaneously achieve maximum growth and maximum profits, and that owners do in fact prefer the maximisation of the rate of growth, sacrificing some profits. Marris does not justify the preference of owners for capital growth over maximisation of profits.

The maximum $g^{*}$ depends on the value of $a^{*}$, which is exogenously determined. It is reasonable to argue that the divorce of ownership and management turns the managers into risk-avoiders. Top management seeks a 'steady performance' rather than the adoption of promising but risky projects. This fact is reflected in setting a value to $a^{*}$ which does not in fact lead to the maximisation of the rate of growth in the long run.

Marris assumes given production costs and a price structure whose determination is not explained. Oligopolistic interdependence is not satisfactorily dealt within Marris's model. Really Mat is brushes aside the mechanism by which prices are determined. This

[^93]is a serious shortcoming of the model, in view of Marris's assumption that the growth of the firm is achieved mainly via the introduction of new products, which will (sooner rather than later) be imitated by competitors.

The assumption that continuous growth is possible by creating new markets, that is, by developing 'products whose sales grow at the expense of total demand in the economy at large', is highly questionable. It is based on Galbraith's and Penrose's theory that a firm can sell anything to the consumers (via an appropriately organised marketing campaign) even against consumers' resistance. The firm surely does not have unlimited influence on the consumer. After all, if one or two new products prove unsuccessful, it is highly unlikely that the consumer will be willing to try other new products of the firm, launched after the earlier failures. ${ }^{1}$

Even if the assumption of 'differentiated diversification' is accepted, Marris's model is applicable basically to those firms which produce consumers' goods. The model is not appropriate for analysing the behaviour of manufacturing businesses or traders.

There are five policy weapons in Marris's model; price ( $P$ ), the product (represented by $d)$, advertising $(A)$, research and development ( $\mathrm{R} \& \mathrm{D}$ ), and the financial variable $a^{*}$. However, $P$ and $a^{*}$ are exogenously given, and $A$ and $\mathrm{R} \& \mathrm{D}$ are combined in a single variable, the average profit margin, $m$. Ultimately the firm is free to decide only one of the policy variables, $m$ or $d$, but not both. Determination of the one, defines the other simultaneously.

The lumping together of $A$ and $\mathrm{R} \& \mathrm{D}$ expenses is a serious shortcoming of the model, since the effectiveness of these two weapons is not the same in any given period.

Marris accepts that the firm prefers to grow with new products which have no close substitutes, because in this way the firm does not encroach on the markets of competitors and hence does not run the danger of retaliatory reactions. We think that there are two weaknesses in this argument. Firstly, Marris argues at another point that successful new products are eventually imitated. Successful new products thus 'shelter' the firm from competition only in the short run, since in the long run this shelter is eroded by imitation. Secondly, this behaviour creates interdependence of oligopolistic firms. Even if prices are assumed as given, competition takes the form of new products. This sort of interdependence is not analysed by Marris.

Marris's model relies heavily on the restrictive assumption that firms have their own research and development department. Actually most firms do not have such departments but rely on imitation of the inventions of other firms, or, when this is not successful, they pay royalty for using a patented invention.

Marris argues that 'the firms which most successfully maximise growth will in the long run increase their share of total economic activity'. This implies that concentration should increase over time if firms are growth maximisers. There is some empirical evidence which shows an increase in concentration in many industries. This, however, does not necessarily support Marris's theory. Actually most of the observed change in concentration has been achieved by mergers, which are excluded from Marris's model. An increase in concentration may be due to factors other than the desire of firms to maximise growth.

The welfare implications of Marris's model are not obvious. One might reasonably argue that if all firms compete with new products, serious misallocation of resources may arise from excessive advertising or wasteful use of research and development resources. Furthermore, the risk-avoidance of managers may affect the growth of the economy as a whole. Growth may be retarded by not exploiting some new project because of their high risk. However, one could also argue that the welfare of consumers will increase, since they will have a wider choice between continuously increasing number of products.
${ }^{1}$ See H. Townsend, 'Competition and Big Business', in T. M. Rybczynski (ed.), A New Era in Competition (Blackwell, 1973).

In general the basic weaknesses of managerial theories are the following: (1) They fail to explain oligopolistic interdependence in noncollusive markets. Not only is price interdependence ruled out ex hypothesi, but the interdependence created by non-price competition is not analysed. The timing of launching of a new product, or of a new advertising campaign, or of a new research project, is crucial in oligopolistic markets. Yet the 'imitative process' in all these forms of competition is not analysed. (2) The assumption that the firm has unlimited power to create new needs of the consumers via advertising and other selling activities seems rather far fetched. (3) The managerial models, while explicitly or implicitly assuming continuous diversification, seem to narrow the scope of economic analysis to a 'micro-micro' level: these theories seem to be suitable for the analysis of the behaviour of individual large firms, while the observed direction of diversification clearly indicates the need for a more general approach. (4) The managerial models do not explain how price is determined in the market. They imply that firms pay much more attention to their output than to the price at which it will be sold. There are only vague hints about a price structure which may be arrived at in many ways (for example, with collusion, price leadership, or after some period of price war, advertising war, and/or product war).

# 17. O. Williamson's Model of Managerial Discretion 

## I. THE MANAGERIAL UTILITY FUNCTION

Williamson ${ }^{1}$ argues that managers have discretion in pursuing policies which maximise their own utility rather than attempting the maximisation of profits which maximises the utility of owner-shareholders. Profit acts as a constraint to this managerial behaviour, in that the financial market and the shareholders require a minimum profit to be paid out in the form of dividends, otherwise the job security of managers is endangered.

The managerial utility function includes such variables as salary, security, power, status, prestige, professional excellence. Of these variables only the first (salary) is measurable. The others are non-pecuniary and if they are to be operational they must be expressed in terms of other variables with which they are connected and which are measurable. This is attained by the concept of expense preference, which is defined as the satisfaction which managers derive from certain types of expenditures. In particular, staff expenditures on emoluments (slack payments), and funds avaiiable for discretionary investment give to managers a positive satisfaction (utility), because these expenditures are a source of security and reflect the power, status, prestige and professional achievement of managers.

Staff increases are to a certain extent equivalent to promotion, since they increase the range of activity and control of managers over resources. Being the head of a large staff is a symbol of power, status and prestige, as well as a measure of professional success, because a progressive and increasing staff implies successful expansion of the particular activity for which a manager is responsible within a firm.
Managers' prestige, power and status are to a large extent reflected in the amount of emoluments or slack they receive in the form of expense accounts, luxurious offices, company cars, etc. Emoluments are economic rents accruing to the managers; they have zero productivity in that, if removed, they would not cause the managers to leave the firm and seek employment elsewhere. They are discretionary expenditures which are made possible because of the strategic position that managers have in the running of the business. Emoluments are probably less attractive than salary payments since there are certain restrictions in the way in which they may be spent. However, they may have tax advantages (since they are tax deductible) and furthermore they are less visible
${ }^{1}$ This chapter is based on O. Williamson's article 'Managerial Discretion and Business Behaviour', American Economic Review (1963). The article has been reprinted in M. Gilbert (ed.), The Modern Business Enterprise (Penguin, 1973).
remunerations to the managers than salary, and hence are less likely to attract the attentions and cause dissatisfaction of the shareholders or the labour force of the firm.

Finally the status and power of managers is associated with the discretion they have in undertaking investments beyond those required for the normal operation of the firm. These minimum investment requirements are included in the minimum profit constraint together with the amount of profits required for a satisfactory dividend policy. Discretionary investment expenditure gives satisfaction to the managers because it allows them to materialise their personal favourite projects. This is an obvious measure of self-fulfilment for managers and top executives.

Staff expenditures, emoluments and discretionary investment expenses are measurable in money terms and will be used as proxy-variables to replace the non-operational concepts (power, status, prestige, professional excellence) appearing in the managerial utility function. Thus the utility function of the managers may be written in the form

$$
U=f_{1}\left(S, M, I_{D}\right)
$$

where $\quad S=$ staff expenditure, including managerial salaries (administrative and selling expenditure)
$M=$ managerial emoluments
$I_{D}=$ discretionary investment

## II. BASIC RELATIONS AND DEFINITIONS

## The demand of the firm

It is assumed that the firm has a known downward-sloping demand curve, defined by the function

$$
X=f^{*}(P, S, \varepsilon)
$$

or

$$
P=f_{2}(X, S, \varepsilon)
$$

where $\quad X=$ output
$P=$ price
$S=$ staff expenditure
$\varepsilon=$ the condition of the environment (a demand-shift parameter reflecting autonomous changes in demand)
It is assumed that the demand is negatively related to price, but positively related to staff expenditure and to the shift factor $\varepsilon$. Thus

$$
\frac{\partial P}{\partial X}<0 ; \quad \frac{\partial P}{\partial S}>0 ; \quad \frac{\partial P}{\partial \varepsilon}>0
$$

An increase in staff expenditure is assumed to cause a shift in the demand curve upwards and thus allow the charging of a higher price. The same holds for any other change in the environment ( $\varepsilon$, for example an increase in income) which shifts upwards the demand curve of the firm.

## The production cost

The total production cost $(C)$ is assumed to be an increasing function of output

$$
C=f_{3}(X)
$$

where

$$
\frac{\partial C}{\partial X}>0
$$

## Actual profit $\Pi$

The actual profit is revenue from sales $(R)$, less tne production costs $(C)$, and less the staff expenditure ( $S$ )

$$
\Pi=R-C-S
$$

## Reported profit $\Pi_{R}$

This is the profit reported to the tax authorities. It is the actual profit less the managerial emoluments ( $M$ ) which are tax deductible

$$
\Pi_{R}=\Pi-M=R-C-S-M
$$

## Minimum profit $\Pi_{0}$

This is the amount of profits (after tax) which is required for an acceptable dividend policy by the shareholders. If shareholders do not receive some profit they will be inclined to sell their shares or to vote for a change in the top management. Both actions obviously reduce the job security of managers. Hence they will make sure to have a minimum profit $\Pi_{0}$ adequate to keep shareholders satisfied. For this the reported profits must be at least as high as the minimum profit requirement plus the tax that must be paid to the government

$$
\Pi_{R} \geq \Pi_{0}+T
$$

where $T=\operatorname{tax}$
The tax function is of the form

$$
T=\bar{T}+t \cdot \Pi_{R}
$$

where $t=$ marginal tax rate (or unit profit tax)
$\bar{T}=$ a lump sum $\operatorname{tax}$

## Discretionary investment $=I_{D}$

Discretionary investment is the amount left from the reported profit, after substracting the minimum profit $\left(\Pi_{0}\right)$ and the tax $(T)$

$$
I_{D}=\Pi_{R}-\Pi_{0}-T
$$

## Discretionary profit $=\Pi_{D}$

This is the amount of profit left after subtracting from the actual profit ( $\Pi$ ) the minimum profit requirement $\left(\Pi_{0}\right)$ and the $\operatorname{tax}(T)$

$$
\Pi_{D}=\Pi-\Pi_{0}-T
$$

## III. THE MODEL

## A. A SIMPLIFIED MODEL OF MANAGERIAL DISCRETION

We will present the model in two stages to simplify the exposition. In the first stage we assume that there are no managerial emoluments ( $M=0$ ), so that the actual profit is the reported profit for tax purposes.

The simplified model may be stated formally as follows

| maximise | $U=f\left(S, I_{D}\right)$ |
| :--- | :--- |
| subject to | $\Pi \geq \Pi_{0}+T$ |

Since there are no emoluments, discretionary investment absorbs all the discretionary profit. Thus we may write the managerial utility function as

$$
U=f\left[S,\left(\Pi-\Pi_{0}-T\right)\right]
$$

For simplicity we may assume that there is no lump-sum tax so that $T=t \Pi$. Thus the managerial utility function becomes

$$
U=f\left[S,(1-t) \Pi-\Pi_{0}\right]
$$

where $(1-t) \Pi-\Pi_{0}=\Pi_{D}$ is the discretionary profit.
The graphical presentation of the equilibrium of the firm in Williamson's model requires the construction of the indifference curves map of managers, and the curve showing the relationship between the two variables appearing in the utility function, $S$ and $\Pi_{D}$.

The indifference curves of managers will be drawn on a graph on whose axes we measure staff expenditure $(S)$ and discretionary profit $\left(\Pi_{D}\right)$. Each indifference curve shows combinations of $S$ and $\Pi_{D}$ which give the same satisfaction to the managers. It is assumed that the indifference curves of managers are of the usual shape: they are convex to the origin implying diminishing marginal rate of substitution of staff expenditure and discretionary profit (figure 17.1). It is further assumed that the indifference curves do not intersect the axes. This assumption restricts the choice of managers to positive levels of both staff expenditures and discretionary profits, ${ }^{1}$ implying that the firm will
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Figure 17.2
choose values of $\Pi_{D}$ and $S$ 'that will yield positive utility with respect to each component of its utility function'.

The relationship between $S$, staff expenditure, and $\Pi_{D}$, discretionary profit, is determined by the profit function

$$
\Pi=f(X)=f(P, S, \varepsilon)
$$

since $t$ and $\Pi_{0}$ are exogenously given (by the tax laws and the demand for dividends of shareholders). Assuming that output is chosen optimally (according to the marginalistic rule $M C=M R$ ) and that the market environment is given $(\varepsilon)$, the relationship between $\Pi_{D}$ and $S$ is shown in figure 17.3.


Figure 17.3

At the initial stages of production and up to the level of output where profits reach their maximum level (point $b$ in figure 17.3) both discretionary profits and staff expenditures increase. However, if production exceeds this level, profits will start declining, but staff expenditures continue to increase. If these expenditures exceed point $c$, the minimum profit constraint is not satisfied and hence points to the right of $c$ (and to the left of $a$ ) are not feasible solutions. It should be clear from the above discussion that the drawn profit curve does not include the minimum profit requirement $\Pi_{0}$.

An alternative way of showing the minimum acceptable profit would be to draw the profit function $\Pi=f(S)_{\bar{P}, \bar{\varepsilon}}$ and show $\Pi_{0}$ as in Baumol's model, by a straight line parallel to the $S$-axis. The advantage of subtracting $\Pi_{0}$ from each level of actual profit ( $\Pi$ ) is that we can reduce the constrained maximisation problem into an unconstrained one.

The equilibrium of the firm is determined by the point of tangency of the profit-staff curve with the highest possible managerial indifference curve (point $e$ in figure 17.4).


Figure 17.4

Given that the indifference curves have a negative slope, it follows that the equilibrium solution will be always on the falling section of the profit-staff curve. This shows the preference of managers for staff expenditure: in Williamson's model the staff expenditure ( $S^{*}$ ) will be greater than that of a profit maximiser ( $S_{\Pi_{\text {max }}}$ ). Furthermore, Williamson's model implies higher output, lower price and lower level of profit than the profitmaximisation model.

The above predictions will be better understood after the presentation of the general model of managerial discretion.

## B. The general model of managerial discretion

Formally the model may be stated as follows
Maximise

$$
U=f\left(S, M, \Pi_{R}-\Pi_{0}-T\right)
$$

subject to

$$
\Pi_{R} \geq \Pi_{0}+T
$$

It is assumed that the marginal utility of each component of the utility function is diminishing but positive. This implies that the firm will always choose positive values for these components ( $S, M, I_{D}$ ).

With the above assumption the constraint becomes redundant, and we may treat the problem as one of straightforward maximisation.

Substituting

$$
\Pi_{R}=\Pi-M=R-C-S-M
$$

and

$$
T=\bar{T}+t(R-C-S-M)
$$

we obtain

$$
U=f\left[S, M,\left\{(1-t)(R-C-S-M)-\Pi_{0}\right\}\right]
$$

We may also substitute $M$ as follows. Define $\rho$ as the ratio of retained to actual profit

$$
\rho=\frac{\Pi_{R}}{\Pi}
$$

so that $\Pi_{R}=\Pi \cdot \rho$.
Substituting this expression in the definition of retained profit and rearranging we obtain

$$
\Pi_{R}=\Pi-M=\Pi \cdot \rho
$$

Solving for $M$ we find

$$
M=(1-\rho) \Pi=(1-\rho)(R-C-S)
$$

where $(1-\rho)$ is the proportion of profits absorbed by emoluments. Thus the managerial utility function becomes

$$
\begin{equation*}
U=f\left[S,\{(1-\rho)(R-C-S)\},\left\{\rho(1-t)(R-C-S)-\Pi_{0}\right\}\right] \tag{17.1}
\end{equation*}
$$

The tax rate $t$, and the minimum profit requirement $\Pi_{0}$ are given exogenously. Hence the utility function depends on three variables: output $X$, staff expenditure $S$, and the proportion $\rho$. These are the policy variables of the firm: the managers will choose such values for $X, S$ and $\rho$ so as to maximise $U$.

In the maximisation procedure we will denote the first partial derivatives of $U$ with respect to $S, M$ and $I_{D}$ by $U_{1}, U_{2}$ and $U_{3}$ respectively, that is

$$
\frac{\partial U}{\partial S}=U_{1} \quad \frac{\partial U}{\partial M}=U_{2} \quad \frac{\partial U}{\partial I_{D}}=U_{3}
$$

The first-order conditions for a maximum require that the first partial derivatives be equal to zero. (Note that the second-order conditions are satisfied by the assumption of diminishing but positive marginal utilities of the three components of the managerial utility function.)

In the maximisation procedure we will use the total differential of the managerial utility function

$$
\begin{equation*}
d U=U_{1} \cdot(d S)+U_{2} \cdot(d M)+U_{3}\left(d I_{D}\right) \tag{17.2}
\end{equation*}
$$

where $\quad M=(1-\rho)(R-C-S)$

$$
I_{D}=\rho(1-t)(R-C-S)-\Pi_{0}
$$

Equating the partial derivatives of the managerial utility function to zero, taking into account the total differential (17.2), we obtain

$$
\begin{align*}
& \frac{\partial U}{\partial X}=U_{2}\left[(1-\rho)\left(\frac{\partial R}{\partial X}-\frac{\partial C}{\partial X}\right)\right]+U_{3}\left[\rho(1-t)\left(\frac{\partial R}{\partial X}-\frac{\partial C}{\partial X}\right)\right]=0  \tag{17.3}\\
& \frac{\partial U}{\partial S}=U_{1}+U_{2}\left[(1-\rho)\left(\frac{\partial R}{\partial S}-1\right)\right]+U_{3}\left[\rho(1-t)\left(\frac{\partial R}{\partial S}-1\right)\right]=0  \tag{17.4}\\
& \frac{\partial U}{\partial \rho}=U_{2}[(-1)(R-C-S)]+U_{3}[(1-t)(R-C-S)]=0 \tag{17.5}
\end{align*}
$$

From equation (17.3) we obtain

$$
\begin{equation*}
\left(\frac{\partial R}{\partial X}-\frac{\partial C}{\partial X}\right)\left[U_{2}(1-\rho)+U_{3}(\rho)(1-t)\right]=0 \tag{17.6}
\end{equation*}
$$

The only way for this equation to be satisfied is

$$
\begin{equation*}
\frac{\partial R}{\partial X}-\frac{\partial C}{\partial X}=0 \quad \text { or } \quad \frac{\partial R}{\partial X}=\frac{\partial C}{\partial X} \tag{17.7}
\end{equation*}
$$

given that all the elements in the second expression of the left-hand side of (17.6) are positive by assumption. Thus from the partial derivative of the managerial utility function with respect to $X$ we conclude that in Williamson's model the firm makes its production decision in the conventional way by equating marginal production cost to marginal revenue.

From equation (17.4), solving for $\partial R / \partial S$, we obtain

$$
\begin{equation*}
\frac{\partial R}{\partial S}=1-\frac{U_{1}}{U_{2}(1-\rho)+U_{3}(\rho)(1-t)} \tag{17.8}
\end{equation*}
$$

Given that by assumption all the elements appearing in the fraction are positive, it follows that

$$
\frac{\partial R}{\partial S}<1
$$

This finding implies that at equilibrium the mangerial firm will employ administrative staff beyond the optimal level (that is, beyond the point where the marginal cost of staff is equal to its marginal revenue). Thus there is a tendency for the managerial firm to overspend on staff, to employ more administrative staff than a profit-maximising firm.

From equation (17.5) we obtain

$$
(R-C-S)\left[-U_{2}+U_{3}(1-t)\right]=0
$$

For this equation to be satisfied the second factor must be equal to zero (since ( $R-C$ $-S)>0$ ), that is,

$$
-U_{2}+U_{3}(1-t)=0
$$

or

$$
\begin{equation*}
U_{2}=(1-t) U_{3} \tag{17.9}
\end{equation*}
$$

This finding shows that in Williamson's model some amount of profit will be absorbed as emoluments, the amount depending on the tax rate: the higher $t$ the smaller $U_{2} / U_{3}$, the smaller the marginal rate of substitution of emoluments for discretionary investment, and the more will be spent on $M$ and the less on discretionary investment.

Given that the marginal utilities have known values (subjectively determined by the managers' preferences), the simultaneous solution of (17.7), (17.8) and (17.9) yields the equilibrium values of the policy variables $X$ (output), $S$ (staff expenditure), and $\rho$ (the factor that determines the proportion of $\Pi$ absorbed as slack payments to managers).

## IV. IMPLICATIONS OF THE MODEL

The implications of this model will become clear if we compare it with the model of a profit maximiser.

For the profit maximiser
and

$$
\Pi=R-C-S
$$

$$
\Pi_{R}=\Pi
$$

that is $\rho=1$. The profit maximiser will choose the values of $X$ and $S$ that maximise his profit

$$
\Pi=R-C-S
$$

From the first-order conditions we have
(a)

$$
\begin{equation*}
\frac{\partial \Pi}{\partial X}=\frac{\partial R}{\partial X}-\frac{\partial C}{\partial X}=0 \quad \text { or } \quad \frac{\partial R}{\partial X}=\frac{\partial C}{\partial X} \tag{17.10}
\end{equation*}
$$

(b)

$$
\begin{equation*}
\frac{\partial \Pi}{\partial S}=\frac{\partial R}{\partial S}-1=0 \quad \text { or } \quad \frac{\partial R}{\partial S}=1 \tag{17.11}
\end{equation*}
$$

The equilibrium conditions of the two models may now be easily compared (table 17.1).

There will be no slack payments to managers or discretionary investment if a firm is a profit maximiser, while both $M>0$ and $I_{D}>0$ in Williamson's model.

The expenditure on staff will be larger in Williamson's model

$$
S_{W}>S_{\Pi_{\max }}
$$

since the profit maximiser will spend on staff up to the point at which an additional unit expenditure on staff will bring to the firm a revenue equal to unity ( $M C$ on staff $=$ $M R$ from staff), while the utility-maximising managers will employ staff beyond that point. This follows from the second-equilibrium condition $(\partial R / \partial S<1$ and $\partial R / \partial S=1$ for Williamson's firm and the profit maximiser respectively).

Although the first condition for equilibrium is the same in both models ( $M R=M C$ ), no definite prediction can be drawn about the level of output. In general the optimal $X$ will not be the same in the two models, given that output depends on $S$, staff expenditures, and these will be larger in Williamson's model. One might draw the inference (from $S_{W}>S_{\Pi_{\max }}$ ) that $X_{W}>X_{\Pi_{\text {max }}}$, but this is not necessarily true. The result of increased staff expenditures on the level of output depends on the particular relationship between $X$ and $S$ in the two models.

Table 17.1

|  | Williamson | Profit- <br> maximiser |
| :--- | :---: | :---: |
| Equilibrium <br> conditions | $\frac{\partial R}{\partial X}=\frac{\partial C}{\partial X}$ | $\frac{\partial R}{\partial X}=\frac{\partial C}{\partial X}$ |
|  | $\frac{\partial R}{\partial S}<1$ | $\frac{\partial R}{\partial S}=1$ |
|  | $\rho<1$ | $\rho=1$ |
| Differences <br> of $M, S, I_{D}$ <br> at equilibrium | $M>0$ | $M=0$ |
|  | $I_{D}>0$ | $S=0$ |
| $I_{D}=0$ |  |  |

In summary, staff expenditure, managerial slack and discretionary investment spending will be larger for a firm that maximises utility than for a firm that maximises profits. However, no general conclusion can be drawn regarding the level of output in the two models. (Note: Williamson's model yields identical results to those of a profit-maximising model if $\rho=1$ and the marginal utility for staff $\left(U_{1}\right)$ is zero. Thus Williamson's model includes the profit-maximising firm as a special case).

## V. COMPARATIVE STATIC PROPERTIES

We may compare further the two models by examining their predictions about the changes of the policy variables (the reaction of firms) when some change in the environment takes place. We will examine the effects on the levels of the policy variables $(X, S, \rho)$ of a shift in demand (change in the shift factor $\varepsilon$ ), a change in the profit tax rate, $t$, and of the imposition of a lump-tax $\bar{T}$ to the firm. We will examine only the directions of these changes.

## A shift in the market demand

This may be denoted by a change in the shift factor $\varepsilon$, appearing in the demand function. The effects of such a shift on $X, S$ and $\rho$ in the two models are shown (without proof) below:

Williamson's firm: $\quad \frac{\partial X}{\partial \varepsilon}>0 \quad \frac{\partial S}{\partial \varepsilon}>0 \quad \frac{\partial \rho}{\partial \varepsilon}>0$
Profit maximiser: $\quad \frac{\partial X}{\partial \varepsilon}>0 \quad \frac{\partial S}{\partial \varepsilon}>0 \quad \frac{\partial \rho}{\partial \varepsilon}=0$
A shift in demand will increase output $X$, and staff expenditure $S$, in both models. The two models give identical predictions of the direction of changes in $X$ and $S$, so that by observing only changes in these variables in response to a shift in demand we cannot tell whether the firm is a utility-maximiser or a profit-maximiser. The two models cannot be verified by simply looking at what happens to $X$ and $S$ as demand changes. However, an upward shift in demand, while not affecting $\rho$ in a classical model, will lead to a reduction in $\rho$ if the firm is utility-maximising. A shift in demand will increase slack pavments faster than the increase in the actual profits (Williamson argues). Thus an increase in slack payments in booms, and a decrease of slack in recessions, suggest that the firm is of the Williamson type rather than a profit maximiser.

## An increase in the profit tax rate $t$

The effects of this change on $X, S$ and $\rho$ are summarised below:
Williamson's firm: $\quad \frac{\partial X}{\partial t}>0 \quad \frac{\partial S}{\partial t}>0 \quad \frac{\partial \rho}{\partial t}<0$
Profit maximiser: $\quad \frac{\partial X}{\partial t}=0 \quad \frac{\partial S}{\partial t}=0 \quad \frac{\partial \rho}{\partial t}=0$
An increase in the profit tax rate will not change the equilibrium $X$ and $S$ of a profitmaximising firm. A profit-maximising firm cannot avoid the burden of an increase in the profit tax rate by changing its output (or its price) or its staff expenditure, unless the burden is so high as to lead the firm to close down.

A utility-maximising firm, on the other hand, will be able to avoid part of the tax burden by increasing its staff expenditure and its slack payments, and reporting a lower level of profit for taxation. ${ }^{1}$

## Effects of the imposition of a lump-tax $T$

The effects on output, staff expenditure and on slack payments are summarised below:
Williamson's firm: $\quad \frac{\partial X}{\partial T}<0 \quad \frac{\partial S}{\partial T}<0 \quad \frac{\partial \rho}{\partial T}>0$
Profit maximiser: $\quad \frac{\partial X}{\partial T}=0 \quad \frac{\partial S}{\partial T}=0 \quad \frac{\partial \rho}{\partial T}=0$
${ }^{1}$ Actually the effects of a change in the profits tax rate is not unambiguous. It can be shown that these effects on the firm's decisions can be decomposed into a substitution effect, which is always positive, and an income effect which is negative. Thus the net effect depends on its two components. Williamson argues that in most cases the substitution effect will more than offset the income effect, so that the responses of the firm to a change in $t$ will most often be as above outlined. For a detailed analysis of this response see J. R. Wildsmith, Managerial Theories of the Firm (Martin-Robertson, 1972) pp. 77-8.

The imposition of a lump-tax will not change the short-run equilibrium $X$ and $S$ of a profit-maximising firm, which cannot avoid the burden of $T$ (unless it is so heavy as to make it more profitable to close down). On the other hand, the imposition of $T$ leads a utility maximiser to a reduction of his output, reduction of his staff expenditure and reduction of the slack payments. (The decrease in $X$ will occur as a result of a shift downwards of the demand curve, due to the cut in staff expenditure.)

## Change in fixed costs

Since a lump-sum tax is similar in its impact on the firm's activities to an increase in its fixed costs, we may infer from the above analysis that an increase in the fixed costs will not affect the short-run equilibrium $X$ and $S$ of a profit maximiser (unless he is driven out of business completely), while it will lead to a change in the level of output, the staff expenditure and the slack payments of a utility maximiser.

## VI. EMPIRICAL EVIDENCE

Williamson conducted several tests of his model. We will discuss briefly his 'principalfirm analysis' and we will summarise the evidence he presented from several case studies.

## Principal-firm analysis

Williamson attempted to test the hypothesis that managerial discretion influences the expenditures for which managers have a strong expense preference (staff expenditure, emoluments, discretionary investment). He applied ordinary least squares to the model

$$
X_{i}=a_{0} \cdot S_{i}^{a_{1}} \cdot C_{i}^{a_{2}} \cdot H_{i}^{a_{3}} \cdot B_{i}^{a_{4}} \cdot u_{i}
$$

where $\quad X_{i}=$ compensation of the top executive of the $i$ th firm
$S_{i}=$ staff expenditure (administrative, general and selling expense)
$C_{i}=$ concentration ratio in the industry where the $i$ th firm belongs
$H_{i}=$ height of the barriers to entry in the industry
$B_{i}=$ composition of the board of the $i$ th firm (proportional representation of the management in the board)
$u_{i}=$ random variable
He fitted the above model to cross-section samples for the years 1953, 1957 and 1961. Each sample included the two largest (principal) firms (ranked according to sales) from twenty-six industries. The samples were not random, but included the large firms for which the managerial model is thought to be more appropriate.

Surprisingly enough the dependent variable is only a small fraction of staff expenditure, not any one or all of the expenses for which managers have a definite preference. Williamson argues that the remuneration of the top executive is determined within a carefully designed scale for the salaries of the rest of the managerial group. 'Payments between executive levels are carefully scaled so that the factors which influence compensation of the top executive can be presumed to affect the level of staff compensation generally.' (Williamson, 'Managerial Discretion and Business Behaviour').

Even more questionable is the use of $S$, staff expenditure, as a determinant of the remuneration of the top executive. Williamson uses $S$ as a proxy for the 'compensation which the top executive would receive strictly on a profit-maximising basis', on the grounds that staff expenditure reflects the size of personnel over which the top executive has responsibility. This may be so, but the logic for including the profit-maximising
remuneration as a determinant of the actual compensation of the top executive does not seem clear to us, given the hypothesis being tested. If anything, staff expenditure, $S$, is probably the most important element in the discretionary expenses of managers, and, hence, should be the dependent rather than an explanatory variable.

The concentration ratio, $C_{i}$, and the height of the barriers to entry, $H_{i}$, are used as measures of opportunities for managerial discretion. Williamson argues that the higher the concentration (the fewer the firms in an industry) and the stronger the barriers to entry, the greater the power of managers for discretionary spending. Williamson, anticipating the criticism that $C_{i}$ and $H_{i}$ are another measure of 'size', estimated the correlation coefficient between sales and $C_{i}$, and sales and height of barriers to entry. He found the values of these correlations sufficiently low ( -0.13 and -0.14 ) for the firms included in his samples, and he thus concluded that $C_{i}$ and $H_{i}$ are not proxies for size. However, he found that the correlation between sales and $S$ ('staff expense') was considerable ( 0.75 ). Yet, he does not comment on the implications of this correlation for his estimated regression.

Another criticism might be the simultaneous use of $C_{i}$ and $H_{i}$ as measures of the opportunities of discretion for managers. Why is neither of these measures adequate for capturing the effect of 'opportunity for managerial discretion'? Williamson does not answer this question; hence one might suspect that the combined use of $C_{i}$ and $H_{i}$ was chosen in order to improve the statistical fit, rather than on grounds of theoretical importance of these variables in explaining the dependent variable.

Williamson, anticipating the criticism that $C_{i}$ and $H_{i}$ are a measure of profitability, estimated several equations in which profits were included either in combination with $C_{i}$ and $H_{i}$, or replacing them. From his statistical findings he concluded that profits give a worse fit to his data. We should think that the evaluation of the regression findings on the basis of statistical results alone is not adequate for concluding that $C_{i}$ and $H_{i}$ are not in fact a proxy for profits.

The variable $B_{i}$, proportionate representation of management on the board, is used by Williamson as a measure of the 'desire of managers to act free from outside interference', that is, free from the interference of owner-shareholders. The greater the number of managers on the board, the greater the 'desire' of management for discretionary action. It seems to us that the distinction between the 'desire of managers' and the 'opportunity of managers' for discretionary behaviour cannot be disentangled and measured independently by the three variables $C_{i}, H_{i}$ and $B_{i}$. Obviously one can argue that the greater the representation of management on the board, the greater (not only their desire but also) their opportunity for discretionary action. Thus, we should think that $C_{i}, H_{i}$ and $B_{i}$ are largely overlapping measures of the same factor: the degree of discretion that managers have in the allocation of resources in the firm.

In summary, the causality implied by staff, $S$, plus the fact that $S$ and sales are highly correlated, that $H_{i}$ and $C_{i}$ may reflect profitability, that $C_{i}, H_{i}$ and $B_{i}$ may measure (at least partly) the same factor, cast serious doubt on the suitability of the fitted model for testing the hypothesis of managerial discretion.

## Evidence from field studies

Williamson conducted several case studies from which he infers that his model is better suited for the explanation of some real-world phenomena, such as:

1. Increase in $S$ and $M$ in booms, and drastic cut of these expenditures in recessions.
2. Reaction of firms to taxation changes.
3. Changes of the level of $X, S$ and $M$ in response to changes in the fixed costs of the firm.
4. Drastic cuts in staff expenditure by newly appointed top management, without affecting the productivity of the firm.
5. Allocation of 'fixed overheads' of multiplant-multiactivity corporations to their different plants and activities so as to obtain the effects of a lump-tax (that is reduction of inefficient plants and activities).

Such phenomena, Williamson argues, while incompatible with a profit-maximising behaviour, can be explained by his model of 'rational managerial behaviour'.

We think that the available evidence is not enough for the verification of the theory. The above arguments of Williamson rest on an implicit 'ceteris paribus' clause, which is not at all sure to be fulfilled in dynamic situations, such as shifts in demand and costs in booms and recessions.

Furthermore, Williamson's model fails to deal with the core problem of oligopolistic interdependence and of strong oligopolistic rivalry. Williamson's model is applicable in markets where rivalry is not strong (for example, in an oligopolistic market where there is some form of collusion), or for firms who have some advantage over their rivals (for example, patents, superior know-how). However, in the long run such advantages which shelter a firm from competition are usually weakened, and competition is enhanced. When rivalry is strong a profit-maximising model may be more appropriate, unless some form of collusive agreement is achieved and firms adhere to it.

## SECTION F

## BEHAVIOURAL THEORY OF THE FIRM

## 18. The Behavioural Model of Cyert and March

The behavioural theories of the firm started developing in the early 1950s. Some of the seminal work may be traced in Simon's article 'A Behavioural Model of Rational Choice', published in the Quarterly Journal of Economics in 1955. The theory has subsequently been elaborated by Cyert and March, with whose names it has been connected to this day. The writers founded their theory on four case studies and two 'laboratory'experimental studies.

We will develop the model of Cyert and March in the following sequence:

1. The firm as a coalition of groups with conflicting interests.
2. Process of formation of demand-goals of the different groups within the firm.
3. Definition of the goals of the firm by the top management. Satisficing behaviour of the firm.
4. Means for the resolution of the conflicting demands and interests of the various groups of the firm-coalition.
5. The process of decision-making for the implementation of the goals set by the management.
6. The environment of the firm and the treatment of uncertainty in the behavioural theory.
7. A simple model of behaviourism.
8. Comparison of the behavioural theory with the traditional theory of the firm.
9. Summary and conclusions.

## I. THE FIRM AS A COALITION OF GROUPS WITH CONFLICTING GOALS

The behavioural theory of the firm, as developed by Cyert and March, focuses on the decision-making process of the 'large multiproduct firm under uncertainty in an imperfect market'. Cyert and March deal with the large corporate managerial business in which ownership is divorced from management. Their theory originated from the concern about the organisational problems which the internal structure of such firms creates and from the need to investigate their effect on the decision-making process in these large organisations. Such internal organisational factors may well explain the difference in the reactions of firms to the same external stimuli, that is, to the same change in their economic environment.

The assumptions underlying the behavioural theories about the complex nature of the firm introduces an element of realism into the theory of the firm. The firm is not treated as a single-goal single-decision unit, as in the traditional theory, but as a multigoal, multidecision organisational coalition. The firm is conceived as a coalition of different groups which are connected with its activity in various ways: managers, workers, shareholders, customers, suppliers, bankers, tax inspectors and so on. Each group has its own set of goals or demands. For example, workers want high wages, good pension schemes, good conditions of work. The managers want high salaries, power, prestige. The shareholders want high profits, growing capital and market size. The customers want low prices and good quality and service. The suppliers want steady contracts for the materials they sell to the firm, and so on. The most important groups, however, within the framework of the behavioural theories are those most directly and actively connected with the firm, namely the managers, the workers and the shareholders.

Our next step is to examine the process by which the demand-goals of the different groups are formed.

## II. THE PROCESS OF GOAL-FORMATION: <br> THE CONCEPT OF THE 'ASPIRATION LEVEL'

The behavioural theory recognises explicitly that there exists a basic dichotomy in the firm. On the one side there are the individual members of the coalition-firm, and on the other side there is the organisation-coalition called 'the firm'. The consequence of this dichotomy is a conflict of goals: individuals may have (and usually have) different goals to those of the organisation-firm.

The purpose of the behavioural theory is to determine the key variables in the decisionmaking process in the firm. It is not interested in the goals of the firm as such, but rather in their origin and the decision process which leads to their formation. Cyert and March argue that the goals of the firm depend on (are determined by) the demands of the members of the coalition, while the demands of these members are determined by various factors, such as the aspirations of the members, their success in the past in pursuing their demands (past achievement), their expectations, the achievements of other groups in the same or other firms, the information available to them and so on.

Each member or group of the coalition-firm has a multiplicity of demands on the organisation-firm, often conflicting with the demands of other members and with the overall goals of the firm. The demands of each group are too many and not all of them can be satisfied in any one period, given the limited amount of resources available to the firm. Thus, in any particular period the various members (or groups) present to the top management only a part of their demands, the ones that they consider as more important, while keeping the others for later periods.

The demands of the different groups are competing for the given resources of the firm, and there is a continuous conflict. Conflict is unavoidable in any coalition whose members compete for the given resources of the firm. The different groups bargain continuously to achieve their demands.

There is a strong relation between demands and past achievement. Demands take the form of aspiration levels. Demands change continuously, depending on past achievement and on changes in the firm and its environment. In any one period the demands which will actually be presented by any particular group to the top management depend on past achievement of demands previously pursued by the particular group, or the achievement of other groups in the same firm, on the achievement of similar groups in other firms, on past aspiration levels, on expectations, and on available information.

Cyert and March argue that the relationship between demands-aspirations and past achievement depends on actual and expected changes in the performance of the firm and changes in its environment: Firstly, in a 'steady situation', with no growth or dynamic changes in the environment, aspirations (demands) and past achievement tend to become equal. Secondly, in a dynamic situation with growth, aspiration levels (demands) lag behind achievement. This time-lag is crucial to the behavioural theory. During this time lag the firm is able to accumulate 'surpluses' or 'excess-profits', which may be used as a means of resolution of the conflict in the firm and which act as a stabiliser of the firm's activity in a changing environment (see below, section IV). Thirdly, in a period of decline of the activity of the firm, demands are larger than past achievements, because the aspiration levels of the members of the coalition adjust downwards slowly.

This process of demand and aspiration-level formation renders the behavioural theory dynamic: the aspiration levels-demands at any time $t$ depend on the previous history of the firm, that is, on previous levels of achievement and previous aspiration levels. (See H. A. Simon, 'A Behavioural Model of Rational Choice', Quarterly Journal of Economics, 1955, p. 113.)

In summary, the demands of the various groups of the coalition-firm change continuously over time. Given the resources of the firm in any one period, not all demands which confront the top management can be satisfied. Hence there is a continuous bargaining process between the various members of the coalition-firm and inevitable conflict.

The top management has several tasks: to set the goals of the firm, which often are in conflict with the demands of the various groups; to resolve the conflict between the various groups; to reconcile as far as possible the conflict in goals of the firm and of its individual groups, to take decisions in order to implement the set goals.

## III. GOALS OF THE FIRM: SATISFICING BEHAVIOUR

The goals of the firm are set ultimately by the top management. There are five main goals of the firm: (a) Production goal. (b) Inventory goal. (c) Sales goal. (d) Share-of-themarket goal. (e) Profit goal.

The production goal originates from the production department. The main goal of the production manager is the smooth running of the production process. Production should be distributed evenly over time, irrespective of possible seasonal fluctuations of demand, so as to avoid excess capacity and lay-off of workers at some periods, and overworking the plant and resorting to rush recruitment of workers at other times, with the consequence of higher costs, due to excess capacity and dismissal payments or too frequent breakdowns of machinery and wastes of raw materials in period of 'rush' production.

The inventory goal originates mainly from the inventory department, if such a department exists, or from the sales and production departments. The sales department wants an adequate stock of output for the customers, while the production department requires adequate stocks of raw materials and other items necessary for a smooth flow of the output process.

The sales goal and possibly the share-of-the-market goal originate from the sales department. The same department will also normally set the 'sales strategy,' that is, decide on the advertising campaigns, the market research programmes, and so on.

The profit goal is set by the top management so as to satisfy the demands of shareholders and the expectations of bankers and other finance institutions; and also to create funds with which they can accomplish their own goals and projects, or satisfy the other goals of the firm.

What we said earlier about the dynamic changes in the goals of individuals or groups, holds also for the goals of the firm: these goals change over time depending on the past history of the firm (past aspiration levels relative to past attainments), as well as on the conditions of the external environment and on the changes of aspirations of groups within the organisation.

The number of goals of the firm may be increased, but the decision-making process becomes increasingly complex. The efficiency of decision-making decreases as the number of goals increases. The law of diminishing returns holds for managerial work as for all other types of labour.

The goals of the firm are ultimately decided by the top management, through continuous bargaining between the groups of the coalition. In the process of goal formation the top management attempts to satisfy as many as possible of the demands with which it is confronted by the various members of the coalition.

Some of the above goals may be desirable to (and consequently acceptable by) all members of the coalition. For example, the sales goal is directly desirable to the sales manager and his department, to the top management and most probably to the shareholders. But this goal is also indirectly desirable to all the other members of the coalition, since all groups know that unless the firm sells whatever it produces no one will be able to attain his own individual goals. Other goals are desirable to only some of the groups. For example, profits are the concern of the shareholders and the top management, but not of the employees in lower administrative levels or of the workers 'on the floor.' The conflicts arising in the process of goal-setting at the level of top management are resolved by various means which are examined in section IV below.

The goals of the firm, like the goals of the individual members or particular groups of the coalition, take the form of aspiration levels rather than strict maximising constraints. The firm in the behavioural theories seeks to satisfice, that is, to attain a 'satisfactory' overall performance, as defined by the set aspiration goals, rather than maximise profits, sales or other magnitudes. The firm is a satisficing organisation rather than a maximising entrepreneur. The top management, responsible for the coordination of the activities of the various members of the firm, wishes to attain a 'satisfactory' level of production, to attain a 'satisfactory' share of the market, to earn a 'satisfactory' level of profit, to divert a 'satisfactory' percentage of their total receipts to research and development or to advertising, to acquire a 'satisfactory' public image, and so on. However, it is not clear in the behavioural theories what is a satisfactory and what is an unsatisfactory attainment.

Some objectives may even take the form of sheer wishful thinking, that is, they are unquantifiable goals, of a non-operational form; for example, the goal of 'serving best the public', or 'keeping a good public image', or 'being progressive and pioneering', and so on. Such goals do not necessarily lead to specific actions. However, they may indirectly affect other goals in that they may lead to appointment of personnel or other policy commitments. What is important about such goals is that they may be used as an excuse by the top management for justifying particular projects or expenses, given that such goals are consistent with virtually any other set of goals of particular members or groups of the coalition.

Cyert and March argue that satisficing behaviour is rational given the limitations, internal and external, within which the operation of the firm is confined. Simon introduced the concept of 'bounded rationality' to justify the satisficing behaviour of the large corporate firms. The goals, irrespective of where they originate, are finally decided by the top management and approved, normally, by the board of directors. They take the form of aspiration levels, and, if attained, the performance of the firm is considered as 'satisfactory'. The goals-targets do not normally take the form of maximisation of the relevant magnitudes. The firm is not a maximising but rather a satisficing organisation.

This behaviour is characterised by Simon ${ }^{1}$ as a behaviour of 'limited' or 'bounded' rationality, as opposed to 'global' rationality of the entrepreneur-firm of the traditional theory. Traditional theory conceived of the entrepreneur as a person with unlimited and costless information, unlimited computational ability and with unlimited time at his disposal. Such a rational entrepreneur could afford the luxury of pursuing maximisation of his profit by comparing diligently all possible alternative actions facing him at any one time. 'Global' rationality implies that the firm has a clearly defined ordering of preferences for the various goals, each of which has been set after the scrutiny of all possible alternatives, and has been assigned a definite weight, possibly in terms of probabilities. The behavioural theory recognises explicitly the fact that in the modern real world the entrepreneurial work is executed by the group of top management. These are people with limited time at their disposal, have limited and imperfect information and limited computational ability. Hence it is impossible for them to examine all possible alternatives open to them and choose the one that maximises profits (or anything else). Instead they examine only a small number of alternatives and choose the 'best' given their limited time, information and computational abilities. Thus the top management (the firm) acts with 'bounded' rationality.

It should be obvious that the behaviourists redefine rationality. Traditional theory defined the rational firm as the firm that maximises profit (short-run and long-run). The behaviourist school is the only theory that postulates a satisficing behaviour of the firm, which is rational given the limited information and limited computational abilities of the managers.

## IV. MEANS FOR THE RESOLUTION OF THE CONFLICT

We said that the demands of the individual members or groups as well as the goals of the firm take the form of aspiration levels, and are continuously changing in response to past achievement, expectations and changes within the firm and its environment. Given the limited resources of the firm in any one period, and the impossibility of satisfying all demands, conflict is inevitable. There is a continuous struggle and bargaining process as the various groups compete for the given resources of the firm.

Under these conditions one might think that the activity and performance of the firm would be highly unstable. This is not, however, the case. The conflict and bargaining process between the competing groups do not lead to chaotic unstable situations. Both the goals and the functioning of the firm show remarkable stability. There are various reasons for the observed stability of the goals of the various groups and of the firm. The various members or groups have limited time to bargain, and hence they do not examine all possible alternative actions open to them at any particular time. Furthermore the groups are constrained to act according to some initially agreed goals. Their behaviour is enforced by some general self-controlling devices such as the budget-share and its use by the various groups. There are penalties for not spending the budget-share and equally severe penalties for overshooting it. An unfilled position in a department in one period is likely to be taken away and allocated to another department. Past performance in spending the budget-share creates a precedent. The firm 'learns' by its past mistakes, it is an adaptive organisation with a 'memory' of its past performance. The behaviour, goals and decisions are based largely on past history, that is, past bargaining attainments become precedents for present bargaining, goal-setting and decision-making. Finally, there is delegation of functions in the firm, which limits the discretion of various members or groups of the coalition, thus reducing the sources of

[^95]probable conflict. For these reasons objectives (of members, groups and the firm) exhibit much greater stability than would be expected in view of the conflict and the continuous bargaining process within the firm.

Apart from the budget and the delegation of authority, the smooth functioning of the firm is secured by various means which the top management uses to resolve the conflict within the firm. The most important means for the resolution of the conflict are money payments, side payments (which take the form of policy commitments), slack payments, sequential attention to the demands of the individual members or groups, and decentralisation of decision-making (delegating authority for action within given limits).

## Money payments

Money payments are a major means for satisfying the demands of the various groups of the coalition-firm. In the traditional theory of the firm, money payments are the only means for achieving the goals of the firm: the entrepreneur (being synonymous with the firm) resolves all demands by money payments, that is, by paying to the factors their market prices. Thus, in traditional theory, there is no conflict between the ownerentrepreneur and the firm, and all the demands of the owners of factors of production are satisfied by money payments. In the behavioural theory of the firm payments of market prices to the owners of factors of production are not adequate for resolving the conflicting demands. A large part of demands is satisfied by money payments: workers and employees are getting their wages and salaries; shareholders get their dividends, and so on. However, there are other means necessary for the resolution of the conflicting demands.

## Side payments-policy commitments

Policy commitments absorb part of the resources of the firm and are in this sense payments to the factors of production. For example, the top management, in order to keep a good scientist in its research department, apart from paying him his salary (opportunity cost), must allocate certain funds for the development and conduct of the research plans (projects) of the scientist. These funds are money payments which, of course, do not go into the pocket of the scientist. They form a side payment for him, in the sense that they satisfy part of his demands which are associated with his research interests. Thus side payments mostly take the form of policy commitments by the top management and are a means for satisfying some demands of the groups within the firm.

## 'Slack' payments

Slack is defined as payments to the various groups of the coalition over and above those required for the efficient working of the firm.
'Organisational slack consists in payments to members of the coalition in excess of what is required to maintain the organisation.' (R. M. Cyert and J. G. March, A Behavioural Theory of the Firm, Prentice-Hall, 1963.)

Slack may be 'earned' by all groups of the coalition. For example, workers may be paid wages higher than what is required to keep them in the firm; managers may be paid higher salaries or have other perquisites (luxurious offices, limousines, expenseaccounts); shareholders may be paid higher dividends than the minimum required to satisfy their demands, customers may be given discounts which are not necessary to keep them tied to the firm.

In the long run demands of groups adjust to actual payments of the firm and of other similar firms. Thus in the long run coalition demands are analogous to the factor
prices of the conventional theory. However, in the short run there is a difference between demands and payments. In periods of growth the difference is positive and this difference is what Cyert and March call slack payments. It is due to the rather slow process of adjustment of demands to actual payments to the managers and other groups of the coalition. Thus 'slack is typically not zero'.

In managerial economics only one type of slack is discussed, namely the slack payments to the managers, while the other types of slack are usually assumed to be zero. Cyert and March, while recognising that other kinds of slack may be non-zero, still maintain that the most important form of slack is the managerial slack. As said, this may take the form of higher salaries or other perquisites that the firm provides to the top management.
The existence of slack has a stabilising effect on the performance of the firm. It allows the firm to pursue its goals and have a steady performance in a changing environment. That is, slack allows the firm to ignore to a large extent changes in its environment: in a period of 'bad business' the firm cuts the slack payments, thus achieving a reduction in its costs, which makes it possible for the firm not to make other major downward readjustments in its aspiration levels. Similarly in periods of flourishing business slack payments increase, that is, part of the realised profits is absorbed in costs and hence profits appear as less than they would otherwise be so that there is less room for an excessively optimistic upward adjustment of other aspiration levels. Thus aspiration levels and the activity of the firm are more stable in a widely fluctuating environment, due to the built-in stabiliser, the slack. Without slack and the resulting adjustment of costs the activity of the firm would be much more unstable, because the only way to adjust to changing environment would be a readjustment of aspiration levels of the firm. With slack the adjustment of the firm to the changing external conditions becomes easier: slack acts as a buffer to the changes of the environment and thus it explains the smooth functioning of the firm.

Cyert and March offer the stabilising role of slack as the explanation of the 'orderly' function of the firm. Yet they themselves state that this 'role' is played by slack 'automatically.' Slack is created autonomously because of the time-lag in the adjustment (upwards) of aspirations to achievement, and acts as an autonomous built-in stabiliser, without the top management consciously using slack as a means for the stabilisation of the firm.

The hypothesis set by Cyert and March about the stabilising effect of the slack can be tested empirically by observing the behaviour of costs in bad and good business periods.

## Sequential attention to demands

One of the most important ways used by top management for the resolution of conflict is sequential attention to the demands of the various groups. The top management, depending on the urgency of the different demands, attaches priority and satisfies first the demands that seem more important in any one period, while postponing the demands of other members for future periods. If in a period the production process needs renewal, the demands of the production manager will be given priority. If, however, a competitor launches a new product or a big selling campaign, the top management will allocate more funds to the sales department, giving a lower priority to other demands.

## Decentralisation of decision-making

Conflict is partly avoided if the decision area of each member or group is well defined. The top management organises departments and sections to which definite assignments
and authority are delegated. Of course there will always be areas in which common action of managers will be required and conflict may arise, but in setting the plan of the organisation the top management tries to minimise these areas of conflict.

## V. THE PROCESS OF DECISION-MAKING

The goals of the firm, as set by the top management and approved by the board of directors, have to be implemented by decisions. Decisions are taken at various levels of administration (or hierarchy). We will distinguish two levels of decision-making: decisions at the level of top management and decisions at lower levels of administration.

## The decision-making process at the level of top management

Given the goals of the firm and the resources available, the allocation of these resources to the various departments is decided by the top management and is implemented by the budget. Each department is allocated a certain proportion of the budget, the share of the budget depending mainly on the bargaining power and skill of the head of each department. The bargaining power is to a large extent determined by the past performance of the particular department, how well it has attained its targets as set by the top management, how well the department's work was internally co-ordinated, how efficiently the past budget of this department was used up. The bargaining skill, while affected by past achievement, is basically an inherent attribute of the various managers and executives, of education and experience. The heads of sections present demands to the top management and by bargaining they attempt to secure as large as possible a share of the firm's total budget. Their ability in deciding which projects (demands), and at what time to present them to the top management, is crucial.

This process determines the internal allocation of most of the resources. Of course the top management always retains some funds for allocation at its own discretion at any point of time to the best of its judgement and ability.

The top management examines and decides on the propositions (projects) presented to it by the managers. We said in section III that the top management, given the limits of time, information and its computational abilities, behaves in a 'limited' rational way. It examines any one project on its own merits, by comparing it perhaps with one or two other alternatives aiming at the solution of the same target-problem. No comparison of all possible alternatives is ever attempted. The top management does not seek information on all possible alternatives since this information is not costless. Whenever a problem is detected a few alternatives are roughly screened and examined. No detailed cost-benefit studies are normally undertaken. Two crude criteria are set for the evaluation of any particular proposal. The first is a budgetary ( financial) criterion: are there funds available for the realisation of the proposed project? The second is an 'improvement criterion': does the project being proposed improve the existing situation beyond doubt? If these two criteria are satisfied the top management may approve the project without further considering whether there exist other alternative solutions superior to the one proposed.

In the above decision process, information is required to facilitate the decision-makers. Information activity is problematic in the behavioural theories. That is, a search is made whenever a problem is identified. Information flow is not costless, as the traditional theory of the firm assumed. Furthermore a search is not made on marginalistic rules, as the neoclassical theory postulated. Economists have eventually recognised that information is not costless, but they have treated the information search as another resource-absorbing activity, which is undertaken and carried out up to the point at which the marginal cost of the information flow is equated to the marginal benefit
which would accrue to the firm from the acquisition of the information. Cyert and March, following Simon, postulate that search is not undertaken on such marginalistic rules, but is directed to the particular area in which some problem appears. Decisionmaking in general reflects heavily a response of the management to local problems of pressing needs. For example, if sales are dropping, search will be concentrated on the sales department to find out the causes of the shrinking market share and find methods for sales promotion. If frequent breakdowns in the production flow occur, search will be directed to the production side of the firm and information will be obtained as to the causes of the breakdowns in order to find the 'best' possible remedial action. Search is undertaken when and where a problem arises.

Information determines demands of the groups, which, in turn, determine the setting of goals by the top management. Information also affects expectations and hence demands and goals. Thus the role of the flow of information is very important in internal resource allocation. As the search for information is conducted and the results flow from the several sections of the firm, the information is affected by what is known as 'position bias'. This bias originates from the desire of the various managers for security and power in the organisation. Production managers tend to give high estimates of costs, so as to be 'on the safe side': if costs ex post are lower than the ex ante estimate the position of the production manager is 'favourable' as compared with the situation in which realised costs exceed estimated costs. Sales managers tend to give conservative estimates of expected sales for similar reasons and considerations. In general, staff in the production section tend to acquire an 'upward bias' for costs, but presumably a 'downward bias' for output, while staff related to the sales section tend to give a 'downward bias' for sales, but an 'upward bias' for sales costs, which is reflected in their conservative forecasts. This 'position bias' affects information, expectations, demands and ultimately the goals of the firm. Furthermore, the flow of information from one section or member to another is far from perfect. Information may be withheld or distorted as it passes through different sections of the organisation.

In summary; the decisions at the level of top management are not taken on a complete and exhaustive examination of all possible (not even of all known) alternatives, nor are they based on detailed cost-benefit studies, or application of marginalistic rules. Rather the top management undertakes a quick screening of the most promising alternatives and then directs more search for further information on the 'best' of these solutions.

Four points are stressed by the behavioural theories regarding the search activity: search is problem oriented, it is not costless, it may be biased due to 'position bias', and its flow within the organisation is not always smooth. The final decision on any particular project is based normally on two simple evaluation criteria, a 'financial' and an 'improvement' criterion.

## Decisions at lower levels of management (administration)

The decision process at lower levels of administration involves various degrees of freedom of action. Once the budget-shares are allocated, each manager has normally considerable discretion in spending the funds allocated to his department. The routine sales strategy may be decided by the sales manager and his subordinates; the organisation of labour 'on the floor' is decided by the production manager, and so on. However, all the routine, day-to-day decisions are simplified by delegation of authority within each section and by simple rules which form the 'blue-print' of the organisation. For example, to facilitate the calculations involved in costing and pricing the 'blue-print' may include a directive-rule to the relevant department, that the price will be set at the level defined by the average direct cost plus a certain gross profit margin (for example, 10 per cent on the direct cost). This is the rule of 'average cost pricing', which helps
employees in their computations, but does not allow them any initiative in deciding the final level of price. Final price decisions are the concern of the top management, which takes into account various factors (see below). These decisions are subsequently 'translated' into simple rules-of-thumb which, when applied at the lower level of administration, result in a price 'range' which is consistent with the decision of the top management. Similarly the 'blue-print' may include the rule-of-thumb that costs should be increased by, say, 5 per cent if over two or three successive periods the target profit has been attained or overshot (in order to cover probably increased slack payments).

The administrative staff. at lower levels of the hierarchy 'learn' by experience, and are helped by such 'blue-print' rules in making their decisions. The execution of the budget in each period provides invaluable experience. The staff 'learn' by the mistakes and successes of the past. The whole firm is an adaptively rational system. Measures which failed in the past are unlikely to be adopted again, while measures which worked successfully are likely to be adopted again. The top management has the budget and the balance sheet of each section and uses these as controlling devices for the lower levels, on top of various other 'policing' techniques (for example, employment of supervisors).

## VI. UNCERTAINTY AND THE ENVIRONMENT OF THE FIRM

Cyert and March distinguish two types of uncertainty: market uncertainty and uncertainty of competitors' reactions. Market uncertainty refers to possible changes in customers' preferences or changes in the techniques of production. This form of uncertainty is inherent in any market structure. It can partly be avoided by search activity and information-gathering, but it cannot be avoided completely. Given the market uncertainty the managerial firm avoids long-term planning and works within a short time-horizon. The behavioural theory postulates that the firm considers only the short-run and chooses to ignore the long-run consequences of short-run decisions.

The uncertainty arising from competitors' actions and reactions, that is, from oligopolistic interdependence, is brushed aside by this theory by assuming that existing firms have arrived at some form of tacit collusion. The various forms of trade associations, clubs and the issue of various 'informative' bulletins or other publications provide a means by which firms give out information concerning their prices or future outlays of various kinds, expecting every other competitor to do the same. This sort of modus vivendi is called a 'negotiated environment' by Cyert and March. The firm is assumed to 'negotiate' in some way or another with its competitors so as to avoid uncertainty. Thus the core problem of oligopolistic markets, that of competitors' interdependence, is 'solved' by assuming collusive action of the firms.

In general the theory pays too little attention to the environment and its effect on the goal-formation process and the pricing and output decisions at the level of top management. It examines internal resource allocation, assuming collusion with competitors. It says nothing about the threat of potential entry which is crucial in the present world of mergers and continuous diversification. The environment is taken as given and as such is practically ignored in the analysis of the behaviour of the firm. This ignoring of the environment is apparent in the model that follows, which is used by Cyert and March as an illustration of the workings of their theory. The rules by which demand and costs are estimated, the rules for investment decisions and other crucial steps in the analysis are too mechanical. The decision process as presented by this theory has very serious implications for resource allocation in the firms and in the economy as a whole. The short-run horizon postulated in one part of the theory is incompatible with investment decisions, which by their nature involve long-run considerations and hence must take into account expected future demand and competitors' reactions. We will discuss these shortcomings of the theory again in the last section of this chapter.

## VII. A SIMPLE MODEL OF BEHAVIOURISM

In this section we briefly present the simple model used by Cyert and March as an illustration of the decision-making process within the modern large corporation.

The model refers to the case of a duopoly. The decision process involves the determination of the output which is homogeneous, so that a single price will ultimately prevail in the market. Of course, each firm, in deciding its output automatically induces price changes in the market. However, when both firms finally decide their outputs, price will be determined by the market. No changes in inventories are allowed in this model. The steps may be outlined as follows (K. J. Cohen and R. M. Cyert, Theory of the Firm, Prentice-Hall, 1965):

1. Forecast of competitors' reactions. The forecast is basically a straightforward extrapolation of the past observed reactions of competitors.
2. Forecast of firm's demand. This is based on an estimate of the demand function from past observations. Future demand is thus an extrapolation of the past sales of the firm.
3. Estimation of costs. The cost in the current period is assumed to be the same as in the past period. However, if the profit goal has been achieved over the past two periods, average unit costs are increased by a certain percentage to allow for slack payments.
4. Specification of goals of the firm. These are aspiration levels. In this model profit is the only goal of the firm. The aspiration level of profits is some average of the profits of past periods.
5. Evaluation of results by comparing them to the goals. From the information obtained in steps 1-3 we obtain a solution, i.e. an estimate of the level of output, price, cost and profits. These are compared to the target level of profits. If the goals are satisfied by this solution the firm adopts it. If the profit and other goals are not achieved the firm proceeds to step 6.
6. If goals are not attained the firm re-examines the estimate of its costs. Re-examination starts with costs because this variable is under the direct control of the firm. It usually involves a cut in slack and other expenses.
7. Evaluation of the new solution by comparing it to goals. If the new solution with the downward-adjusted costs leads to the target profits it is adopted. If not, the firm proceeds to step 8.
8. If goals are not attained the firm re-examines the estimate of its demand. The reexamination consists in considering possible changes in the sales strategy (more market research, more advertising, more salesmen, etc). The result is an upward adjustment of the initial estimate of demand.
9. Evaluation of the new solution by comparing it to goals. If the new solution with the revised costs and demand estimates attains the target profits, it is adopted. If not, the firm proceeds to step 10.
10. If goals are not met the firm readjusts downwards its aspiration levels. If with the revision of costs (in step 6) and of demand (in step 9) the goals are not attainable, the firm readjusts downwards its aspiration levels.

The firm has multiple goals (although only one explicitly appears in the above model), which take the form of aspiration levels: the firm is a satisficer rather than a maximiser. The goals change over time depending on past attainments, aspirations, demands of groups, and expectations. The criterion of choice for goal-setting is that the alternative selected meets the demands (goals) of the coalition.

The firm adopts the procedure of sequential consideration of alternatives. The first satisfactory alternative evoked is accepted. Where an existing policy satisfies the goals there is little search for alternatives. When failure occurs search is intensified.

The organisation seeks to avoid uncertainty. The market-originated uncertainty is avoided by undertaking information searches, by avoiding long-term planning, by following 'regular procedures' and a policy of reacting to feedback information rather than of forecasting the environment. The competitor-originated uncertainty is avoided by creating a 'negotiated' environment, that is, by some sort of collusive behaviour.

The organisation uses standard operating procedures such as task-performance rules, continuous records and reports, information-building rules, planning devices, budgeting, investment planning, and longer-run planning. It also uses 'blue-print' rules-of-thumb (on-costing pricing rules, slack-absorbed-in-cost rules, equipmentexpansion rules). But the operating procedures and 'blue-print' rules aim at implementing the goals, that is, helping the lower hierarchical levels to act in a way which is consistent with the goals set by the top management.

On the above-outlined process of decision-making we note the following: Firstly, the 'forecasts' of competitors' reactions and of the demand are really an extrapolation of past experience. No allowance is made for future uncertainty. Secondly, the estimates of costs and the rules for their upward or downward adjustment are mechanical and do not show the implications of such adjustments. Readjusting costs without looking at the cost structure of competitors, actual and potential, is too short-sighted a policy. Thirdly, there is an implication for investment decisions which is not shown in the above outline. Investment decisions are connected with costs and with the degree of utilisation of the equipment. Regarding costs, it is assumed that the average direct cost is constant when the plant is used at between 10 per cent and 90 per cent of full capacity. (This implies that the average variable cost curve has a flat stretch over the 10 per cent to the 90 per cent range of the plant capacity. $)^{1}$ The decision rule with regard to investment runs as follows: if over three consecutive periods the plant is used to its full capacity, investment should increase by 20 per cent. Again this rule has dangerous implications for resource allocation. If the firm extrapolates in the future its past performance, without considering possible changes in the environment in the future, serious misallocations may occur. Unless the equipment is short-lived any mechanical rules for investment decisions which do not take into consideration the future are 'irrational' from the point of view of the firm, no matter what its goals are, and most probably wasteful for the economy as a whole, given the now rapid rate of technological progress. Fourthly, the adjustment of the aspiration levels, if all other adjustments of costs and demand forecasts fail, is perhaps the most serious defect of the theory. The postulate of 'satisficing behaviour' loses its meaning, since almost any performance, by continuous downward readjustment of goals, can be considered as 'satisfactory'. The behaviourist school postulates that by the downward revision of the goals to lower 'satisficing' levels whenever the initial targets are not attained 'the firm does the best under the circumstances'. Surely this behaviour renders any judgement on the performance of

[^96]the firm impossible, since the 'satisficing' criterion changes continuously, thus becoming non-operational.

## VIII. A COMPARISON WITH THE TRADITIONAL THEORY

The behavioural theory differs in almost all its aspects from the traditional theory of the firm.

The firm in the behavioural theory is conceived as a coalition of groups with largely conflicting interests. There is a dichotomy between ownership and management. There is also a dichotomy between individual members and the firm-organisation. The consequence of these dichotomies is conflict between the different members of the coalition.

The traditional theory conceives the firm as synonymous with the entrepreneur. The owner-businessman is at the same time the manager of the firm. The 'members' of the firm are the entrepreneur and the owners of the factors of production, whose demands are satisfied via money payments. Consequently there is no conflict since the entrepreneur pays to the factors of production in his employment their market prices (opportunity cost).

The firm of the traditional theory has a single goal, that of profit maximisation. The behavioural theory recognises that the modern corporate business has a multiplicity of goals. The goals are ultimately set by the top management through a continuous process of bargaining. These goals take the form of aspiration levels rather than strict maximising constraints. Attainment of the aspiration level 'satisfices' the firm: the contemporary firm's behaviour is satisficing rather than maximising. The firm seeks levels of profits, sales, rate of growth (and similar magnitudes) that are 'satisfactory', not maxima.

The behavioural theory is the only theory that postulates satisficing behaviour as opposed to the maximising behaviour of other theories. Satisficing is considered as rational, given the limited information, time, and computational abilities of the top management. Thus the behavioural theory redefines rationality: it introduces the concept of 'bounded' or 'limited' rationality, as opposed to the 'global' rationality of the traditional theory of the firm.

The traditional theory of the firm initially assumed that in deciding the allocation of resources (within the firm) the entrepreneur equates marginal revenue to opportunity cost. This behaviour implicitly assumes global rationality, that is, perfect knowledge of all alternatives, examination of all possible alternatives and certainty about future returns. Later theorists recognised uncertainty as a fact of the real business world and introduced a probabilistic approach to the above decision rule for the allocation of internal resources. The entrepreneur was assumed to be able to assign definite probabilities to future returns and he equated expected returns with opportunity costs. Furthermore, later theorists recognised the fact that the entrepreneur has limited knowledge, limited information, which is not costless, but is acquired at a cost. The allocation of resources to search activity (activity aiming at acquisition of information) was assumed to be decided by comparing expected profitability of the information with its cost. That is, search activity was treated by the traditional theory as an activity, like all the other activities of the firm, which absorbs resources and hence must be judged on marginalistic rules like the other activities.

In general, traditional theory (earlier and later versions) postulated that the decisions about resource allocation are taken by comparing marginal (expected) return to marginal cost. The probabilistic approach was attacked and other theories were developed to cope with uncertainty. The most important of these theories is the theory of games, which, however, has not as yet been generally accepted. (See Chapter 19.)

Cyert and March criticised the probabilistic-marginalistic behaviour of the traditional theory on the following grounds. Firstly, the traditional theory assumed continuous competition among all alternative resource uses. In the actual world we observe local problem-solving rather than general planning for all activities of the firm simultaneously. Secondly, the traditional theory treats 'search' as another investment decision, that is, in terms of calculable returns and costs. In reality, it has been observed that search is problem-oriented and is not decided on marginalistic rules. Thirdly, traditional theory assumes substantial computational ability of the firm: projects are decided after screening of all alternatives on the basis of detailed calculations of all direct and indirect benefits and costs. Reality suggests that firms are of limited computational ability and do not make decisions on the basis of detailed studies or marginalistic rules. Fourthly, the traditional theory treats expectations as exogenously determined. In reality expectations are to a large extent endogenous, being affected by various internal factors, for example, the desires-aspirations of various groups, the information available and its flow through the various sections of the firm, and from past attainments of the various groups and of the firm-organisation as a whole.

In the traditional theory there is no conflict of goals between the organisation and its individual members. In the behavioural theory conflict among the various members of the coalition is inevitable. It is never fully resolved at any one time. There is rather a continuous process of bargaining between members and the organisation, and the conflict is quasi-resolved in any one period by money payments, slack adjustment, policy commitments, delegation of authority (decentralisation of the decision-making activity), and by sequential attention to the conflicting demands. Such means permit the firm to make decisions with inconsistent goals, and within a continuously changing internal and external environment.

Unlike the traditional theory, Cyert and March distinguish two sources of uncertainty: uncertainty arising from changes in market conditions (tastes, products and methods of production), and uncertainty arising from competitors' behaviour. Market-originated uncertainty is avoided, according to the behavioural school, partly by search activity, partly by maintaining R \& D departments, and partly by concentrating on short-term planning. Contrary to the traditional theory, Cyert and March postulate that the short run is much more important than the long run.

> In particular, so long as the environment of the firm is unstable (and unpredictably unstable) the heart of the theory must be the process of short-run, adaptive reactions.

It seems to us, however, that unless the long-run goals are defined, any short-run description of the behaviour of the firm cannot attain the degree of generality expected from a theory of the firm. Regarding the competitor-originated uncertainty, Cyert and March accept that firms act within a 'negotiated environment', that is, firms adopt business practices of a collusive nature. Thus, the behavioural theory is not applicable to non-collusive oligopolistic markets.

In the behavioural theory the instruments which the firm uses in the decision-making process are the same as those of the traditional theory: output, price, and sales strategy (the latter including all activities of non-price competition, such as advertising, salesmanship, service, quality). The difference lies in the way by which the values of these policy variables are determined. In the traditional theory the firm chooses such values of the policy variables which will result in the maximisation of the long-run profits. In the behavioural theory the policies adopted should lead to the 'satisficing' level of sales, profits, growth and so on.

Cyert and March postulate that the firm is an adaptive organisation: it learns from its experience. It is not from the beginning a rational institution in the traditional sense
of 'global' rationality. In the long run the firm may tend towards the 'omniscient rationality' of profit maximisation, but in the short run there is an adaptive process of learning: there are mistakes, trials and errors. The firm has a memory and learns through its past experience.

It seems strange to us that despite this 'adaptive learning process' the firm does not ever seem to acquire the ability for long-run planning. The behavioural theory is basically a short-run theory. The determination of the values of the instrumental variables (output, price, sales strategy) does not adequately take into account the environment: past performance and past conditions of the environment are crudely extrapolated into the future.

## IX. CRITIQUE

The behavioural theory has contributed to the development of the theory of the firm in several respects. Its main contributions are: firstly, the insight into the process of goal-formation and the internal resource allocation, and secondly, the systematic analysis of the stabilising role of 'slack' on the activity of the firm.

The behavioural theory deals with the allocation of resources within the firm, and the decision-making processes, an aspect neglected in the traditional theory. In the latter the firm was assumed to react to the all-powerful environment. The behaviourist school assumes that the firm has some discretion, and does not necessarily take the constraints of the environment as definite and impossible to change. The traditional theory stressed the role of the market (price) mechanism for the allocation of resources between the various sectors of the economy, while the behavioural theory examines the mechanism of the resource allocation within the firm. Clearly the two theories are complementary rather than substitutes. Actually various theorists have attempted to incorporate the behavioural aspects of Cyert and March's theory into their own models. ${ }^{1}$

Cyert and March's definition of 'slack' shows that this concept is equivalent to the 'economic rent' of factors of production of the traditional theory of the firm. The contribution of the behavioural school lies in the analysis of the stabilising role of 'slack' on the activity of the firm. Changes in slack payments in periods of booming and depressed business enables the firm to maintain its aspiration levels despite the changing environment.
It should be pointed out that Cyert and March deal only with one form of slack, the managerial slack. Slack payments accruing to other members of the firm-coalition and their short-run and long-run implications for the performance of the firm are not examined.

The behavioural theory has, however, serious shortcomings.
The behavioural theories basically provide a simulation approach to the complexity of the mechanism of the modern multigoal, multiproduct corporation. Simulation, however, is a predictive technique. It does not explain the behaviour of the firm; it predicts the behaviour without providing an explanation of any particular action of the firm.

The behavioural theories do not deal with industry equilibrium. They do not explain the interdependence and interaction of firms, nor the way in which the interrelationship of firms leads to an equilibrium of output and price at the industry level. Thus the conditions for the attainment of a stable equilibrium in the industry are not determined.

No account is given of conditions of entry or of the effects on the behaviour of established firms of a threat by potential entrants.

[^97]The behavioural theory, although dealing realistically with the search activity of the firm (in the sense that search is considered as problem-oriented), cannot explain the dynamic aspects of invention and innovation, which are by their nature long-run activities with long-run implications.

The 'plasticity' (readjustment) of the aspiration levels downwards whenever the set targets are not attained deprives the theory of objective criteria for the evaluation of 'satisfactory' performance. To judge whether the performance of a firm is satisfactory one should have a 'constant measuring-rod', that is, a well-defined set of (long-run) goals. If goals are readjusted downward whenever their attainment has not been achieved, how are we to judge the performance of the firm? The 'measuring-rod' behaves like an elastic ruler that stretches and shrinks, depending on the attainment or not of the aspiration (goals) initially set.

No exact predictions can be derived from the postulates of the behavioural theory. The acceptance of satisficing behaviour renders practically the theory into a tautological structure: whatever the firms are observed to do can be rationalised on the lines of satisficing.

The behavioural theory implies a short-sighted behaviour of firms. Surely the uncertainty of the market cannot be avoided by short-term planning. Most decisions require a long-term view of the environment.

The behavioural theory resolves the chore problem of oligopolistic interdependence by accepting tacit collusion of the firms in the industry. This solution is unstable, especially when entry takes place, a situation brushed aside by the behavioural theorists.

Cyert and March based their theory on four actual case studies and two experimental studies conducted with hypothetical firms. It is obvious that the theory is founded on too few case studies for it to be possible to show that it has the generality appropriate to a theory of the firm. However, the part that describes the decision-making process and the allocation of resources in large complex organisations could be incorporated in, and hence enrich, other theories of the firm.

## SECTION G

## THEORY OF GAMES LINEAR PROGRAMMING

## 19. Theory of Games

The interdependence of firms in oligopolistic markets and the inherent uncertainty about competitors' reactions to any course of action adopted by a firm cannot be analysed effectively by the traditional tools of economic theory.

Economists have developed collusive models, limit-pricing models, managerial models, and behavioural models, but these do not provide a general theory of oligopoly in the sense that none of these models could fully explain the decision-making process of oligopolists.

A different approach to the study of the oligopoly problem is provided by the theory of games. The first systematic attempt in this field is von Neumann's and Morgenstern's Theory of Games and Economic Behaviour, published in 1944. Since that time numerous economists have developed models of oligopolistic behaviour based on the theory of games. Perhaps the most prominent proponent of the games-theory approach is Martin Shubik, ${ }^{1}$ who seems to believe that the only hope for the development of a general theory of oligopoly is the games theory. Despite such enthusiasts the gamestheory approach has not yet provided results which could lead to a general theory of oligopoly. The main contribution of this approach is that it can use high-speed computers to conduct experiments of oligopolistic behaviour. Such controlled experiments cannot be conducted in the real business world. Thus the computerised study of oligopolistic behaviour is an extremely useful tool which might lead to generalisations about the decision-making process of oligopolists in real world situations, and thus provide the basis for a theory of oligopoly. This development, however, is still in its infancy, and has not as yet gained much acclaim by the majority of economists.

In this chapter we provide an elementary exposition of the simplest models of games theory.

## I. SOME DEFINITIONS

The firm has various instruments or policy variables with which it can pursue its goals. The most important are the price, quantity and style of its products, advertising and other selling activities, research and development expenditures, channels for selling the product(s), and changes in the number of products (discontinuation of an old product or introduction of new ones).

A strategy is a specific course of action with clearly defined values for the policy variables. For example, a strategy may consist of setting a price of $£ 3.95$, spending $£ 2000$ on advertising, making a change in the packaging of the product, and selling it in

[^98]supermarkets. Another strategy may involve leaving the price unchanged, spending $£ 1000$ on advertising, devoting $£ 2000$ to research on a new product, and so on. To each of these strategies a competitor may react in different ways, that is, by adopting different strategies. He may decide to adopt the same or a different course of action than the one adopted by the other firm. Thus each firm has various strategies open to it, and in any particular case it will adopt the one that will seem most advantageous under the circumstances.

The payoff of a strategy is the 'net gain' it will bring to the firm for any given counterstrategy of the competitor(s). This gain is measured in terms of the goal(s) of the firm. For example, if the goal of the firm is to maximise its profit, the payoffs of a strategy will be measured in terms of profit levels that it yields; if the goal is maximisation of the market share, the payoffs will be measured as the actual shares that the strategy will secure to the firm adopting it.

The payoff matrix of a firm is a table showing the payoffs accruing to this firm as a result of each possible combination of strategies adopted by it and by its rival(s). For example, assume that there are two firms in the industry. Firm I has to choose among five strategies ( $A_{1}, A_{2}, \ldots, A_{5}$ ) and Firm II can react by adopting any one of six strategies open to it ( $B_{1}, B_{2}, \ldots, B_{6}$ ). Thus to each strategy of Firm I there are six possible counterstrategies of Firm II, and similarly to each strategy of Firm II there are five counterstrategies of the rival Firm I. Thus the payoff matrix of each firm will include $5 \times 6=30$ payoffs, corresponding to the results of each possible combination of strategies selected by both rivals.

Let us denote each payoff $G_{i j}$, where $i$ refers to the strategy adopted by Firm I and $j$ to the counter-strategy adopted by Firm II. Thus for the above example the payoff matrix for Firm I will be of the general form of table 19.1. If Firm I adopts strategy $A_{1}$ and its rival reacts by adopting among the strategies open to it $B_{5}$, the payoff (gain) of Firm I will be $G_{15}$. If Firm I chooses strategy $A_{4}$ and its rival reacts with strategy $B_{6}$, the payoff of Firm I will be $G_{46}$, and so on.

In the theory of games the firms in oligopolistic markets are treated as players in a chess game: to each movement by one player the other may choose among several counter-movements. The counter-movements of rivals are probable but not certain.

Table 19.1 Payoff matrix of Firm I

| Firm I's strategies |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |

Yet it is possible to choose a strategy which (under certain conditions) will maximise the firm's expected 'gain', after making due allowance for the effects of rivals' probable reactions.

## II. TWO-PERSON ZERO-SUM GAME

## A. CERTAINTY MODEL

The simplest model is a duopoly market in which each duopolist attempts to maximise his market share. Given this goal, whatever a firm gains (by increasing its share of the market) the other firm loses (because of the decrease in its share). Thus any gain of one rival is offset by the loss of the other, and the net gain sums up to zero. Hence the name 'zero-sum game'.

The assumptions of the model are:

1. The firms have a given, well-defined goal. In our particular example the goal is maximisation of the market share.
2. Each firm knows the strategies open to it and to its rival, or concentrates on the most important of these strategies.
3. Each firm knows with certainty the payoffs of all combinations of the strategies being considered. This implies that the firm knows its total revenue, total costs and total profit from each combination of strategies.
4. The actions chosen by the duopolists do not affect the total size of the market.
5. Each firm chooses its strategy 'expecting the worst from its rival', that is, each firm acts in the most conservative way, expecting that the rival will choose the best possible counter-strategy open to him. This behaviour is defined as 'rational'.
6. In the zero-sum game there is no incentive for collusion, given assumption 4, since the goals of the firms are diametrically opposed.

In order to find the equilibrium solution we need information on the payoff matrix of the two firms. In our example the payoffs will be shares of the market resulting from the adoption of any two strategies by the rivals. Assume that Firm I has four strategies open to it and Firm II has five strategies. The payoff matrices of the duopolists are shown in tables 19.2 and 19.3.

Table 19.2 Payoff matrix of Firm I

|  | Firm II's strategies |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $B_{1}$ | $B_{2}$ | $B_{3}$ | $B_{4}$ | $B_{5}$ |
|  | $A_{1}$ | $0 \cdot 10$ | $0 \cdot 20$ | 0.15 | $0 \cdot 30$ | $0 \cdot 25$ |
|  | $A_{2}$ | 0.40 | (0.30) | $0 \cdot 50$ | 0.55 | 0.45 |
|  | $A_{3}$ | 0.35 | 0.25 | (0.20) | 0.40 | $0 \cdot 50$ |
|  | $A_{4}$ | 0.25 | (0.15) | $0 \cdot 35$ | 0.60 | $0 \cdot 20$ |

Table 19.3 Payoff matrix of Firm II


Clearly the sum of the payoffs in corresponding cells of the two payoff tables add up to unity, since the numbers in these cells are shares, and the total market is shared between the two firms. In general, in the two-person zero-sum game we need not write both payoff matrices because of the nature of the game: the goals are opposing, and, in our example, the payoff table of Firm I contains indirectly information about the payoff of Firm II. Still we start by showing both tables, and then we show how the equilibrium solution can be found from only the first payoff matrix.

## Choice of strategy by Firm I

Firm I examines the outcomes of each strategy open to it. That is, Firm I examines each row of its payoff matrix and finds the most favourable outcome of the corresponding strategy, because the firm expects the rival to adopt the most advantageous action open to him. This is the behavioural rule implied by assumption 5 of this model. Thus:

If Firm I adopts strategy $A_{1}$, the worst outcome that it may expect is a share of 0.10 (which will be realised if the rival Firm II adopts its most favourable strategy $B_{1}$ ).

If Firm I adopts strategy $A_{2}$, the worst outcome will be a share of 0.30 (if the rival adopts the best action for him, $B_{2}$ ).

If Firm I adopts strategy $A_{3}$, the worst outcome will be a share of 0.20 (if Firm II chooses the best open alternative, $B_{3}$ ).

If Firm I adopts strategy $A_{4}$, the worst outcome will be a share of 0.15 (which would be realised by action $B_{2}$ of Firm II).

Among all these minima (that is, among the above worst outcomes) Firm I chooses the maximum, the 'best of the worst'. This is called a maximin strategy, because the firm chooses the maximum among the minima. In our example the maximin strategy of Firm I is $A_{2}$, that is, the strategy which yields a share of 0.30 .

## Choice of strategy by Firm II

Firm II behaves in exactly the same way. The only difference is that Firm II examines the columns of its payoff table, because these columns include the results-payoffs of each of the strategies open to Firm II. For each strategy, that is, for each column, Firm II finds the worst outcome (on the assumption that the rival will choose the best),

Table 19.4 Combined payoff matrix

and among these worst outcomes Firm II chooses the best. Thus, if Firm II uses its own payoff table, its behaviour is a maximin behaviour identical to the behaviour of Firm I.

However, as we said earlier, in the zero-sum game only one payoff matrix is adequate for the equilibrium solution. In our example the first payoff table will be used not only by Firm I but also by Firm II. Thus concentrating on the first payoff table we may restate the decision-making process of Firm II as follows. Firm II examines the columns of the (first) payoff matrix because these columns contain the information about the payoffs of its strategies. For each column-strategy Firm II finds the maximum payoff (of Firm I) because this is the worst situation the firm (II) will face if it adopts the strategy correponding to that column. Thus for strategy $B_{1}$ the worst outcome (for Firm II) is 0.40 ; for strategy $B_{2}$ the worst outcome is 0.30 ; for strategy $B_{3}$ the worst outcome is 0.50 ; for strategy $B_{4}$ the worst result is 0.60 ; for strategy $B_{5}$ the worst result is 0.50 . Among these maxima of each column-strategy Firm II will choose the strategy with minimum value. Thus the strategy of Firm II is a minimax strategy, since it involves the choice of a minimum among the maxima payoffs. (Table 19.4.)

It should be stressed that although different terms are used for the choice of the two firms (maximin behaviour of Firm I, minimax behaviour of Firm II), the behavioural rule for both firms is the same: each firm expects the worst from its rival.

In our example the equilibrium solution is strategy $A_{2}$ for Firm I and $B_{2}$ for Firm II. This solution yields shares 0.30 for Firm I and 0.70 for Firm II. It is an equilibrium solution because it is the preferred one by both firms. This solution is called the 'saddle point', and the preferred strategies $A_{2}$ and $B_{2}$ are called 'dominant strategies'.

It should be clear that there exists no such equilibrium (saddle) solution if there is no payoff which is preferred by both firms simultaneously. Under certain mathematical conditions other solutions and strategy choices can be determined. The analysis of the resulting mixed strategies requires a sophisticated exposition of utility theory and random selection which is beyond the scope of this book.

## B. UnCERTAINTY MODEL

The assumption that each firm knows with certainty the exact value of the payoff of each strategy is unrealistic. The most probable situation in the real business world is
that the firm, by adopting a certain strategy, may expect a range of results for each counter-strategy of the rival, each result with an associated probability. Thus the payoff matrix is constructed so as to include the expected value of each payoff. The expected value is the sum of the products of the possible outcomes of a pair of strategies (adopted by the two firms) each multiplied by its probability:

$$
\begin{aligned}
E\left(G_{i j}\right) & =g_{1 i} P_{1}+g_{2 i} P_{2}+\cdots+g_{n i} P_{n} \\
& =\sum_{s=1}^{n} g_{s i} P_{s}
\end{aligned}
$$

where $\quad g_{s i}=$ the sth of the $n$ possible outcomes of strategy $i$ of Firm I (given that Firm II has chosen strategy $j$ )
$P_{s}=$ the probability of the sth outcome of strategy $i$
For example, assume that Firm I chooses strategy $A_{1}$ and Firm II reacts with strategy $B_{1}$. This pair of simultaneous strategies may yield the shares for Firm I each with a certain probability, shown in the second column of table 19.5. Thus the expected payoff of the pair of strategies $A_{1}$ and $B_{1}$ is

$$
\begin{aligned}
E\left(G_{11}\right) & =(0.00)(0.00)+(0.05)(0.05)+(0.15)(0.05)+\cdots+(0.95)(0.02)+(1)(0) \\
& =0.458
\end{aligned}
$$

Table 19.5

| Possible shares of <br> Firm I for the pair <br> of strategies $\mathrm{A}_{1}, \mathrm{~B}_{1}$ | Probability of <br> each share |
| :---: | :---: |
| 0.00 | 0.00 |
| 0.05 | 0.05 |
| 0.15 | 0.05 |
| 0.25 | 0.10 |
| 0.35 | 0.15 |
| 0.45 | 0.25 |
| 0.55 | 0.20 |
| 0.65 | 0.10 |
| 0.75 | 0.05 |
| 0.85 | 0.03 |
| 0.95 | 0.02 |
| 1.00 | 0.00 |
|  | $\Sigma P_{i}=1$ |
|  |  |
|  |  |

In a similar way we find the expected payoff of all combinations of strategies. Given the matrix of expected payoffs, the behavioural pattern of the firms is the same as in the certainty model.
That is:
Firm I adopts the maximin strategy. It finds for each row the minimum expected payoff, and among these minima the firm chooses the one with the highest value (the maximum among the minima).

Firm II adopts the minimax strategy. It finds for each column the maximum expected payoff, and among these maxima Firm II chooses the one with the smallest value (the minimum among the maxima).

Although the uncertainty zero-sum game seems simple, its assumptions are quite stringent:

1. The firms maximise their expected payoffs.
2. The zero-sum game assumes that both firms assign the same probability to each pair of payoffs; they make the same judgement. This implies that the firms must have the same information and the same objective criteria with which to evaluate the probabilities of the different payoffs. Otherwise the probability distribution of the payoffs will not be objective.
3. The firms maximise their total utility, and the utility of each payoff is proportional to the value assumed by the payoff.

The above assumptions are clearly strong and unrealistic. Furthermore, the basic condition of the zero-sum game, that the 'gain' of one firm is equal to the 'loss' of the other, is rarely met in the real business world. Usually the 'gains' are not 'offset' by equal 'losses'. Only in the case of a share goal, and in the rare case of extinction tactics, do we have a zero-sum game. In most cases we have a non-zero-sum game.

## III. NON-ZERO-SUM GAME

We will illustrate this model with a duopolistic market in which the firms aim at the maximisation of their profit. Their products are close substitutes so that if their prices differ the firm with the lower price will supply the largest part of the market. It is assumed that the firms will use price as their instrumental variable. For simplicity we assume that each firm can charge two prices (either $£ 3$ or $£ 5$ ), that is, there are two strategies open to each competitor. Each firm has a different cost structure and the market size is affected by the rivals' combined action. Under these conditions the payoff matrix of each firm is expressed in terms of levels of profit, and the gains of one rival need not be (and in our example are not) equal to the losses of the other. The payoff matrices of the two firms are shown below in tables 19.6 and 19.7, and are subsequently combined in a single table. (Table 19.8.)

Table 19.6 Firm I's payoff matrix
(level of profits of I)


Table 19.7 Firm II's payoff matrix (levels of profit of II)

|  | Firm II's strategies |  |  |
| :---: | :---: | :---: | :---: |
|  |  | $P_{B}=5$ | $P_{B}=3$ |
|  | $P_{\text {A }}=5$ | $\Pi_{B}=110$ | $\Pi_{B}=120$ |
|  | $P_{A}=3$ | $\Pi_{B}=60$ | $\Pi_{B}=100$ |

Table 19.8 Combined payoff matrix

|  | Firm II's strategies |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $P_{B}=5$ |  |  | $P_{B}=3$ |  |
|  | $P_{A}=5$ | $\Pi_{A}=90$ | $\begin{aligned} & \quad \Pi_{B}=110 \\ & =200 \end{aligned}$ | $\Pi_{A}=50$ | $\begin{aligned} & \Pi_{B}=120 \\ & \Pi=170 \end{aligned}$ |
|  | $P_{A}=3$ | $\Pi_{A}=150$ | $\begin{aligned} & \quad \Pi_{B}=60 \\ & I=210 \end{aligned}$ | $\Pi_{A}=80$ | $\begin{gathered} \Pi_{B}=100 \\ \Pi=1880 \end{gathered}$ |

The behavioural rule is the same for both firms: each expects the worst from the rival. The choice of Firm I is a maximin strategy. If Firm I sets the price of $£ 5$ the minimum gain is $£ 50$; if it sets $P=3$ its minimum profit is $£ 80$. Among these two minima the firm chooses the maximum, that is, the preferred strategy by Firm I is $P=3$.

The choice of Firm II is also a maximin strategy. If Firm II charges a price of $£ 5$ the worst it can expect is a profit of $£ 60$; if it charges a price of $£ 3$ the minimum level of profit is $£ 100$. Among these minima the firm will choose the maximum, that is, Firm II will choose the price of $£ 3$.

Under these circumstances there is a unique equilibrium price ( $£ 3$ ) which will be adopted by both firms. Thus the strategy $P=£ 3$ is a dominant strategy. Yet with this strategy both firms are in a worse situation as compared to the alternative strategy $P=5$, since both realise a lower profit. And of course the industry (joint) profit is not maximised. The conservative maximin strategy is not the optimal solution in this case. If the firms colluded and both charged the higher price of $£ 5$ the joint profit and their individual profits would be higher ( $90>80,110>100$, and $200>180$ ). Thus while the maximin strategy provides an optimal solution in the zero-sum game, this may not be so in the variable-sum game.

Many other oligopolistic actions may be analysed with the above apparatus of the theory of games. For example, advertising campaigns, change in style or diversification, research and development expenditures may be examined by the principles of the games theory. In most real-world cases we see that firms choose strategies which do not maximise their profits: advertising or new-product rivalry often lead to excessive increases in costs of all firms in the industry. Such situations may be explained by the conservative behaviour of maximin strategies.

In many oligopolistic situations firms seem to avoid the unfavourable outcomes predicted by the maximin-minimax behaviour of the theory of games. Several reasons have been offered for these cases. Firstly, the duration of rivalry. If rivalry has been continuous for a considerable time-period the rivals 'learn' to predict the reactions of each other and this leads to the avoidance of moves which, from well-established past patterns, have proved disadvantageous to all parties. Secondly, the stability of tastes and processes. Firms are more likely to avoid mutually damaging actions in a market where demand does not change and technological progress is slow. On the other hand, in markets with frequent changes of tastes it is almost certain that firms will adopt maximin strategies despite their mutually unfavourable results. Thirdly, the existence of common sources of information and communication between rivals. If the rivals lack information it is most natural to fear the worst (maximin assumption) from the competitors and reach suboptimal solutions. Fourthly, time-lags are important in deciding which strategy to adopt. If the imitation of an action (for example, a new product, a new process) is easy the firms will recognise that they have little to gain and much to lose by aggressive action and hence will adopt maximin strategies, which are by their nature
conservative. If, however, an action cannot easily or quickly be imitated the firms will tend to abandon maximin attitudes and adopt actions which lead to more favourable positions for themselves, instead of expecting the worst from their rivals, for the simple reason that the rivals cannot quickly adopt the most advantageous action.

In summary: games theory has not provided a general theory of oligopolistic behaviour. However, the games-theory approach has been able to explain some real-world situations. It has helped in showing that there are strong incentives for collusion in several oligopolistic situations. Perhaps the most important contribution of this theory is that it has led to controlled experiments in the study of firms' behaviour. By expressing the alternatives open to a firm and its rivals in the form of payoff matrices it has made possible the examination of an increasing number of alternatives with controlled experiments based on the use of high-speed computers. Playing 'monopoly games' with computers has been a fashionable tendency in many American universities. Such 'controlled' studies have provided insight into various aspects of the decision-making process of individuals in uncertain situations similar to those facing the firms in the real world. Yet games theory is still a long way from providing a comprehensive theory of oligopolistic behaviour.

## IV. THE PRISONER'S DILEMMA: A DIGRESSION

We saw that in most cases of variable-sum games the maximin-minimax behaviour leads the rivals to suboptimal solutions, that is, to situations worse than they need be. These examples and their suboptimal solutions are a special case of the general group of problems which are known as Prisoner's Dilemma Games. A brief exposition of the original prisoner's dilemma might help the understanding of the behaviour of firms faced by uncertainty about their rivals' action.

Two criminals are arrested after committing a big bank robbery. However, the evidence is not adequate to make the robbery charge stand unless one or both criminals confess. Each suspect is interrogated in isolation from his companion so that no communication is possible between them. The District Attorney promises no punishment for the suspect who confesses and a heavy sentence of, say, twenty years' imprisonment for the other party. If both suspects do not confess, both will go free. If both confess, they will get the sentence prescribed by the law for the crime of robbery, for example ten years' imprisonment. Thus each suspect has two 'strategies' open to himself, to confess or not to confess, and is faced with the dilemma: to confess (and go free if the other does not confess, or get the ten-year sentence) or not to confess (and go free if the other does not confess, or get the heavy twenty-year sentence if he is betrayed by the other suspect). The payoff matrix of the two prisoners is shown in table 19.9. Given the lack of communication between the suspects and the uncertainty as to the 'loyalty' of the other prisoner, each one of them prefers to adopt the second strategy, that is, to

Table 19.9

|  | Prisoner $B$ 's strategies |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | No confession |  | Confession |  |
|  | No confession | A | $B$ 0 | $\begin{gathered} A \\ 20 \end{gathered}$ | $\begin{aligned} & B \\ & 0 \end{aligned}$ |
|  | Confession |  |  | A 10 | $B$ 10 |

confess, so that both get a ten-year sentence. Clearly this is a worse situation as compared with the adoption of the 'no confession' strategy by both robbers. The 'dominant' strategy, which implies the rule 'expect the worst from the other(s)' (the maximin assumption) leads to a worse position than the robbers need be in! If communication were possible, or if from past experience the fellows had learned to trust each other, they would both plead 'not guilty' and would go free, thus maximising their 'gains'.

The drawing of analogies concerning the conditions of uncertainty facing the firms in oligopolistic markets is straightforward.

## 20. Linear Programming

## I. GENERAL NOTES

Linear programming is a recently devised technique for providing specific numerical solutions of problems which earlier could be solved only in vague qualitative terms by using the apparatus of the general theory of the firm. Linear programming has thus helped to bridge the gap between abstract economic theory and managerial decisionmaking in practice. The use of linear programming is expanding fast due to the use of computers which can quickly solve complex problems involving the optimal use of many resources which are given to the firm in any particular time and thus set constraints on the firm's choice.

Linear programming can be considered as providing an operational method for dealing with economic relationships, which involve discontinuities. It is a specific approach within the general framework of economic theory.

The main similarities and differences between traditional economic analysis and linear programming may be outlined as follows. Both approaches show how economic agents (consumers or producers) reach optimal choices, how they do their planning or programming in order to attain maximum utility, maximum profit, minimum cost, etc. Neither economic theory nor linear programming say anything about the implementation of the optimal plan or solution. They simply derive the optimal solution in any particular situation. In that sense both approaches are ex ante methods aiming at helping the economic units to find the solution that attains their goal (utility maximisation, profit maximisation, cost minimisation) given their resources (income or factor inputs) at any particular time. However, in economic theory the optimal solution is usually shown in qualitative abstract terms, diagrams, or general mathematical symbols, while linear programming yields specific numerical solutions to the particular optimisation problems. Another difference between economic analysis and linear programming is that the relationships of economic theory are usually non-linear, depicted by curves (not straight lines), while in linear programming all relationships between the variables involved are assumed to be linear. Methods of non-linear programming have recently been developed, but their exposition involves sophisticated mathematics and will not be attempted here. In this chapter we will give an introductory exposition of the linear programming technique.

We will illustrate the use of linear programming by a simple example of a firm which has a given quantity of three factors of production with which it can produce two commodities, $x$ and $y$. The problem of the firm, given its resources, is to choose the optimal product mix which maximises the firm's profit.

## II. STATEMENT OF THE LINEAR PROGRAMMING PROBLEM

Assume that a firm has the following quantities of factors of production

$$
\begin{array}{rlrl}
L & =400 \text { units of labour } & \text { (hours) } \\
K & =300 \text { units of capital } & \text { (machine hours) } \\
S & =1000 \text { units of land } & & \text { (square feet) }
\end{array}
$$

The firm can produce either commodity $x$ or commodity $y$ with the following available processes (activities)

|  | Activity $\mathrm{A}_{1}$ <br> for x |  | Activity $\mathrm{A}_{2}$ <br> for y |
| :--- | :---: | :---: | :---: |
|  | Labour | $l_{x}=4$ |  | | $l_{y}=1$ |
| ---: |
| Capital |
| $k_{x}=1$ |
|  |
| Land |$s_{x}=2, ~$| $k_{y}=1$ |
| :--- | :--- |
| $s_{y}=5$ |

In words, the production of one unit of $x$ requires 4 hours of labour, 1 machine hour and 2 square feet of land. Similarly, the production of one unit of $y$ requires 1 hour of labour, 1 machine hour and 5 square feet of land.

Commodity $x$ yields a unit profit of $£ 2$, and commodity $y$ yields a unit profit of $£ 1$. The goal of the firm is to choose the optimal product mix, that is, the mix that maximises its total profit.

The total profit function may be written as follows

$$
Z=2 X+1 Y
$$

where $Z=$ total profit
$X=$ quantity of commodity $x$ (or level of Activity $A_{1}$ )
$Y=$ quantity of commodity $y$ (or level of Activity $A_{2}$ )
2 and 1 are the unit profits of the two commodities. The total profit function is called the objective function, because it expresses the objective of the firm, which in our particular example is the maximisation of profit. In general, the objective function is the function which represents the goals of the economic agent.

The firm, in pursuing the maximisation of its objective function, has several constraints. We distinguish two groups of constraints, technical (or functional) constraints, and non-negativity constraints. The technical constraints are set by the state of technology and the availability of factors of production. There are as many technical constraints as the factors of production. They express the fact that the quantities of factors which will be absorbed in the production of the commodities cannot exceed the available quantities of these factors. Thus the technological constraints take the form of inequalities. In our example the technical constraints are the following three

$$
\begin{aligned}
& 4 X+1 Y \leq 400 \\
& 1 X+1 Y \leq 300 \\
& 2 X+5 Y \leq 1000
\end{aligned}
$$

where $X$ and $Y$ are the levels of commodities $x$ and $y$ (levels of utilisation of activities $A_{1}$ and $A_{2}$ ) and the integers on the left-hand side are the technical coefficients of production, that is, the factor inputs required for the production of one unit of the products $x$ and $y$. The figures on the right-hand side are the resources that the firm has at it disposition. These inequality constraints state that the levels of $X$ and $Y$ in the optima product mix should not require more than the available quantities of the three resources.

The non-negativity constraints express the necessity that the levels of production of the commodities cannot be negative, since negative quantities do not make sense in economics. The level of production of any one commodity can either be zero or positive

$$
\begin{aligned}
& X \geq 0 \\
& Y \geq 0
\end{aligned}
$$

Given the above information, the linear programming problem may formally be stated as follows:

Maximise $\quad Z=2 X+1 Y \quad$ (objective function)
$\begin{array}{rll}\text { Subject to } & \begin{aligned} 4 X+1 Y \leq 400 \\ 1 X+1 Y \leq 300\end{aligned} & \text { \{technical constraints }\} \\ & 2 X+5 Y \leq 1000\end{array} \quad\left\{\begin{array}{l} \\ X \geq 0 \\ Y \geq 0\end{array} \quad\{\right.$ non-negativity constraints $\}$
Note that all the constraints take the form of inequalities. Thus the system cannot be solved with the usual methods of solution of simultaneous equations. The linear programming technique has been designed to deal with the solution of problems involving inequalities. Its basic approach is that of iteration: the optimal solution is defined by examining the set of possible alternative solutions and eliminating gradually the suboptimal ones until the optimal is reached (see section IV below).

## III. GRAPHICAL SOLUTION OF THE LINEAR PROGRAMMING PROBLEM

The graphical solution is simple when the problem can be presented on twodimensional diagrams, as in our simple example. When there are more than two variables the graphical solution becomes extremely complicated or impossible to draw. In this case the algebraic solution presented in the next section (the simplex method) should be used.

The graphical solution involves two steps. Firstly, the graphical determination of the region of feasible solutions. Secondly, the graphical presentation of the objective function.

## A. GRaphical determination of the region of feasible solutions

A solution is called feasible when it satisfies all the constraints.
The non-negativity constraints in our example are shown graphically by the area of the positive quadrant of the usual orthogonal co-ordinate system (figure 20.1). Points on the horizontal axis denote that the production of $y$ is zero, while the production of $x$ is positive. That is, on the $x$-axis $X \geq 0$ and $Y=0$. Similarly, points on the $y$-axis denote that there is no production of $x$, while the production of $y$ is positive. That is, on the $y$-axis $X=0$ and $Y \geq 0$. Clearly points lying inside the two axes imply some production of both commodities ( $X>0$ and $Y>0$ ). The shaded area in figure 20.1 and its boundaries (denoted by the two axes) represent the region in which the nonnegativity constraints are satisfied.

The complete determination of the region of feasible solutions requires in addition the determination of the boundaries or limits set by the technical (functional) constraints, that is, the availability of the factors of production and the given state of technology.


Figure 20.1
Boundary set by the factor 'labour'. This is defined by a straight line whose slope is the ratio of the labour inputs in the production of the two commodities. Thus if we denote the boundary set by labour with the letter $L$, we have

$$
\left[\begin{array}{c}
\text { Slope of } \\
\text { boundary } L
\end{array}\right]=\text { slope of } A B=\frac{\text { input of } L \text { in } x}{\text { input of } L \text { in } y}=\frac{4}{1}=\frac{l_{x}}{l_{y}}
$$

We may find the boundary $L$ as follows. If all the available labour is used in the production of $y$, the maximum quantity which can be produced of this commodity is

$$
0 A=\frac{L}{l_{y}}=\frac{400}{1}=400
$$

If all the available labour is used in producing $x$ the maximum quantity of this commodity is

$$
0 B=\frac{L}{l_{x}}=\frac{400}{4}=100
$$

These maximum levels of production are denoted by points $A$ and $B$ in figure 20.2. If we join points $A$ and $B$ with a straight line we form the boundary set by the factor $L$ (labour). The slope of this boundary is

Slope of $A B=\frac{0 A}{0 B}=\frac{L / l_{y}}{L / l_{x}}=\frac{400 / 1}{400 / 4}=\frac{4}{1}=\frac{\text { input of } L \text { in } x}{\text { input of } L \text { in } y}$


The feasible region of production of $x$ and $y$ defined by the availability of labour ( $L$ ) is the shaded area $0 A B$ in figure 20.2.

Boundary set by the factor 'capital'. In a similar way we may derive the boundary (or limit) set to the production possibilities of the firm by the available quantity of the factor capital ( $K$ ). The boundary of $K$ will be a straight line ( $C D$ in figure 20.3) whose slope is the ratio of the capital inputs in the production of the two commodities

$$
\left[\begin{array}{c}
\text { Slope of } \\
\text { boundary } K
\end{array}\right]=\text { slope of } C D=\frac{\text { input of } K \text { in } x}{\text { input of } K \text { in } y}=\frac{k_{x}}{k_{y}}=\frac{1}{1}=1
$$



Figure 20.3 Boundary of capital $K$

In our example the boundary of capital can be determined as follows. If the firm uses all the available units of $K$ in the production of $y$, the maximum quantity of this commodity is

$$
0 C=\frac{K}{k_{y}}=\frac{300}{1}=300
$$

If the firm uses all its $K$ in the production of $x$, the maximum quantity of this commodity is

$$
0 D=\frac{K}{k_{x}}=\frac{300}{1}=300
$$

If we join the points $C$ and $D$ we form the boundary set by the factor $K$. The slope of this boundary is

$$
\text { Slope of } C D=\frac{0 C}{0 D}=\frac{K / k_{y}}{K / k_{x}}=\frac{300 / 1}{300 / 1}=\frac{k_{x}}{k_{y}}=\frac{\text { input of } K \text { in } x}{\text { input of } K \text { in } y}
$$

Boundary set by the factor 'land'. The boundary of the factor 'land' $(S)$ is determined in the same way as the previous two boundaries. It is a straight line ( $E F$ in figure 20.4) whose slope is the ratio of the land inputs in the production of the two commodities

$$
\left[\begin{array}{c}
\text { Slope of } \\
\text { boundary } S
\end{array}\right]=\text { slope of } E F=\frac{\text { input of } S \text { in } x}{\text { input of } S \text { in } y}=\frac{s_{x}}{s_{y}}=\frac{2}{5}
$$



Figure 20.4 Boundary of the factor 'land'

In our example the boundary of the factor 'land' is defined as follows. If the firm uses all the available units of $S$ in producing $y$, the maximum quantity of this commodity is

$$
0 E=\frac{S}{s_{y}}=\frac{1000}{5}=200
$$

If all the units of $S$ are used in producing $x$, the maximum quantity of this commodity is

$$
0 F=\frac{S}{s_{x}}=\frac{1000}{2}=500
$$

If we join the points $E$ and $F$ we form the boundary for the factor 'land' which has the slope

$$
\text { slope of } E F=\frac{0 E}{0 F}=\frac{S / s_{y}}{S / s_{x}}=\frac{1000 / 5}{1000 / 2}=\frac{2}{5}=\frac{s_{x}}{s_{y}}
$$

The region of feasible solutions of the firm is determined graphically if we superimpose the three diagrams showing the boundary-constraints set to the production possibilities of the firm by all the factors of production simultaneously. In figure 20.5 the region of feasible solutions is shown by the area $0 E G B$ in which all the inequality constraints (technical and non-negativity constraints) are satisfied. Only combinations of $x$ and $y$ lying in this area and on its boundaries are feasible, given the availability


Figure 20.5 Region of feasible solutions
of factors and the state of technology. Of all the feasible solutions only the ones lying on the frontier $E G B$ are technically efficient. Thus the optimal solution must be one of the points on the frontier $(E G B)$.

## B. GRAPHICAL DETERMINATION OF THE OBJECTIVE FUNCTION

We said that among all the feasible solutions the firm will choose the one that maximises its objective function, that is, the product mix which yields the maximum profit. The objective function in our example may be presented graphically by isoprofit lines. We may construct an isoprofit line by solving the objective function for $Y$. Thus the profit function

$$
Z=2 X+1 Y=\pi_{x} X+\pi_{y} Y
$$

solved for $Y$ yields

$$
Y=\frac{1}{\pi_{y}} Z-\frac{\pi_{x}}{\pi_{y}} X
$$

Clearly the slope of this isoprofit line is

$$
\frac{\partial Y}{\partial X}=-\frac{\pi_{x}}{\pi_{y}}=\frac{\text { unit profit of } x}{\text { unit profit of } y}=\frac{2}{1}=2
$$

By assigning various values to the level of total profit ( $Z$ ) we can compute the whole family of isoprofit lines (isoprofit map, figure 20.6). These lines have a negative slope and are parallel, given that the unit profits of the two commodities are assumed constant. The further away from the origin an iosprofit line is the greater the total profit it denotes.


Figure 20.6 Isoprofit map, with $\pi_{x}=2$ and $\pi_{y}=1$

## C. DETERMINATION OF THE OPTIMAL SOLUTION

The optimal solution is found by the point of tangency of the frontier of the region of feasible solutions to the highest possible isoprofit curve. The optimal solution will be a point on the frontier of the region of all feasible solutions, because any point inside this region lies on a lower isoprofit line. It is clear that the optimal solution depends on the slope of the isoprofit lines, that is, on the ratio of the unit profits of the two commodities. In our example the optimal solution is point $G$ in figure 20.7.


Figure 20.7 Optimal solution

At this point the product mix is 178 units of $y$ and 56 units of $x$, and the maximum profit amounts to $£ 290$, as can be verified from the profit function

$$
Z=2 X+1 Y=2(56)+1(178)=290
$$

If the slope of the isoprofit line is equal to the slope of any one of the boundary lines which define the region of the feasible solutions, there is no unique optimal solution to the linear programming problem. For example, if $\pi_{x} / \pi_{y}=l_{x} / l_{y}$ ( $=$ slope of $A B$ which is the boundary for the factor 'labour' all the points on the segment $G B$ will be optimal solutions. Similarly, if $\pi_{x} / \pi_{y}=s_{x} / s_{y}$ (= slope of $E F$ which is the boundary for the factor 'land') all the points on the segment $E G$ of the production-possibility frontier will be optimal solutions. From the above discussion it should be obvious that a unique optimal solution exists if the slope of the line representing the objective function has a value lying within the range set by the slopes of the boundary lines which denote the technical restrictions of the linear programming problem.

We may generalise the above procedure for the determination of the optimal solution as follows.

Step 1. Write the technical inequalities in the form of equalities and solve them for $Y$

$$
\begin{aligned}
l_{1} X+l_{2} Y & =L \\
k_{1} X+k_{2} Y & =K \\
s_{1} X+s_{2} Y & =S
\end{aligned}
$$

Solving these equations for $Y$ we obtain the equations of the three boundary lines:
The equation of boundary $L$ is

$$
Y=\frac{1}{l_{2}} L-\frac{l_{1}}{l_{2}} X
$$

The slope of the $L$ boundary is

$$
\frac{\partial Y}{\partial X}=-\frac{l_{1}}{l_{2}}
$$

We may draw the $L$ boundary by assigning various values to $X$ and plotting the resulting points on a graph. (The value of $L$ is given.)

The equation of the boundary $K$ is

$$
Y=\frac{1}{k_{2}} K-\frac{k_{1}}{k_{2}} X
$$

The slope of the $K$ boundary is

$$
\frac{\partial Y}{\partial X}=-\frac{k_{1}}{k_{2}}
$$

We may draw the $K$ boundary by assigning various values to $X$ (given the value of $K$ ) and plotting the resulting points on a graph.

The equation of the boundary $S$ is

$$
Y=\frac{1}{s_{2}} S-\frac{s_{1}}{s_{2}} X
$$

The slope of the $S$ boundary is

$$
\frac{\partial Y}{\partial X}=-\frac{s_{1}}{s_{2}}
$$

We may draw the $S$ boundary by assigning different values to $X$ (given the quantity of $S$ ) and plotting the resulting points on a graph.

Step 2. Determine the region of feasible solutions. This is the area within all the boundaries set by the technical restrictions. Only the parts of the areas below the individual boundary lines that coincide, when the various graphs (of Step 1) are combined, do satisfy all the constraints.

Step 3. Define the isoprofit lines by solving the profit equation for $Y$

$$
\begin{aligned}
Z & =\pi_{1} X+\pi_{2} Y \\
Y & =\frac{\pi_{1}}{\pi_{2}} Z-\frac{\pi_{1}}{\pi_{2}} X
\end{aligned}
$$

The slope of the isoprofit line is

$$
\frac{\partial Y}{\partial X}=-\frac{\pi_{1}}{\pi_{2}}
$$

The set of isoprofit lines can be drawn by assigning different values to $Z$ and to $X$.
Step 4. Define the optimal solution by comparing the slope of the isoprofit line with the slopes of the boundary lines that define the region of feasible solutions. Since all lines have negative slopes we can ignore their signs when doing the comparison. In our example only two boundary lines define the region of feasible solutions. (The factor $K$ does not set any limit to the choice of the firm, given the other factors $L$ and $S$.) The slopes of the boundary lines are

$$
\begin{array}{ll}
\text { (a) Slope of boundary } L: & \frac{l_{1}}{l_{2}}=\frac{4}{1}=4 \\
\text { (b) Slope of boundary } S: & \frac{k_{1}}{k_{2}}=\frac{2}{5}
\end{array}
$$

The slope of the isoprofit line is

$$
\frac{\pi_{1}}{\pi_{2}}=\frac{2}{1}=2
$$

Given that

$$
\begin{gathered}
\frac{s_{1}}{s_{2}}<\frac{\pi_{1}}{\pi_{2}}<\frac{l_{1}}{l_{2}} \\
\frac{2}{5}<2<\frac{4}{1}
\end{gathered}
$$

we conclude that there is a unique solution, and that this optimal solution is defined by the intersection of the two boundary lines that define the region of feasible solutions.

## IV. THE SIMPLEX METHOD

When the variables whose values must be determined from the linear programming method are more than two, the graphical solution is difficult or impossible because we need multidimensional diagrams. The following iterative method for reaching the optimal solution, which is called the simplex method, may be used.

We will illustrate the simplex method by using the following example.
Assume that a firm can produce five commodities, $x_{1}, x_{2}, \ldots, x_{5}$, with three factors of production $F_{1}, F_{2}, F_{3}$. The available quantities of factors are

$$
\begin{aligned}
& F_{1}=100 \text { units of labour } \\
& F_{2}=80 \text { units of capital } \\
& F_{3}=150 \text { units of land }
\end{aligned}
$$

The known methods of production (processes or activities) for each product are


The unit profits of the five commodities are

$$
\pi_{1}=2 \quad \pi_{2}=2 \quad \pi_{3}=3 \quad \pi_{4}=4 \quad \pi_{5}=6
$$

The firm wants to choose the product mix that maximises its total profit $Z$. Let us denote the levels of production of the five commodities by the capital $X$ letter with the appropriate subscript. With the above information we can state the linear programming problem formally as follows.

Maximise

$$
\begin{gathered}
Z=\pi_{1} X_{1}+\pi_{2} X_{2}+\pi_{3} X_{3}+\pi_{4} X_{4}+\pi_{5} X_{5} \\
l_{1} X_{1}+l_{2} X_{2}+l_{3} X_{3}+l_{4} X_{4}+l_{5} X_{5} \leq F_{1} \\
k_{1} X_{1}+k_{2} X_{2}+k_{3} X_{3}+k_{4} X_{4}+k_{5} X_{5} \leq F_{2} \\
s_{1} X_{1}+s_{2} X_{2}+s_{3} X_{3}+s_{4} X_{4}+s_{5} X_{5} \leq F_{3} \\
X_{1} \geq 0, X_{2} \geq 0, X_{3} \geq 0, X_{4} \geq 0, X_{5} \geq 0
\end{gathered}
$$

subject to

Substituting the technical information of our example we
Maximise

$$
\begin{aligned}
& Z=2 X_{1}+2 X_{2}+3 X_{3}+4 X_{4}+6 X_{5} \\
& 2 X_{1}+2 X_{2}+1 X_{3}+2 X_{4}+2 X_{5} \leq 100 \\
& 2 X_{1}+0 X_{2}+1 X_{3}+1 X_{4}+2 X_{5} \leq 80 \\
& 0 X_{1}+1 X_{2}+2 X_{3}+1 X_{4}+2 X_{5} \leq 150
\end{aligned}
$$

subject to

To overcome the difficulties created by the inequalities in the constraints we transform the technical constraints into equalities by introducing into each one of them a variable, called the 'slack variable', which will show the unutilised units of the corresponding factor of production. Clearly there will be as many slack variables as there are factors of production. It is assumed that unutilised factors have zero profitability (neither profit nor loss). With the introduction of the slack variables the constraints become

$$
\begin{aligned}
& l_{1} X_{1}+l_{2} X_{2}+l_{3} X_{3}+l_{4} X_{4}+l_{5} X_{5}+S_{1}=F_{1} \\
& k_{1} X_{1}+k_{2} X_{2}+k_{3} X_{3}+k_{4} X_{4}+k_{5} X_{5}+S_{2}=F_{2} \\
& s_{1} X_{1}+s_{2} X_{2}+s_{3} X_{3}+s_{4} X_{4}+s_{5} X_{5}+S_{3}=F_{3}
\end{aligned}
$$

With the technological data of our example the constraints are

$$
\begin{aligned}
& 2 X_{1}+2 X_{2}+1 X_{3}+2 X_{4}+2 X_{5}+S_{1}=100 \\
& 2 X_{1}+0 X_{2}+1 X_{3}+1 X_{4}+2 X_{5}+S_{2}=80 \\
& 0 X_{1}+1 X_{2}+2 X_{3}+1 X_{4}+2 X_{5}+S_{3}=150
\end{aligned}
$$

## A. THE ITERATIVE PROCEDURE

## Iteration I

We start from any one feasible solution, find its profitability and consider whether it yields maximum profit as compared with other feasible solutions. The levels of output and of unused factors in any one solution form a basis. The easiest way to begin the iterations is to start from the basis that shows zero production, that is, it includes the three slack activities with values equal to the available quantities of the three factors of production, since with no production all the factors are unutilised. Thus the initial solution (Basis I) is the origin, where all levels of output are zero

$$
X_{1}=X_{2}=X_{3}=X_{4}=X_{5}=0
$$

and all inputs are unemployed, so that

$$
\begin{aligned}
& S_{1}=F_{1}=100 \\
& S_{2}=F_{2}=80 \\
& S_{3}=F_{3}=150
\end{aligned}
$$

This is a feasible solution, because all the constraints are satisfied. Clearly it is not optimal, since profits are zero if there is no production.

$$
Z=2(0)+2(0)+3(0)+4(0)+6(0)+0\left(S_{1}\right)+0\left(S_{2}\right)+0\left(S_{3}\right)=0
$$

Before we proceed to find a better feasible solution we will present the first solution (Basis I) in a table (table 20.1).

| Activities |  |  | $\begin{gathered} \mathbf{A}_{1} \\ \pi_{1} \\ =2 \end{gathered}$ | $\begin{gathered} A_{2} \\ \pi_{2}=2 \end{gathered}$ | $\begin{gathered} \mathbf{A}_{\mathbf{3}} \\ \pi_{3}=3 \end{gathered}$ | $\begin{gathered} \mathrm{A}_{4} \\ \pi_{4}=4 \end{gathered}$ | $\begin{gathered} A_{5} \\ \pi_{5}=6 \end{gathered}$ | $\stackrel{S_{1}}{\pi_{6}}=0$ | $\stackrel{\mathbf{S}_{2}}{\pi_{7}}=0$ | $\begin{gathered} S_{3} \\ \pi_{8}=0 \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Basis I |  |  |  |  |  |  |  |  |  |
|  | Activities | Levels of Activities |  |  |  |  |  |  |  |  |
|  | $S_{1}$ | $F_{1}=100$ | $l_{1}=2$ | $l_{2}=2$ | $l_{3}=1$ | $l_{4}=2$ | $l_{5}=2$ | 1 | 0 | 0 |
|  | $S_{2}$ | $F_{2}=80$ | $k_{1}=2$ | $k_{2}=0$ | $k_{3}=1$ | $k_{4}=1$ | $k_{s}=2$ | 0 | 1 | 0 |
|  | $S_{3}$ | $F_{3}=150$ | $s_{1}=0$ | $s_{2}=1$ | $s_{3}=2$ | $s_{4}=1$ | $s_{5}=2$ | 0 | 0 | 1 |
| Profits | Total profit$Z=0$ |  | -2 | -2 | -3 | -4 | -6 | 0 | 0 | 0 |

In the first column we show the activities that are included in the solution (Basis), which is being examined, and their levels of utilisation. Basis I includes the slack activities $S_{1}, S_{2}, S_{3}$, and their levels of utilisation are equal to the unused factors of production, 100 units of $F_{1}, 80$ units of $F_{2}$ and 150 units of $F_{3}$.

In the columns of the five productive activities we insert the inputs of the three factors of production which are required for the production of one unit of the corresponding commodities.

In the columns of the slack activities we insert unity for the corresponding factor of production, and zero for all other factors.

In the last row of the table we insert the total profit $(Z)$ of the Basis and the unit profits of the activities with a negative sign. This row (which we will call the 'profitability row') is crucial in the iterative procedure of the simplex method, because it shows which is the most profitable activity which should be introduced in the next iteration. When all the elements in this row become positive or zero we stop the iterations. Positive elements in the 'profitability row' suggest that the introduction of the corresponding activities in the Basis will lead to a decrease in the total profit. Zero elements in the 'profitability row' (in the columns of the productive activities $A_{1}, \ldots, A_{5}$ ) imply that there are other optimal solutions which yield the same total profit. Thus when the elements of the 'profitability row' (of the columns of the productive activities) are either positive or zero we stop (usually) the iterations since an optimal solution has been reached.

## Iteration II

We must find the incoming activity and the outgoing activity, that is the activity which we must introduce in the Basis and the one that will be replaced.

As incoming activity we choose the one with the highest unit profit, that is, the activity with the largest negative element in the 'profitability row'. In our example the most profitable activity is $A_{5}$.

The outgoing activity is found by dividing each activity level in the first Basis ( $F_{1}, F_{2}$, and $F_{3}$ in our example) by the relevant input coefficient of the incoming activity, and choosing to replace the activity of the old Basis for which the ratio is the smallest. In our example we have

$$
\frac{F_{1}}{l_{5}}=\frac{100}{2}=50, \quad \frac{F_{2}}{k_{5}}=\frac{80}{2}=40, \quad \frac{F_{3}}{s_{5}}=\frac{150}{2}=75
$$

The smallest ratio is $F_{2} / k_{5}$, hence the outgoing activity is $S_{2}$. The new Basis will include the activities $S_{1}, A_{5}$ and $S_{3}$. We replace the slack activity whose ratio is the smallest, because the corresponding resource will be the first to be exhausted as we expand the production of commodity $x_{5}$ (produced by the incoming activity).

Our next step is to find the elements of the new iteration table. The following steps are involved in this process.

1. We define the pivot element, which is the element at the intersection of the incoming and the outgoing activities. In our example the pivot element is 2 , at the intersection of $A_{5}$ and $S_{2}$.
2. We find the elements of the pivot row, that is, the row that will be occupied by the incoming activity, taking the place of the outgoing activity. The elements of the pivot row are found by dividing the elements of the original row (of the outgoing activity) by the pivot element ( 2 in our example). The elements of the pivot row are the elements of the incoming activity $\left(A_{5}\right)$ in the new iteration table. In our example the elements of the pivot row are

$$
\frac{80}{2}=40, \frac{2}{2}=1, \frac{0}{2}=0, \frac{1}{2}, \frac{1}{2}, \frac{2}{2}=1, \frac{0}{2}=0, \frac{1}{2}, \frac{0}{2}=0
$$

3. Any other element in the second iteration table $b_{i}$ is found by subtracting from the corresponding original element $a_{i}$ (in the first iteration table) the product of the element of the pivot row which is in the same column as $a_{i}$ multiplied by the element of the incoming activity which is in the same row as $a_{i}$. The computations are shown in table 20.2. The crucial data required at this stage are the elements of the pivot row $\left(b_{10}, b_{11}, \ldots, b_{18}\right)$ and the elements of the column of the outgoing activity ( $a_{6}=2, a_{15}=2, a_{24}=2$ ). The elements of the first and third rows of the second iteration table are

$$
\begin{aligned}
b_{1} & =a_{1}-(40)(2)=100-80=20 \\
b_{2} & =a_{2}-(1)(2)=2-2=0 \\
b_{3} & =a_{3}-(0)(2)=2-0=2 \\
b_{4} & =a_{4}-\left(\frac{1}{2}\right)(2)=1-1=0 \\
b_{5} & =a_{5}-\left(\frac{1}{2}\right)(2)=2-1=1 \\
b_{6} & =a_{6}-(1)(2)=2-2=0 \\
b_{7} & =a_{7}-(0)(2)=1-0=1 \\
b_{8} & =a_{8}-\left(\frac{1}{2}\right)(2)=0-1=-1 \\
b_{9} & =a_{9}-(0)(2)=0-0=0 \\
b_{19} & =a_{19}-(40)(2)=150-80=70 \\
b_{20} & =a_{20}-(1)(2)=0-2=-2 \\
b_{21} & =a_{21}-(0)(2)=1-0=1 \\
b_{22} & =a_{22}-\left(\frac{1}{2}\right)(2)=2-1=1 \\
b_{23} & =a_{23}-\left(\frac{1}{2}\right)(2)=1-1=0 \\
b_{24} & =a_{24}-(1)(2)=2-2=0 \\
b_{25} & =a_{25}-(0)(2)=0-0=0 \\
b_{26} & =a_{26}-\left(\frac{1}{2}\right)(2)=0-1=-1 \\
b_{27} & =a_{27}-(0)(2)=1-0=1
\end{aligned}
$$

4. The total profit of the new solution $\left(Z_{\mathrm{II}}\right)$ is found by multiplying the levels of the activities in this Basis by their unit profits

$$
Z_{\text {II }}=\pi_{6}\left(S_{1}\right)+\pi_{5}\left(A_{5}\right)+\pi_{8}\left(S_{3}\right)=(20)(0)+(40)(6)+(70)(0)=240
$$

5. The elements of the 'profitability row' are estimated in the same way as the other elements of the second iteration table. That is, from the initial 'profitability elements' we subtract the product of the element of the pivot row (which is in the same column as $\pi_{i, 1}$ ) times the 'profitability element' of the incoming activity:

$$
\begin{aligned}
& \pi_{1, \mathrm{II}}=\pi_{1, \mathrm{I}}-(1)(-6)=-2+6=4 \\
& \pi_{2, \mathrm{II}}=\pi_{2, \mathrm{I}}-(0)(-6)=-2-0=-2 \\
& \pi_{3, \mathrm{II}}=\pi_{3, \mathrm{I}}-\left(\frac{1}{2}\right)(-6)=-3+3=0 \\
& \pi_{4, \mathrm{II}}=\pi_{4, \mathrm{I}}-\left(\frac{1}{2}\right)(-6)=-4+3=-1 \\
& \pi_{5, \mathrm{II}}=\pi_{5, \mathrm{I}}-(1)(-6)=-6+6=0 \\
& \pi_{6, \mathrm{II}}=\pi_{6, \mathrm{I}}-(0)(-6)=0+0=0 \\
& \pi_{7, \mathrm{II}}=\pi_{7, \mathrm{I}}-\left(\frac{1}{2}\right)(-6)=0+3=3 \\
& \pi_{8, \mathrm{II}}=\pi_{8, \mathrm{I}}-(0)(-6)=0+0=0
\end{aligned}
$$

We have now completed the computation of the elements of the second iteration. The results are shown in table 20.3.



It is clear that the second Basis

$$
S_{1}=20 \quad A_{5}=40 \quad S_{3}=70
$$

is better than the initial solution, since it yields a total profit of 240 monetary units. However, so long as negative elements appear in the last row of the iteration table, we can further improve our solution (increase profits) by introducing into the basis the activity which has the largest negative 'profitability element'. In our example activity $A_{2}$ which produces commodity $x_{2}$ will be the incoming activity in the new solution (Basis III). The outgoing activity is determined in the same way as in the previous iteration. That is, we divide the slack activities in Basis II by the corresponding elements in the column of the incoming activity $\left(A_{2}\right)$ and we drop out the activity with the smallest ratio. In our example we have

$$
\frac{20}{2}=10 \quad \text { and } \quad \frac{70}{1}=70
$$

Since $(20 / 2)<(70 / 1)$ the outgoing activity at this iteration is $S_{1}$. (Table 20.4.)
Before we proceed with the computations of the third iteration it is useful to indicate the implications of the simplex criterion. This criterion serves in defining whether the optimal solution has been reached, or whether a further improvement can be achieved by additional iterations.
The simplex criterion may be summarised in the following propositions.
If one or more elements in the 'profitability row' are negative, further improvement of the solution is possible, and the iterations should continue, unless all the elements of the incoming activity are positive or zero. In this case we infer that the problem has no solution or it has not been correctly stated.

If all the elements in the 'profitability row' are positive or zero, the Basis in this table is an optimal solution, and further iterations are (usually) not required.

The inclusion in the Basis of activities with positive 'profitability elements' reduces the total profit of the firm, and hence such activities should not be considered as a means for improving the solution.

If some of the productive activities have zero 'profitability elements' in the final table, there is more than one optimal solution. If we introduce in the Basis an activity with zero 'profitability', the total profit is not affected.

## Iteration III

The last row of the second iteration table contains negative elements and hence the solution can be improved. The incoming activity is the one with the greatest negative 'profitability element' ( $A_{2}$ in our example), and the outgoing activity is $S_{1}$ which has the smallest ratio ( $S_{1} / 2=$ level of $S_{1}$ in Basis II divided by the corresponding element of the column of the incoming activity).

Having defined the incoming and the outgoing activities, we repeat the computations of the second iteration.

1. The pivot element is 2 , defined by the intersection of the incoming and the outgoing activities.
2. The elements of the 'pivot row' are defined by the division of the elements of the outgoing activity into the pivot element. They are

$$
\frac{20}{2}=10, \quad \frac{0}{2}=0, \quad \frac{2}{2}=1, \quad \frac{0}{2}=0, \quad \frac{1}{2}, \quad \frac{0}{2}=0, \quad \frac{1}{2}, \quad-\frac{1}{2}, \quad \frac{0}{2}=0
$$

3. The remaining elements $\left(c_{i}\right)$ of the third iteration table are found by subtracting from the corresponding elements of the second iteration table $\left(b_{i}\right)$ the product of the element of the 'pivot row' (which is in the same column as $b_{i}$ ) times the element of the

incoming activity (which is in the same row as $b_{i}$ ). The values of the elements of the third iteration are:

$$
\begin{array}{ll}
c_{10}=40 & c_{19}=60 \\
c_{11}=0 & c_{20}=-2 \\
c_{12}=0 & c_{21}=0 \\
c_{13}=\frac{1}{2} & c_{22}=1 \\
c_{14}=\frac{1}{2} & c_{23}=-\frac{1}{2} \\
c_{15}=1 & c_{24}=0 \\
c_{16}=0 & c_{25}=-\frac{1}{2} \\
c_{17}=\frac{1}{2} & c_{26}=-\frac{1}{2} \\
c_{18}=0 & c_{27}=1
\end{array}
$$

4. The total profit of the Basis III is found by adding the products of the levels of the activities included in this basis times their corresponding unit profits (as given in the objective function)

$$
Z_{\mathrm{III}}=(10)(2)+(40)(6)+(60)(0)=260
$$

This is higher than the profit of the previous solution ( $Z_{\text {II }}=240$ ).
5. The elements of the 'profitability row' of the third iteration are computed as in the second iteration:

$$
\begin{aligned}
& \pi_{1, \mathrm{III}}=\pi_{1, \mathrm{II}}-(0)(-2)=4-0=4 \\
& \pi_{2, \mathrm{III}}=\pi_{2, \mathrm{II}}-(1)(-2)=-2+2=0 \\
& \pi_{3, \mathrm{III}}=\pi_{3, \mathrm{II}}-(0)(-2)=0-0=0 \\
& \pi_{4, \mathrm{III}}=\pi_{4, \mathrm{II}}-\left(\frac{1}{2}\right)(-2)=-1+1=0 \\
& \pi_{5, \mathrm{III}}=\pi_{5, \mathrm{II}}-(0)(-2)=0-0=0 \\
& \pi_{6, \mathrm{II}}=\pi_{6, \mathrm{II}}-\left(\frac{1}{2}\right)(-2)=0+1=1 \\
& \pi_{7, \mathrm{III}}=\pi_{7, \mathrm{II}}-\left(-\frac{1}{2}\right)(-2)=3-1=2 \\
& \pi_{8, \mathrm{III}}=\pi_{8, \mathrm{II}}-(0)(-2)=0-0=0
\end{aligned}
$$

Thus we have completed the computations of the elements of the third Basis. The results are shown in table 20.5 .

Using the propositions of the simplex criterion we observe the following.
All the elements in the last row ('profitability row') are either positive or zero. This implies that this table contains an optimal solution. The activities of this Basis are:

$$
\begin{aligned}
& A_{2}=10 \text { units of commodity } x_{2} \\
& A_{5}=40 \text { units of commodity } x_{5} \\
& S_{3}=60 \text { units of unutilised factor } F_{3}
\end{aligned}
$$

The total profit of this optimal solution is 260 monetary units.
Given that there are zeros in the last row (and in the columns of the productive activities), we infer that the above solution is not unique. That is, there are other optimal solutions (which include the productive activities with zero 'profitability elements'). These alternative optimal solutions of course yield the same total profit. Since we have found an optimal solution we will not proceed with further iterations. However, there are cases in which the location of additional optimal solutions might be useful. ${ }^{1}$

[^99]| Activities |  |  | $\begin{gathered} \stackrel{A_{1}}{=} \\ \pi_{1} \end{gathered}$ | $\begin{gathered} \mathbf{A}_{2} \\ \pi_{2}=2 \end{gathered}$ | $\begin{gathered} \mathrm{A}_{3} \\ \pi_{3}=3 \end{gathered}$ | $\begin{gathered} \mathrm{A}_{4} \\ \pi_{4}=4 \end{gathered}$ | $\begin{gathered} A_{5} \\ \pi_{5}=6 \end{gathered}$ | $\stackrel{S_{1}}{\pi_{6}}=0$ | $\stackrel{\mathrm{S}_{2}}{\pi_{7}}=0$ | $\stackrel{S_{3}}{\pi_{8}}=0$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Basis III |  |  |  |  |  |  |  |  |  |
|  | Activities | Levels of Activities |  |  |  |  |  |  |  |  |
|  | $A_{2}$ | 10 | 0 | 1 | 0 | $\frac{1}{2}$ | 0 | $\frac{1}{2}$ | $-\frac{1}{2}$ | 0 |
|  | $A_{5}$ | 40 | 1 | 0 | $\frac{1}{2}$ | $\frac{1}{2}$ | 1 | 0 | $\frac{1}{2}$ | 0 |
|  | $S_{3}$ | 60 | -2 | 0 | 1 | $-\frac{1}{2}$ | 0 | $-\frac{1}{2}$ | $-\frac{1}{2}$ | 1 |
| 'Profitability' | Total profit$Z_{\mathrm{III}}=260$ |  | 4 | 0 | 0 | 0 | 0 | 1 | 2 | 0 |

## V. THE DUAL PROBLEM AND SHADOW PRICES

The basic problem whose solution is attempted by the linear programming technique is called the primal problem. To each primal problem corresponds a dual problem, which yields additional information to the decision-maker. The nature of the dual problem depends on the primal problem. If the primal problem is a maximisation problem, its dual is a minimisation problem. Similarly, if the primal is a minimisation problem its dual is a maximisation problem.

The detailed examination of the dual problem is beyond the scope of this book. We will concentrate here on the dual problem of our earlier example of profit maximisation. The dual problem in this case is one of cost minimisation, and from its solution we derive the shadow prices of the factors of production used by the firm. The dual problem may be solved independently from its primal by a similar procedure to the one described above. However, the values obtained from the solution of the dual are also obtained as a by-product from the last iteration of the primal, which yields the optimal solution. In our example the shadow prices of the three factors of production are the elements appearing in the last three cells of the 'profitability row' of table 20.5. If the optimal solution contains a slack activity showing that some quantity of the corresponding factor remains unemployed, this factor has a shadow price equal to zero. If the factors are fully employed, their shadow prices are positive. In our example the shadow prices of the factor labour $\left(F_{1}\right)$ and the factor capital $\left(F_{2}\right)$, which are fully employed in the optimal solution, appear as positive and equal to 1 and 2 monetary units respectively. The shadow price of the factor land $\left(F_{3}\right)$ is zero, because this factor is not fully employed in the optimal solution.

The shadow prices of the factors are the imputed costs or opportunity costs of the factors for the particular firm. As such they are crucial indicators for the expansion of the firm. They show which factors are bottlenecks to the further expansion of the firm, since these factors will appear with a positive shadow price (opportunity cost) in the optimal solution. Furthermore the shadow prices of the resources can be compared with their market prices and help the entrepreneur decide whether it is profitable to hire additional units of these factors. The shadow price of a factor denotes by how much the profit of the firm will be increased if the firm employs an additional unit of this factor. In our example we see that if the firm hired an additional unit of labour its profits would increase by 1 monetary unit. Similarly, if the firm employed an additional unit of capital its profit would rise by 2 monetary units. But in order to hire additional units of $L$ and/or $K$ the firm would have to pay their market price (wage or rent of capital). Thus, if the shadow price of a factor is larger than its market price, it would pay the firm to increase its employment of that factor, since the firm's net profit would increase. Obviously the shadow prices, whose values are estimated from the linear programming technique, are of great practical importance to the firm.

## PART THREE

FACTOR PRICING GENERAL EQUILIBRIUM THEORY WELFARE ECONOMICS

## 21. Pricing of Factors of Production and Income Distribution

The subject-matter of the theory of income distribution is the study of the determination of the shares of the factors of production in the total output produced in the economy over a given time period. If, for simplicity, we assume that there are two factors of production, labour and capital, their shares are defined as follows

$$
\begin{aligned}
& \text { [share of labour] }=\frac{w \cdot L}{X} \\
& {\left[\text { share of capital] }=\frac{r \cdot K}{X}\right.}
\end{aligned}
$$

where $w=$ wage rate
$r=$ rental of capital
$L=$ quantity of labour employed
$K=$ quantity of capital employed
$X=$ value of output produced in the economy.
The factor shares depend on the state of technology which defines the production function, and on the relative factor prices.

In Chapter 2 we saw that the production function defines the technically efficient combinations of factors for the production of various levels of output. These combinations define factor intensities, which are measured by the capital-labour ratio $(K / L)$. The factor intensity in the production of any commodity depends on the substitutability of factors. We saw in Chapter 2 that a measure of the degree of substitution of factors is the elasticity of substitution defined as

$$
\sigma=\frac{\% \text { change of } K / L}{\% \text { change of } M R T S_{L, K}}=\frac{d(K / L) /(K / L)}{d(M R T S) /(M R T S)}
$$

In Chapter 2 we also saw that the choice by a firm of one among all the technically efficient combinations of factors depends on the relative prices of these factors. The equilibrium of the firm is defined by the tangency of isoquants and isocost lines, that is, by equating the slope of the isoquants $\left(M R T S_{L, K}\right)$ to the slope of the isocost lines $(w / r)$.

$$
\operatorname{MRTS}_{L, K}=\frac{w}{r}
$$

To the above determinants of income distribution we must add technological progress. Technical progress usually changes the factor intensity in the production of the various goods. For example, if the technological progress is of the capitaldeepening type, there will be some substitution of capital for labour, which will lead to an increase in the share of capital to the total product of the economy.

In summary we may write

$$
\left[\begin{array}{c}
\text { income } \\
\text { distribution }
\end{array}\right]=f\left[\binom{\text { production }}{\text { function }},\left(\frac{w}{r}\right),\binom{\text { technical }}{\text { progress }}\right]
$$

There is a strong interrelationship between the three determinants of income distribution, arising from the fact that technology and technical progress affect the factors' demand and supply which determine their prices.

In the first section of this chapter we will examine the determination of the prices of variable productive resources in perfectly competitive markets, as well as in markets with various degrees of imperfection. In the second section we will discuss the relation between the elasticity of substitution of productive resources and their shares, and the effects of technical progress on income distribution. In the final section we will discuss some additional topics related to income distribution, namely, (a) the pricing of factors in fixed supply and the associated concepts of economic rent and quasi-rent, (b) the main factors responsible for wage differentials, (c) the problem of 'exhaustion' of the total output in an economy by factor payments.

## I. FACTOR PRICING

The mechanism of determination of factor prices does not differ fundamentally from that of prices of commodities. Factor prices are determined in markets under the forces of demand and supply. The difference lies in the determinants of the demand and supply of productive resources.

In the nineteenth century economists classified factor inputs into four groups: land, labour, capital and entrepreneurship. The prices of these factors were called rent, wage, interest and profit respectively, and each one was examined by a separate body of theory. Since, however, there are many common factors underlying the determination of the price of inputs, a general framework can be developed for analysing the price mechanism of any productive resource. Thus, the theory to be developed in this section, will be presented in general terms, so that it is applicable to all factors of production. Given that labour is the most important input, we will usually speak of 'the demand for labour' or, 'the supply of labour'. But the reader should interpret such expressions as implying 'the demand for a productive factor' and 'the supply of a productive factor'.

In this section we will be concerned with the price of variable factors. The determination of the price of factors in fixed supply will be examined in the third section.

We will first examine the determination of factor prices in perfectly competitive product and input markets. Subsequently we will relax the assumption of perfectly competitive markets and we will discuss factor pricing in markets with various degrees of imperfection.

## A. FACTOR PRICING IN PERFECTLY COMPETITIVE MARKETS

In this part we will develop the so-called marginal productivity theory of distribution. It takes its name from the fact that, in perfectly competitive product and input markets, factors are paid the value of their marginal physical product (see below).

We said earlier that the price of a factor, $\boldsymbol{w}$, is determined by its total demand and supply schedules. The total demand is the sum (aggregate) of the demands of individual firms for the productive factor. Similarly, the total supply of a factor is the sum of the supplies by the individual owners of the factor.

Following the methodology of earlier chapters we will develop first the demand for labour by a single firm. The aggregate demand will then be derived from the summation of the individual demands. The same approach will be adopted for the market supply. We will first derive the supply of labour by an individual consumer. The aggregate supply of labour will then be derived from the summation of the individual supply curves.

## 1. The demand for labour in perfectly competitive markets

We will examine the demand for labour in two cases: (i) when labour is the only variable factor of production, (ii) when there are several variable factors.
(i) Demand of a firm for a single variable factor

The following assumptions underlie our analysis:
(a) A single commodity $X$ is produced in a perfectly competitive market. Hence $P_{x}$ is given for all firms in the market.
(b) The goal of the firm is profit maximisation.
(c) There is a single variable factor, labour, whose market is perfectly competitive. Hence the price of labour services, $w$, is given for all firms. This implies that the supply of labour to the individual firm is perfectly elastic. It can be denoted by a straight line through $\bar{w}$ parallel to the horizontal axis (figure 21.1). At the going market wage rate the firm can employ (hire) any amount of labour it wants.


Figure 21.1
(d) Technology is given. The relevant section of the production function is shown in figure 21.2. The slope of the production function is the marginal physical product of labour

$$
\frac{d X}{d L}=M P P_{L}
$$

The $M P P_{L}$ declines at higher levels of employment, given the law of variable proportions. (See Chapter 2.) If we multiply the $M P P_{L}$ at each level of employment by the given price of the output, $\bar{P}_{x}$, we obtain the value-of-marginal-product curve $V M P_{L}$ (figure 21.3). This curve shows the value of the output produced by an additional unit of labour employed.


Figure 21.2


Figure 21.3

The firm, being a profit maximiser, will hire a factor as long as it adds more to total revenue than to total cost. Thus a firm will hire a resource up to the point at which the last unit contributes as much to total cost as to total revenue, because total profit cannot be further increased. In other words the condition of equilibrium of a profit maximiser in the labour market is

$$
M C_{L}=V M P_{L}
$$

where $M C_{L}=$ marginal cost of labour,
or

$$
\bar{w}=V M P_{L}{ }^{1}
$$

given that $M C_{L}=\bar{w}$.
In figure 21.4 the equilibrium of the firm is denoted by $e$. At the market wage rate $\bar{w}$ the firm will maximise its profit hiring $l^{*}$ units of labour. This is so because to the left
${ }^{1}$ Formal derivation of the equilibrium of the firm
The production function is

$$
X=f(L)_{\overline{\mathbf{K}}}
$$

The total cost consists of the variable cost $\bar{W} \cdot L$ and the fixed cost $F$

$$
C=w \cdot L+F
$$

The revenue of the firm is $R=\bar{P}_{x} \cdot X=\bar{P}_{x} \cdot[f(L)]$. The firm wants to maximise its profit

$$
\begin{aligned}
& \Pi=R-C \\
& \Pi=\bar{P}_{x} \cdot[f(L)]-(\bar{w} \cdot L+F)
\end{aligned}
$$

Setting the first derivative of the profit function with respect to labour equal to zero we obtain

$$
\frac{d \Pi}{d L}=\bar{P}_{x} \cdot\left(\frac{d X}{d L}\right)-\bar{w}=0
$$

Rearranging

$$
\bar{P}_{x} \cdot\left(M P P_{L}\right)=w \quad\left(\text { given } \frac{d X}{d L}=M P P_{L}\right)
$$

or

$$
V M P_{L}=\tilde{w}
$$



Figure 21.4


Figure 21.5
of $l^{*}$ each unit of labour costs less than the value of its product $\left(V M P_{L}>w\right)$, hence the profit of the firm will be increased by hiring more workers. Conversely to the right of $l^{*}$ the $V M P_{L}<\bar{w}$, and hence profits are reduced. It follows that profits are at a maximum when $V M P_{L}=w$.

If the market wage is raised to $w_{1}$, the firm will reduce its demand for labour to $l_{1}$ (figure 21.5) in order to maximise its profit (at $e_{1}$ in figure $21.5 w_{1}=V M P_{L}$ ). Similarly, if the wage falls to $w_{2}$, the firm will maximise its profit by increasing its employment to $l_{2}$.

It follows from the above analysis that the demand curve of a firm for a single variable factor is its value-of-marginal-product curve.

As an illustration of the above discussion consider the following numerical example.

Assume a production process which involves a fixed amount of machinery (e.g. ten machines) giving rise to a total fixed cost of $£ 50$, and labour which is the only variable factor. The wage rate is $£ 40$ and the price of the commodity produced is $£ 10$. The production function is specified by the information of the first four columns of table 21.1. Column 6 shows total revenue ( $=X \cdot \bar{P}_{x}$ ), column 10 includes total variable cost $(=L \cdot w)$. Finally column 12 shows the profit of the firm ( $\Pi=R-T V C-F C)$.

The demand for labour which maximises the profit of the firm can be determined either by using the total revenue and total cost curves, or by using the $V M P_{L}$ schedule and the given wage rate, which defines the supply of labour to the individual firm.

## 1. The total revenue-total cost approach

Profit is at a maximum when the difference between total revenue and total cost is greatest. In our example this occurs when nine units of labour are used. This solution, therefore, corresponds to the profit-maximising position of the firm.

The total revenue-total cost approach is shown in figure 21.6. From this figure we see that the maximum distance between the two curves occurs when the firm employs nine units of labour. At this level of employment the slope of the total revenue and the total cost curves are equal. The slope of the revenue curve is the marginal revenue per additional unit of labour, and the slope of the total cost curve is the wage rate, which in perfectly competitive markets is equal to the marginal cost of labour. Thus the condition for the equilibrium of the firm in the factor market is

$$
M R P_{L}=w=M C_{L}
$$

Given that

$$
M R P_{L}=\frac{\partial R}{\partial L}=\frac{\partial\left(X \cdot \bar{P}_{x}\right)}{\partial L}=\bar{P}_{x} \cdot \frac{\partial X}{\partial L}=\bar{P}_{x} \cdot\left(M P P_{L}\right)
$$

Table 21.1 Data for the derivation of the demand for labour by a firm

| The production function |  |  |  | Costs, revenues, profit |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Units of fixed capital K | Units <br> of <br> labour <br> L | Total output (units) X | Marginal physical product of labour $\mathbf{M P P}_{\mathrm{L}}$ | Price of product $\mathbf{P}_{\mathrm{x}}$ £ | Total revenue $\mathbf{R}=\mathbf{X} \cdot \mathbf{P}_{\mathbf{x}}$ <br> £ | Value of marginal physical product of labour VMP $_{\mathrm{L}}(\mathrm{f})$ | Total fixed cost £ | $\begin{gathered} \text { Wage } \\ \text { rate } \\ \overline{\mathbf{w}} \\ £ \end{gathered}$ | Total variable cost TVC $=\overline{\mathrm{W}} \cdot \mathrm{L}$ $£$ | $\begin{gathered} \begin{array}{c} \text { Total } \\ \text { cost } \end{array} \\ \mathrm{TC}=\begin{array}{l} \mathrm{TVC} \\ \mathrm{C} \end{array}+\mathrm{F} \end{gathered}$ | $\begin{gathered} \text { Profit } \\ \Pi=\underset{£}{R}-\mathrm{TC} \end{gathered}$ |
| 10 | 0 | 0 | - | 10 | 0 | 0 | 50 | 40 | 0 | 50 | -50 |
| 10 | 1 | 20 | 20 | 10 | 200 | 200 | 50 | 40 | 40 | 90 | 110 |
| 10 | 2 | 38 | 18 | 10 | 380 | 180 | 50 | 40 | 80 | 130 | 250 |
| 10 | 3 | 54 | 16 | 10 | 540 | 160 | 50 | 40 | 120 | 170 | 370 |
| 10 | 4 | 68 | 14 | 10 | 680 | 140 | 50 | 40 | 160 | 210 | 420 |
| 10 | 5 | 80 | 12 | 10 | 800 | 120 | 50 | 40 | 200 | 250 | 550 |
| 10 | 6 | 90 | 10 | 10 | 900 | 100 | 50 | 40 | 240 | 290 | 610 |
| 10 | 7 | 98 | 8 | 10 | 980 | 80 | 50 | 40 | 280 | 330 | 650 |
| 10 | 8 | 104 | 6 | 10 | 1040 | 60 | 50 | 40 | 320 | 370 | 670 |
| 10 | 9 | 108 | 4 | 10 | 1080 | 40 | 50 | 40 | 360 | 410 | 670 |
| 10 | 10 | 110 | 2 | 10 | 1100 | 20 | 50 | 40 | 400 | 450 | 650 |
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Figure 21.6
and by definition

$$
\bar{P}_{x} \cdot\left(M P P_{L}\right)=V M P_{L}
$$

we may write the equilibrium condition as

$$
V M P_{L}=w
$$

which is the same result as the one we reached above. ${ }^{1}$

## 2. The $\mathrm{VMP}_{\mathrm{L}}$ approach

In figure 21.7 we show the $V M P_{L}$ of our numerical example. The supply of labour to the individual firm is the straight line $S_{l}$ passing through the given wage rate of $\$ 40$. The two curves intersect at point $e$, which defines the demand for labour $(l=9)$ at which the profit of the firm is at a maximum.


Figure 21.7

The firm is in equilibrium by equating the $V M P_{L}$ to the market wage rate. If the market wage rises, the equality of $w_{1}$ and $V M P_{L}$ occurs to the left of $e$. Conversely if the wage rate falls to $w_{2}$ the equality with the $V M P_{L}$ curve occurs to the right of $e$. Thus the value-of-marginal-product curve is the demand curve for labour of the individual firm.

[^101]
## (ii) Demand of a firm for several variable factors

When there are more than one variable factors of production the VMP curve of an input is not its demand curve. This is so because the various resources are used simultaneously in the production of goods so that a change in the price of one factor leads to changes in the employment (use) of the others. The latter, in turn, shifts the MPP curve of the input whose price initially changed.

Assume that the wage rate falls. We will derive the new demand for labour, using isoquant analysis.

The change in the wage rate has in general three effects: a substitution effect, an output effect, and a profit-maximising effect. Let us examine these effects, using figure 21.8.


Figure 21.8

Suppose that initially the firm produces the profit-maximising output $X_{1}$ with the combination of factors $K_{1}, L_{1}$, given the (initial) factor prices $w_{1}$ and $r_{1}$, whose ratio defines the slope of the isocost line $A B$. Now let us assume that the wage rate falls $\left(w_{2}\right)$ so that the new isocost line is $A B^{\prime}$ (the price of capital remains constant). The firm, using the same expenditure, can now produce the higher output denoted by the isoquant $X_{2}$, using $K_{2}$ and $L_{2}$ amounts of capital and labour respectively. This result is derived from the tangency of the new isocost line $A B^{\prime}$ with the highest isoquant, which, in our example, is $X_{2}$.

The movement from $e_{1}$ to $e_{2}$ can be split into two separate effects: a substitution effect and an output effect.

To understand these two effects we draw an isocost line parallel to the new one ( $A B^{\prime}$ ) so that it reflects the new price ratio, but tangent to the old isoquant $X_{1}$. The tangency occurs at point $a$ in figure 21.8. The movement from $e_{1}$ to $a$ constitutes the substitution effect: the firm will substitute the cheaper labour for the relatively more expensive capital, even if it were to produce the original level of output $X_{1}$. Thus the employment of labour increases from $L_{1}$ to $L_{1}^{\prime}$. However, the firm will not stay at a. Because, when the wage falls, the firm, with the same total expenditure, can buy more of labour, more of capital, or more of both. Consequently the firm can produce the higher output $X_{2}$, employing $K_{2}$ of capital and $L_{2}$ of labour. The increase of employment from $L_{1}^{\prime}$ to $L_{2}$, corresponding to the movement from $a$ to $e_{2}$, is the output effect.

Point $e_{2}$ is not the final equilibrium of the firm. It would be if the firm were to spend the same amount of money as initially. However, keeping the total cost expenditure constant does not maximise the profit of the firm. The firm will increase its expenditure and its output in order to maximise its profit. To understand this let us


Figure 21.9
assume that the initial equilibrium of the firm is defined by point $H$ in figure 21.9, where the firm's $M C$ is equal to the price of $X$. The fall in the wage rate shifts the $M C$ curve downwards to the right, and the profit-maximising output of the perfectly competitive firm increases to $X_{3}$. This requires an increase in expenditures equal to the shaded area $X_{1} H G X_{3}$. Thus in figure 21.8 the isocost line $A B^{\prime}$ must shift outwards, parallel to itself, at a distance corresponding to the increase in the firm's outlays. Actually the new isocost can be determined by dividing the increase (addition) in total cost by the price of capital, $r$, and adding the result to the distance $0 A$. The new point, $A^{\prime}$, on the vertical axis is the vertical intercept of the required isocost. The location of the firm's new isocost curve is now determined, since this isocost is parallel to $A B^{\prime}$. The final equilibrium of the firm will be denoted by the point of tangency of the new isocost $A^{\prime} B^{\prime \prime}$ with the isoquant denoting the profit-maximising output $X^{*}$ (point $e_{3}$ in figure 21.10).


Figure 21.10

In summary, the substitution effect of a decrease in the wage rate causes a decrease in the $M P P_{L}$ because there is a smaller quantity of capital with which labour is combined. However, the output effect and the profit-maximising effect result in an increased employment of both inputs. ${ }^{1}$ Thus both these effects cause the $M P P_{L}$ of labour to shift upwards to the right. In general the output and profit-maximising effects more than offset the substitution effect, so that the final result of a fall in the wage rate is a shift of the $M P P_{L}$ curve of labour to the right. Given the price of the final commodity, $P_{x}$, the $V M P_{L}$ shifts to the right when several variable factors are used in the production process. The shift is shown in figure 21.11. The new equili-

[^102]brium demand for labour is denoted by point $B$ on $V M P_{L_{2}}$. By repeating the above analysis with different wage rates we can generate a series of points such as $A$ and $B$. The locus of these points is the demand for labour by the firm when several factors are variable. This is sometimes referred to as the long-run demand for labour by the firm.


Figure 21.11

In summary, the demand of the firm for a single variable factor is its $V M P$ curve. The demand for a factor when several resources are variable is the locus of points belonging to shifting $V M P$ curves. This long-run demand for a factor is negatively sloped, because, on balance, the three effects of an input-price change must cause quantity demanded of the factor to vary inversely with price. ${ }^{1}$

Before we proceed further it is useful to summarise the determinants of the demand for a variable factor by an individual firm. The demand for a variable factor depends on:

1. The price of the input. The higher the price of a factor, the smaller the demand for its services.
2. The marginal physical product of the factor, which is derived by the production function.
3. The price of the commodity produced by the factor. Recall that the $V M P_{L}$ is the product of the $M P P_{L}$ times the price of the commodity, $P_{x}$.
4. The amount of the other factors which are combined with labour. An increase in the collaborating factors will shift the $M P P_{L}$ outwards to the right and hence will raise its $V M P_{L}$ curve (and vice versa).
5. The prices of other factors, since these prices will determine their demand (and hence the demand for labour).
6. The technological progress. Technological progress changes the marginal physical product of all inputs, and hence their demand. This factor will be further discussed in section II.

[^103](iii) The market demand for a factor

In the previous sections we derived the demand curve of an individual firm for an input. The next step is to use the demand curves of the individual firms in order to derive the market demand curve for the input.

The market demand for an input is not the simple horizontal summation of the demand curves of individual firms. This is due to the fact that as the price of the input falls all firms will seek to employ more of this factor and expand their output. Thus the supply of the commodity shifts downwards to the right, leading to a fall in the price of the commodity, $P_{x}$. Since this price is one of the components of the demand curves of the individual firms for the factor, these curves shift downward to the left. Figure 21.12 shows the demand curve $d_{1}$ of an individual firm for labour. Initially, suppose the wage rate is $w_{1}$. The firm is at point $a$ on its demand curve and employs $l_{1}$ units of labour. Summing over all employing firms, we obtain the total demand for the input at the wage rate $w_{1}$. Point $A$ in figure 21.13 is one point on the market demand curve for labour.


Figure 21.12 Demand of a single firm
Figure 21.13 Market demand for labour

Assume next that the wage rate declines to $w_{2}$. Other things being equal, the firm would move along its demand curve $d_{1}$, to point $b^{\prime}$, increasing the employed labour to $l_{2}^{\prime}$. However, other things do not remain equal. When the wage rate falls, all firms tend to demand more labour, and the increased employment leads to an increase in total output. The market supply curve for the commodity produced shifts downward to the right, and the price of the commodity (given its demand) falls. The decline in the price of the good reduces the value of the marginal product of labour at all levels of employment. In other words, the $V M P_{L}$ curves (the individual demand curves for labour) shift downward. In figure 21.12 the new demand curve is $d_{2}$. When the wage rate falls to $w_{2}$ the firm is in equilibrium not at point $b^{\prime}$ (on the original $d_{1}$ curve) but at point $b$ on the new demand curve $d_{2}$. Summing horizontally over all firms we obtain point $B$ of the market demand curve. If the fall of the commodity-price was not taken into account, we would be led to an overestimation of the demand for labour following a decline in the wage rate. In figure 21.13 point $B^{\prime}$ represents the demand for labour in the market with the price of the commodity unchanged. Note, however, that this point does not belong to the market demand curve for labour.

## 2. The supply of labour (a variable factor) in perfectly competitive markets

In this part we will concentrate on the derivation of the market supply of a variable factor. The supply of a fixed factor and its implications for its market price will be discussed in section II.

The most important variable factors are raw materials, intermediate goods and labour. The first two types are commodities, and hence their market supply is derived on the same principles as the supply of any commodity. The supply of labour, however, requires a different approach.

To begin with we assume that labour is a homogeneous factor: all labour units are identical. This assumption will be relaxed in section II, where we discuss the main causes of wage differentials.

The main determinants of the market supply of labour are:
(a) The price of labour (wage rate).
(b) The tastes of consumers, which define their trade-off between leisure and work.
(c) The size of the population.
(d) The labour-force participation rate.
(e) The occupational, educational and geographic distribution of the labour force.

The relationship between the supply of labour and the wage rate defines the supply curve. The other determinants can be considered as shift factors of the supply curve. Since we are interested in the supply curve, we assume that all the other determinants are given (i.e. we make use of the ceteris paribus clause) in order to concentrate on the slope of the supply curve.

The market supply is the summation of the supply of labour by individuals. Thus we begin by the derivation of the supply of labour by a single individual.

## (i) The supply of labour by an individual

The supply of labour by an individual can be derived by indifference curves analysis.

On the horizontal axis of figure 21.14 we measure the hours available for leisure (and work) over a given period of time. For example there are $0 Z$ maximum hours in a day, which an individual can use for leisure or for work. On the vertical axis we measure money income. The slope of a line from $Z$ to any point on the vertical axis represents the wage per hour. For example, if the individual were to work all the $0 Z$ hours and earn a total income of $0 Y_{0}$, the wage rate would be

$$
w=\frac{0 Y_{0}}{0 Z}=\left[\begin{array}{l}
\text { slope of } \\
Z Y_{0} \text { line }
\end{array}\right]
$$

The steeper the line the higher the hourly wage rate.
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The indifference curves represent the preferences of the individual between leisure and income. For example on indifference curve II of figure 21.14 the individual is indifferent between $0 B$ hours of leisure and $B Z$ hours of work (which bring to him an income of $B N$ ), and $O C$ hours of leisure and $C Z$ hours of work (from which he earns an income of $C M$ ).

When the wage rate is $w_{1}$ the individual is in equilibrium by working $A Z$ hours, earning $A A^{\prime}\left(=0 A^{\prime \prime}\right)$ income and spending $0 A$ hours on leisure. If the wage rate increases to $w_{2}$ the individual will work more hours ( $B Z>A Z$ ), will earn a higher income ( $B B^{\prime}$ ) and will have less hours ( $0 B$ ) for leisure. The supply of labour can be obtained from the locus of the equilibrium points $A^{\prime}, B^{\prime}, C^{\prime}$, etc. This supply curve is shown in figure 21.15.


Figure 21.15

However, at some higher wage rate the hours offered for work may decline. For example in figure 21.16 if the wage rate is increased to $w_{4}$ the individual will work $B Z$ hours, the same amount as when the wage rate was $w_{2}$. If the wage rate increases still further (to $w_{5}$ ), the hours supplied for work decline even more: they drop back to $A Z$. This pattern of response to higher wage rates produces a backward-bending supply curve for labour (figure 21.17).
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Up to $w_{3}$, increases in wage rates create an incentive for increased supply of labour. However, higher wage rates create a disincentive for longer hours of work. The reason for this behaviour is the fact that longer working hours imply less leisure hours. As the wage rate increases, the individual's income rises, and this enables the worker to have more leisure activities. However, the time for such activities is less. Hence, beyond a certain level of the wage rate, the supply of labour decreases as the worker prefers to use his income on more leisure activities.
(ii) The market supply of labour

Although there is general agreement that the supply curve of labour by single individuals exhibits the backward-bending pattern, economists disagree as to the shape of the aggregate supply of labour. Several writers argue that in the short run the market supply of skilled labour may have segments with positive and segments with negative slope. However, in the long run the supply must have a positive slope, since young people will be attracted to the markets where the wages are high and also older workers may undertake retraining and change jobs if the wage incentive is strong enough. Others maintain that the backward-bending supply curve of labour may be typical in most markets of the rich nations. As the standard of living increases people find that unless they have the time to enjoy leisure activities it is not worth their while to work harder in order to obtain the higher income required for more leisure. Thus, as incomes reach the level required for a comfortable standard of living, workers put forward greater demands (in labour negotiations) for more holidays, longer vacations, shorter work weeks, fewer hours per working day rather than demanding ever higher wage rates associated with longer working hours.

It seems that a positive aggregate supply of labour is the general case even for the affluent nations. Higher wages may induce some people to work less hours, but will also attract new workers in the market in the long run.

## 3. The determination of the factor price in perfect markets

Given the market demand and the market supply of an input, its price is determined by the intersection of these two curves.

In figure 21.18 the equilibrium wage is $w^{e}$ and the employment level is $L^{e}$.
We see that the market model is valid for the determination of the equilibrium price of a commodity or a productive resource. The difference between commodity pricing and factor pricing lies in the determinants of the demand for variable factors and the method used to derive the supply of labour. The demand for factors is a derived demand, in the sense that the demand for the services of the factors is based on the demand of the commodities in whose production the factors are used. The supply
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of labour is not cost determined like the supply of commodities, but involves the attitudes of individuals toward work and leisure.

## B. FACTOR PRICING IN IMPERFECTLY COMPETITIVE MARKETS

The price of an input, when there are imperfections in the commodity and the factor markets, is determined by the same mechanism as in the case of perfectly competitive markets: demand and supply determine the price of the factor and the level of its employment. However, the determinants of the demand and the supply are different in the case of market imperfections.

We will consider four models with various kinds of imperfections. In the first model we will assume that the firm has monopolistic power in the product market, while the factor market is perfectly competitive. We will next allow for imperfections in the demand for the factor. In particular we will examine the case of a firm which has monopolistic power in the product market and monopsonistic power in the input market. The third model is the case of a bilateral monopoly: the firm has monopsonistic power and the supply is controlled by labour unions. Finally the fourth model refers to the case of a firm which has no monopsonistic power and faces unionised labour supply.

The above models are extensions of the marginal productivity theory of factor pricing and income distribution.

## Model A. Monopolistic power in the product market

(a) Demand of a monopolistic firm for a single variable factor

In this model we assume that the firm uses a single variable factor, labour, whose market is perfect: the wage rate is given and the supply of labour to the individual firm is perfectly elastic. However, the firm has monopolistic power in the market of the commodity it produces. This implies that the demand for the product of the firm is downward-sloping and the marginal revenue is smaller than the price at all levels of output (figure 21.19).

Under these conditions we will show that the demand for labour of an individual firm is not the $V M P_{L}$ curve but the marginal-revenue-product curve, defined by multiplying the $M P P_{L}$ times the marginal revenue of selling the commodity produced:

$$
M R P_{L}=M P P_{L} \cdot M R_{x}
$$

We may illustrate the derivation of the marginal-revenue-product-of-labour curve, using the numerical example of the previous section, with the difference that the price


Figure 21.19 Imperfect product market


Figure 21.20 Perfect factor market
of the commodity produced declines as output increases. The relevant data are given in table 21.2.

The $V M P_{L}\left(=M P P_{L} \cdot P_{x}\right)$ is shown in column 8, and the $M R P_{L}\left(=M P P_{L} \cdot M R_{x}\right)$ is shown in column 9. We observe that $V M P_{L}>M R P_{L}$. In figure 21.20 the $V M P_{L}$ curve lies above the $M R P_{L}$ curve at all levels of employment. This is due to the fact that $P_{x}>M R_{x}$ at all levels of output and employment. Both the $V M P_{L}$ and $M R P_{L}$ have a negative slope because their components ( $M P P_{L}, P_{x}$, and $M R_{x}$ ) decline as output expands and the price of the product falls.

Mathematical derivation of the $\mathrm{MRP}_{\mathrm{L}}$ curve:
We will show that $M R P_{L}=M P P_{L} \cdot M R_{x}$.

1. Let the demand function for the product be

$$
\begin{equation*}
P_{x}=f_{1}\left(Q_{x}\right) \tag{1}
\end{equation*}
$$

The total revenue of the firm is

$$
T R=P_{x} \cdot Q_{z}
$$

and the marginal revenue
or

$$
\begin{align*}
& \frac{d(T R)}{d Q_{x}}=P_{x} \cdot \frac{d Q_{x}}{d Q_{x}}+Q_{x} \cdot \frac{d P_{x}}{d Q_{x}} \\
& M R_{x}=P_{x}+Q_{x} \frac{d P_{x}}{d Q_{x}} \tag{2}
\end{align*}
$$

2. The production function with labour the only variable factor is

$$
Q_{x}=f_{2}(L)
$$

The $M P P_{L}$ is

$$
\begin{equation*}
\frac{d Q_{x}}{d L}=M P P_{L} \tag{3}
\end{equation*}
$$

3. By definition the marginal revenue product of labour is the change in total revenue attributable to a unit change in labour

$$
M R P_{L}=\frac{d(T R)}{d L}
$$

Table 21.2 Data for the derivation of the $M R P_{L}$ curve

| $\begin{aligned} & \text { Units } \\ & \text { of } \\ & \text { fixed } \\ & \text { capital } \\ & \mathbf{K} \end{aligned}$ | Units of labor L | Total output (units) X | Marginal physical product of labour $\mathbf{M P P}_{\mathrm{L}}$ | Price of X $P_{x}$ | $\begin{gathered} \text { Total } \\ \text { revenue } \\ \mathbf{R}=\mathrm{P}_{\mathrm{x}} \cdot \mathbf{X} \end{gathered}$ | Marginal revenue $M R_{x}=\Delta R / \Delta X$ | Value of marginal product of labour VMP $_{\mathrm{L}}=$ $\mathrm{MPP}_{\mathrm{L}} \cdot \mathrm{P}_{\mathrm{x}}$ | Marginal revenue product of labour $\mathrm{MRP}_{\mathrm{L}}=$ $M_{P P}^{L} \cdot\left(M P_{x}\right.$ | Wage rate $\overline{\mathrm{w}}$ | Total fixed cost TFC | Total variable cost $\mathrm{TVC}=\mathrm{L} \cdot \mathrm{w}$ | Total cost C | $\begin{gathered} \text { Profit } \\ \Pi=\mathbf{R}-\mathbf{C} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | 0 | 0 | - | - | - | - | - | - | - | £50 | - | £50 | -50 |
| 10 | 1 | 20 | 20 | £10 | £200 | £10 | £200 | £200 | £40 | 50 | $£ 40$ | 90 | 120 |
| 10 | 2 | 38 | 18 | 9.05 | 344 | 8 | 163 | 144 | 40 | 50 | 80 | 130 | 214 |
| 10 | 3 | 54 | 16 | 8.44 | 456 | 7 | 135 | 112 | 40 | 50 | 120 | 170 | 286 |
| 10 | 4 | 68 | 14 | 7.94 | 540 | 6 | 111 | 84 | 40 | 50 | 160 | 210 | 330 |
| 10 | 5 | 80 | 12 | 7.50 | 600 | 5 | 90 | 60 | 40 | 50 | 200 | 250 | 350 |
| 10 | 6 | 90 | 10 | 7.11 | 640 | 4 | 71 | 40 | 40 | 50 | 240 | 290 | 350 |
| 10 | 7 | 98 | 8 | 6.78 | 664 | 3 | 54 | 24 | 40 | 50 | 280 | 330 | 334 |
| 10 | 8 | 104 | 6 | 6.44 | 670 | 1 | 39 | 6 | 40 | 50 | 320 | 370 | 300 |
| 10 | 9 | 108 | 4 | 6.20 | 670 | 0 | 25 | 0 | 40 | 50 | 360 | 410 | 260 |
| 10 | 10 | 110 | 2 | 6.05 | 666 | -2 | 12 | -4 | 40 | 50 | 400 | 450 | 216 |

Note. Two levels of employment $(l=5$ and $l=6)$ give the same (maximum) level of profit $(=£ 350)$. This is due to the fact that in our numerical example we work with finite changes instead of the required infinitesimally small changes.

Given $T R=P_{x} \cdot Q_{x}$, the derivative of total revenue with respect to $L$ is

$$
\begin{aligned}
& \frac{d(T R)}{d L}=P_{x} \cdot \frac{d Q_{x}}{d L}+Q_{x}\left[\frac{d P_{x}}{d Q_{x}} \cdot \frac{d Q_{x}}{d L}\right] \\
& M R P_{L}=\frac{d Q_{x}}{d L}\left[P_{x}+Q_{x} \cdot \frac{d P_{x}}{d Q_{x}}\right]
\end{aligned}
$$

But from (3)

$$
\frac{d Q_{x}}{d L}=M P P_{L}
$$

and from (2)

$$
\left[P_{x}+Q_{x} \cdot \frac{d P_{x}}{d Q_{x}}\right]=M R_{x}
$$

Therefore $M R P_{L}=\left(M P P_{L}\right) \cdot\left(M P_{x}\right)$.
Q.E.D.

We will now show that the demand for labour is its marginal-revenue-product curve.
Recall that in this model we assume that the labour market is perfectly competitive. Hence the supply of labour to the individual firm is perfectly elastic. This is shown by the horizontal line $S_{L}$ in figure 21.21, which passes through the market wage $\bar{w}$.
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The firm, being a profit maximiser, will be in equilibrium at point $e$, employing $l_{1}$, units of labour. At this point

$$
M R P_{L}=M C_{L}=\tilde{W}
$$

In other words the firm is in equilibrium in the factor market when it employs units of labour up to the point where the marginal revenue product of labour is equal to its marginal cost. (Recall that $M C_{L}=w$ in a perfect labour market.) $e$ is an equilibrium point because with employment $l_{1}$ the firm's profit is maximised. To the left of $e$ a unit of labour adds more to the revenue of the firm than the amount of its cost; hence it pays the firm to increase its employment. Conversely at any point to the right of $e$ an additional unit of labour adds more to total cost than to total revenue. Therefore, a profit-maximising firm (with monopolistic power in the product market) will
employ labour up to the point where the marginal revenue product is equal to the wage rate.

The above analysis can be repeated for any given wage rate. Hence if only one variable factor is used, the marginal-revenue-product curve is the monopolist's demand curve for this factor.

In our numerical example the firm maximises its profit by employing six units of labour: at this level of employment $M R P_{L}=w=£ 40$, and total profits (£350) are at a maximum.

## Formal derivation of the equilibrium of the monopolistic firm

The firm wants to maximise its profit

$$
\Pi=R-C=P_{x} \cdot Q_{x}-(w L+F)
$$

given

$$
P_{x}=f_{1}\left(Q_{x}\right)
$$

and

$$
Q_{x}=f_{2}(L)
$$

The first-order condition for $\Pi$ max is that the derivative of $\Pi$ w.r.t. $L$ is equal to zero

$$
\frac{d \Pi}{d L}=P_{x} \cdot \frac{d Q_{x}}{d L}+Q_{x}\left[\frac{d P_{x}}{d Q_{x}} \cdot \frac{d Q_{x}}{d L}\right]-w=0
$$

Rearranging we obtain

$$
\frac{d Q_{x}}{d L}\left[P_{x}+Q_{x} \cdot \frac{d P_{x}}{d Q_{x}}\right]=w
$$

We have shown that

$$
\frac{d Q_{x}}{d L}=M P P_{L} \quad \text { and } \quad\left(P_{x}+Q_{x} \frac{d P_{x}}{d Q_{x}}\right)=M R_{x}
$$

Therefore

$$
\left(M P P_{L}\right) \cdot\left(M R_{x}\right)=w \quad \text { or } \quad M R P_{L}=w
$$

The firm maximises its profit when it employed units of labour up to the point where $M R P_{L}=w$.
Q.E.D.

Given that

$$
M R_{x}=P_{x} \cdot\left(1-\frac{1}{e_{p}}\right)
$$

the above equilibrium condition can be written in the form

$$
\left(M P P_{L}\right) \cdot\left(P_{x}\right)\left(1-\frac{1}{e_{p}}\right)=w
$$

which shows the relations among commodity price, factor price, elasticity of demand and the production function.
(b) Demand of a variable factor by a monopolistic firm when several factors are used

When more than one variable factor is used in the production process the demand for a variable factor is not its marginal-revenue-product curve, but is formed from points on shifting MRP curves.

The analysis is similar to that of the previous section. Suppose that the market price of labour is $w_{1}$ and that its marginal revenue product is given by $M R P_{1}$ (figure 21.22). The monopolistic firm is in equilibrium at point $A$, employing $l_{1}$ units of labour. If the wage rate falls to $w_{2}$ the firm would move along its $M R P_{1}$ curve, to point $A^{\prime}$, if other things remained equal. However, other things do not remain equal. The fall in the wage rate has a substitution effect, an output effect and a profitmaximising effect, as in the case of a perfectly competitive firm. The net result of these effects is a shift of the marginal-revenue-product curve to the right (in general), which leads to the equilibrium point $B$. Generating points such as $A$ and $B$ at various levels of $w$ we obtain the demand curve of labour. Apparently the demand for a variable factor is more elastic when several variable inputs are used in the production process.

We conclude that the demand curves for inputs are negatively sloped, irrespective of the conditions of competition in the product market.
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(c) The market demand for and supply of labour

The market demand for a factor is the summation of the demand curves of the individual monopolistic firms. In aggregating these curves, however, we must take into account their shift as the price of the factor falls: as all monopolistic firms expand their output, the market price falls. The individual demand curves and marginal revenue curves for the commodity produced shift to the left. Graphically the derivation of the market demand curve for labour is exactly the same as that in figure 21.13 (p. 447), except that the individual demand curves are based on the marginal revenue product of the factor (and not on the value of the marginal product, as in the case of a perfectly competitive product market, where $P_{x}$ is given for all firms).

The market supply is not affected by the fact that firms have monopolistic power. Thus the market supply of labour is the summation of the supply curves of individuals, as derived earlier.

The market price of the factor is determined by the intersection of the market demand and the market supply. Thus the analysis does not change. However, there is an important difference: the market demand is based on the $M R P_{L}$ and not on the $V M P_{L}$. This means that when the firms have monopolistic power the factor is paid its $M R P$ which is smaller than the VMP. This effect has been called monopolistic exploitation by Joan Robinson. ${ }^{1}$ It is shown in figure 21.23 for an individual firm, and in figure 21.24 for the labour market.

[^104]
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According to Joan Robinson a productive factor is exploited if it is paid a price less than the value of its marginal product ( $V M P$ ). We saw that a profit maximiser will employ a factor until the point where an additional unit adds precisely the same amount to total cost and total revenue.

For a perfectly competitive firm

$$
V M P_{L}=M R P_{L}
$$

Because:

$$
V M P_{L}=M P P_{L} \cdot P_{x}
$$

and

$$
M R P_{L}=M P P_{L} \cdot M R_{x}
$$

But

$$
P_{x}=M R_{x}
$$

so that

$$
V M P_{L}=M R P_{L}
$$

Thus when the commodity market is perfectly competitive the profit maximising behaviour of firms leads to the payment of factor prices which are equal to the value of the marginal product ( $V M P$ ) of the factors.

However, the condition of equilibrium of a monopolistic firm is

$$
M R P_{L}=M P P_{L} \cdot M R_{x}=w
$$

and $M R_{x}<P_{x}$, so that factors are paid less than the value of their marginal product. The difference $b b^{\prime}$ in figure 21.23 and $w_{c} w_{m}$ in figure 21.24 shows that profitmaximising behaviour of imperfectly competitive firms causes the factor price to be less than the value of its marginal product. Furthermore the level of employment is lower in industries which are not perfectly competitive ( $L_{c}>L_{m}$ ).

Joan Robinson's argument of 'exploitation' cannot be accepted on its face value. The fact that labour gets a lower wage in industries where competition is imperfect reflects the downward slope of the firms' demand curve, which is due to the brand loyalty of consumers. Product differentiation reflects consumers' desire for variety:
consumers want to be able to choose among substitute products. The consequence of this desire is a divergence between price and marginal revenue and a lower wage. The lower wage is thus the price that consumers must pay for having a variety of the same product, and cannot be considered as exploitation of labour by firms. Only if product differentiation is excessive, or is imposed on consumers by large corporations, one could accept the argument of labour exploitation in monopolistic markets.

## Model B. The firm has monopolistic power in the commodity market and monopsonistic power in the factor market

## (a) Equilibrium of a monopsonist who uses a single variable factor

In this case the demand for labour by the individual firm is the same as in Model A. That is, the demand for labour by a monopolistic firm is the $M R P_{L}$.

The supply of labour to the individual firm, however, is not perfectly elastic, because the firm is large. For simplicity we assume that the firm is a monopsonist (i.e. the only buyer) in the labour market. In this case the supply of labour has a positive slope: as the monopsonist expands the use of labour he must pay a higher wage (figure 21.25). The supply of labour shows the average expenditure or price that the monopsonist must pay at different levels of employment. Multiplying this price of the input by the level of employment we find the total expenditure of the monopsonist for the input. However, the relevant magnitude for the equilibrium of the monopsonist is the marginal expenditure of purchasing an additional unit of the variable factor. ${ }^{1}$ The marginal expense is the change in the total expenditure (on the factor) arising from hiring an additional unit of the factor. Hiring an additional unit of input increases the total expenditure on the factor by more than the price of this unit because all previous units employed are paid the new higher price. Thus the marginal expense curve lies above the supply curve (or average expense curve). ${ }^{2}$


Figure 21.25

The marginal expense is the difference in the total expenditure at successively higher levels of employment of the factor. Table 21.3 illustrates the calculation of the marginal-expense-for-labour schedule. It is seen from table 21.3 that since the price per unit of input rises as employment increases, the marginal expense ( $M E$ ) of the input is greater than its price at all levels of employment. The $M E$ curve has a

[^105]Table 21.3 Total and marginal expense on labour

| Units <br> of <br> labour | Price <br> of <br> labour | Total <br> expenditure <br> on labour | Marginal <br> expense <br> on labour |
| :---: | :---: | :---: | :---: |
| 1 | $£ 4$ | $£ 4$ | $£-$ |
| 2 | 5 | 10 | 6 |
| 3 | 6 | 18 | 8 |
| 4 | 7 | 28 | 10 |
| 5 | 8 | 40 | 12 |
| 6 | 9 | 54 | 14 |
| 7 | 10 | 70 | 16 |
| 8 | 11 | 88 | 18 |
| 9 | 12 | 108 | 20 |
| 10 | 13 | 130 | 22 |

positive slope and lies above and to the left of the supply of the input curve. This implies that the slope of the $M E$ curve is greater than the slope of the supply curve, assuming linear relations.

Formal derivation of the ME curve

1. The input supply function is

$$
\begin{equation*}
w=f_{1}(L) \tag{1}
\end{equation*}
$$

Its slope is $d w / d L$, and ex hypothesi $d w / d L>0$. The total expense on the factor is

$$
T E=w \cdot L
$$

2. By definition the marginal expense is the change in the $T E$ when $L$ changes by one unit
or

$$
M E=\frac{d(T E)}{d L}=w \cdot \frac{d L}{d L}+L \cdot \frac{d w}{d L}
$$

$$
\begin{equation*}
M E=w+L \cdot \frac{d w}{d L} \tag{2}
\end{equation*}
$$

Since

$$
\frac{d w}{d L}>0, \quad L>0 \text { and } w>0
$$

it follows that $M E$ is greater than $w$ for any value of $L$.
3. The slope of the supply function is

$$
\frac{d w}{d L}>0
$$

The slope of the ME curve is

$$
\frac{d(M E)}{d L}=\frac{d w}{d L}+\left(\frac{d w}{d L} \cdot \frac{d L}{d L}+L \cdot \frac{d^{2} w}{d L^{2}}\right)
$$

or

$$
\frac{d(M E)}{d L}=2 \cdot \frac{d w}{d L}+L \cdot \frac{d^{2} w}{d L^{2}}
$$

Thus the $M E$ has a steeper slope than the $w$ (or $S_{L}$ ) function, assuming linear functions.

The firm is in equilibrium when it equates the marginal expenditure on the factor to its MRP. This is shown by point $e$ in figure 21.26. The proof of the equilibrium is based on the definitions of the $M E$ and $M R P_{L}$ curves. At $e$ the marginal expense (which is the marginal cost) of labour is equal to the marginal revenue product of labour. To the left of $e$ a unit of labour adds more to the revenue than to the cost of the input; hence it pays the firm to hire additional units of labour. To the right of $e$ an additional unit of the factor costs more than the revenue it brings to the firm; hence the profit is decreased. It follows that profit is maximised by employing that quantity of labour ( $l_{e}$ in figure 21.26) for which the $M E$ is equal to the marginal revenue of the input.


Figure 21.26

The wage rate that the firm will pay for the $l_{e}$ units of labour is $w_{F}$, defined by the point on the supply curve corresponding to the equilibrium point $e$. To state this differently, $w_{F}$ is the equilibrium wage corresponding to the equilibrium level of employment ( $l_{e}$ in figure 21.26).

When the firm has monopsonist power in the input market it pays to the factor a price which is less (not only than its $V M P$, but also less) than its $M R P$. This gives rise to monopsonistic exploitation, which is something in addition to monopolistic exploitation. We saw that monopolistic exploitation arises from the fact that the demand for the commodity is negatively sloped so that $M R_{x}<P_{x}$. The factor owners in this case are paid a price equal to the $M R P$ of the factor, which is less than the factor's $V M P$. Monopsonistic exploitation arises from the monopsonistic power of firms, and is something in addition to the monopolistic exploitation. To illustrate this it is convenient to begin from the equilibrium wage rate when both the product and the factor markets are perfectly competitive. In figure 21.27 the $V M P$ curve is the industry demand curve for labour ${ }^{1}$ and the $S_{L}$ curve is the market supply of labour (free from any union activity). Demand and supply intersect at point $A$, and the equilibrium wage rate is $w_{c}$ : workers are paid the value of their marginal physical product (VMP).

Next assume that the commodity market is monopolistic, while the input market is perfectly competitive. The market demand for labour now is the MRP curve. It is the summation of shifting individual demand curves for labour. The labour market is in equilibrium at point $B$ (figure 21.28). The difference between $w_{c}$ and $w_{M}$ is the 'monopolistic exploitation'. Each unit of labour receives its $M R P$ which is less than the

[^106]

Figure 21.27 Perfectly competitive labour market


Figure 21.28 Monopolistic exploitation: $w_{c}-w_{M}$
$V M P$. Due to the monopoly power of firms, the price of the commodity will be higher and its demand lower. Hence the demand for labour will also be lower. Thus the result of 'monopolistic exploitation' is a lower wage rate and a lower level of employment.

Finally, assume that the firm is a monopsonist in the labour market and a monopolist in the product market. Its equilibrium is shown by point $C$ in figure 21.29. The firm equates the $M E$ of labour with its $M R P$ (point $e$ in figure 21.29). To maximise its profits the firm pays an even lower wage rate ( $w_{s}$ ) and reduces further its employment $\left(L_{s}\right)$. Monopsonistic exploitation is shown by the difference of the competitive wage and the monopsonistic wage, $w_{c}-w_{s}$. This can be split into two parts. The part $w_{c} w_{M}$ is due to the monopoly power of the firm; it would exist even if the firm were not a monopsonist in the labour market; hence this part is not uniquely attributable to monopsonistic elements. However, the part $w_{s} w_{M}$ is due to the monopsonistic power of the firm in the labour market. This power enables the firm to pay a wage rate lower than the $M R P$ of labour.


Figure 21.29
In summary.
(a) In perfectly competitive markets the factor is paid its $V M P$.
(b) If the firm has monopolistic power in the product market but no power in the input market, the factor is paid its $M R P<V M P$.
(c) If the firm has both monopolistic power in the product market and monopsonistic power in the input market the factor is paid a price which is even lower than its $M R P$. This is the basic characteristic of monopsonistic exploitation. The input price
is determined from the $S_{L}$ curve so that the factor does not get its $M R P$, which is its contribution to the total receipts of the firm. ${ }^{1}$

In the above analysis it was assumed that the market supply of labour is free from unionisation. This assumption will be relaxed in the model of bilateral monopoly, which will be examined in a subsequent section.

Let us now extend Model B to the case of a monopsonist who uses several variable factors.

## (b) Equilibrium of a monopsonist who uses several variable factors

We have shown in Chapter 3 that if the input markets are perfectly competitive the firm minimises its cost by using the factor combination at which

$$
\frac{M P P_{L}}{M P P_{K}}=\frac{w}{r}
$$

or

$$
\frac{M P P_{L}}{w}=\frac{M P P_{K}}{r}
$$

If the factor markets are monopsonistic, changes in the amount of factors employed causes changes in the prices of factors. Thus $w$ and $r$ are not given. The monopsonist must look at the marginal expense of the factors. It can be shown that a monopsonist who uses several variable factors will use the input combination at which the ratio of the MPP to the ME is equal for all variable inputs. The least-cost combination is obtained when the marginal rate of technical substitution ( $M R T S_{L, K}$ ) equals the marginal expense of input ratio. For the two-input case the equilibrium condition of the monopsonist may be stated as follows

$$
M R T S_{L, K}=\frac{M P P_{L}}{M P P_{K}}=\frac{M E_{L}}{M E_{K}}
$$

or

$$
\frac{M P P_{L}}{M E_{L}}=\frac{M P P_{K}}{M E_{K}}
$$

${ }^{1}$ The size of monopsonistic exploitation depends on the structure of the commodity market. For example in figure 21.30 we show the case of a firm which is a monopsonist in the labour market, but sells its product in a perfectly competitive market. Equilibrium is attained at point $G$,


Figure 21.30
and monopsonistic exploitation is the total difference $w_{c}-w_{F}$, since there is no 'monopolistic exploitation' in this case. Thus, the above diagrammatic analysis can be applied to all types of market organisations (all degrees of imperfections).

Proof

1. Assume that the demand for the product of the monopolistic firm is $P_{x}=f_{1}\left(Q_{x}\right)$. The production function is

$$
Q_{x}=f_{2}(L, K)
$$

The supply functions of the factors for the monopsonist are

$$
w=f_{3}(L) \quad \text { and } \quad r=f_{4}(K)
$$

2. The profit function is

$$
\Pi=P_{x} \cdot Q_{x}-K r-L w
$$

For profit maximisation the first derivatives of the profit function w.r.t. the two inputs must be zero

$$
\begin{align*}
& \frac{\partial \Pi}{\partial L}=\left[P_{x} \cdot \frac{d Q_{x}}{d L}+Q_{x} \cdot \frac{d P_{x}}{d Q_{x}} \cdot \frac{d Q_{x}}{d L}\right]-\left[w+L \cdot \frac{d w}{d L}\right]=0  \tag{1}\\
& \frac{\partial \Pi}{\partial K}=\left[P_{x} \cdot \frac{d Q_{x}}{d K}+Q_{x} \cdot \frac{d P_{x}}{d Q_{x}} \cdot \frac{d Q_{x}}{d K}\right]-\left[r+K \cdot \frac{d r}{d K}\right]=0 \tag{2}
\end{align*}
$$

Rearranging (1) we obtain

$$
\left[\frac{d Q_{x}}{d L}\right] \cdot\left[P_{x}+Q_{x} \cdot \frac{d P_{x}}{d Q_{x}}\right]=\left[w+L \cdot \frac{d w}{d L}\right]
$$

But we have shown that

$$
\frac{d Q_{x}}{d L}=M P P_{L}, \quad\left[P_{x}+Q_{x} \frac{d P_{x}}{d Q_{x}}\right]=M R_{x}, \quad \text { and } \quad\left(w+L \cdot \frac{d w}{d L}\right)=M E_{L}
$$

Therefore

$$
\begin{equation*}
\left(M P P_{L}\right) \cdot\left(M R_{x}\right)=M E_{L} \tag{3}
\end{equation*}
$$

Similarly, from expression (2) we obtain

$$
\begin{equation*}
\left(M P P_{K}\right) \cdot\left(M R_{x}\right)=M E_{K} \tag{4}
\end{equation*}
$$

Dividing (3) by (4) we find

$$
\begin{equation*}
\frac{M P P_{L}}{M P P_{K}}=\frac{M E_{L}}{M E_{K}} \tag{5}
\end{equation*}
$$

or

$$
\frac{M P P_{L}}{M E_{L}}=\frac{M P P_{K}}{M E_{K}}
$$

Q.E.D.

It is apparent that the least-cost condition for perfect input markets

$$
\left(\text { namely } \frac{M P P_{L}}{M P P_{K}}=\frac{w}{r}\right)
$$

is a special case of expression (5), since in perfect factor markets $M E_{L}=w$ and $M E_{K}=r$.

## Model C. Bilateral monopoly

In this model we assume that all firms are organised in a single body which acts like a monopsonist, while the labour is organised in a labour union which acts like a
monopolist. Thus we have a model in which the participants are two monopolies, one on the supply side and one on the demand side.

In general bilateral monopoly arises when a single seller (monopolist) faces a single buyer (monopsonist). An example of a bilateral monopoly is the case of a single uranium mining company and the uranium miners' union in a small town.

We will show that the solution to a bilateral monopoly situation is 'indeterminate'. The model gives only upper and lower limits within which the wage rate will be determined by bargaining. The outcome of the bargaining cannot be known with certainty. It will depend on bargaining skills, political and economic power of the labour union and the firms, and on many other factors.

In figure 21.31 the monopsonists' (single buyer's) deınand curve is $D_{b}$. It is the $M R P_{L}$ of the input being demanded. From the point of view of the monopolist (labour union) this curve ( $D_{b}$ ) represents his average revenue curve. Thus we denote this curve as $D_{b}=A R_{s}$ (average revenue curve of seller). The seller's (union's) $M R_{s}$ curve can be derived by the usual graphical technique; the $M R_{s}$ will lie below the $A R_{s}$ (and will cut any horizontal line at its mid-point).


Figure 21.31

The supply of labour facing the monopsonist is the upward sloping curve $S_{L}$. This shows the average expense (average cost) of labour to the monopsonist. Corresponding to this average cost curve is the $M E$ curve, which we derived in an earlier section.

From the point of view of the monopolist (labour union) the curve $S_{L}$ is its marginal cost. As noted in Chapter 6 a monopolist does not have a supply curve. But, if it is assumed that the monopolist behaves as if his price were determined by forces outside his control (that is, if he behaves as if he were a perfectly competitive seller), then the $M C_{s}$ curve may be considered his supply curve.

Given the above cost and revenue curves we can find the equilibrium position of each participant in the market. The monopsonist (federation of manufacturers or management of a firm) maximises his profit at point $F$, where his marginal expense on labour $\left(M E_{b}\right)$ is equal to the marginal revenue product of labour. Thus the monopsonist will desire to hire $L_{F}$ units of labour and pay a wage rate equal to $w_{F}$.

The monopolist (labour union), on the other hand, maximises his profit (gains) at point $U$, where his marginal cost is equal to his marginal revenue. Thus the monopolist (union) will want to supply $L_{u}$ units of labour and receive a wage equal to $w_{u}$.

The price desired by the monopsonist (firm's management) is the lower limit of
price, which can be realised only if he could force the monopolist-seller to act as a perfect competitor. The price desired by the monopolist-seller, $w_{u}$, is the upper limit price, which could be realised if he could force the monopsonist-buyer to act as a perfect competitor.

Since the price goals of the two monopolists cannot be realised, the price and quantity in the bilateral monopoly market are indeterminate. That is, economic analysis cannot provide a determinate solution to a bilateral monopoly market. The only result is the determination of upper and lower limits to the price. The level at which the price will be settled depends on the bargaining skills and power of the participants. The power of each participant is determined by his ability to inflict losses to the opposite party and his ability to withstand losses inflicted by the opponent. Thus the possibility of a strike (by labour) or a lock-out (by firm), the financial position of the union and the firm, the general attitude of the public towards a possible strike or lock-out, and other factors play an important role in determining the bargaining power of the two monopolists.

The examination of the process of collective bargaining between unions and firms goes beyond the scope of this textbook. It requires an extensive knowledge of the institutional framework within which labour unions and business management operate, as well as examination of the extensive body of literature on collective bargaining. References for the interested reader are included in the Bibliography (page 567).

## Model D. Competitive buyer-firm versus monopoly union

In this model it is assumed that firms have no monopsonistic or monopolistic power. The labour force, however, is unionised and behaves like a monopolist. The situation is shown in figure 21.32. The $S_{L}$ curve shows the marginal cost to the union of supplying labour (as in the case of the bilateral monopoly). The market demand for labour curve $D_{L}$ is the aggregate $V M P_{L}$ curve, derived from the summation of the individual firms' demand curves. This curve is also the average revenue curve for the union, from which the marginal revenue curve of the union, $M R_{s}$, is derived with the usual method.

The wage in the market depends on the goal of the union. We will examine three of the most commonly pursued goals by labour unions.
(a) The maximisation of employment. The highest level of employment is defined by the intersection of the demand and supply curves. Thus the union will demand a wage rate equal to $w$ (in figure 21.32). The firms, being price takers, will maximise their profit by equating $w$ to the $V M P_{L}$. Thus the total employment will be $0 L$.


Figure 21.32
(b) The maximisation of the total wage bill. If the union aims at the maximisation of the total wage receipts it must seek to set the wage at the level at which the marginal revenue (to the union), $M R_{s}$, is zero. In this case the equilibrium of the union is at point $e_{1}$ (in figure 21.32). The union will set a wage equal to $w_{1}$ and the level of employment will be $L_{1}$.
(c) The maximisation of the total gains to the union as a whole. The attainment of this goal requires the union to set the wage at the level corresponding to the equality of the marginal cost and marginal revenue to the union. The equilibrium of the union is at point $e_{2}$ (in figure 21.32). The wage rate will be $w_{2}$ and the level of employment is $L_{2}$.

In summary, if the firms do not have monopsonistic power, the wage rate and the level of employment are determined by the goal of the union.

It is interesting to examine whether labour unions are beneficial to their members. It is commonly believed that they are. In this section we will show that this is not necessarily true. In particular the effect of union activity depends on whether the firms have monopsonistic power and on the elasticity of the demand for labour.

## 1 Competitive buyer-firm versus labour union

In the preceding paragraph we saw that the union can attain various goals. We will now examine whether the union members are better off when these goals are attained.

Figure 21.33 depicts the equilibrium of a perfectly competitive labour market. The market demand for labour is the aggregate $V M P_{L}$, and the supply of labour has a positive slope. The equilibrium wage rate is $w_{c}$ and the level of employment is $L$. This is the maximum employment, given the profit-maximising behaviour of firms.

Assume now that the labour force is unionised. What can the union do for its members? Apparently the union cannot increase the level of employment. Therefore the only alternative action is to seek an increase in the wage rate. The higher wage rate can be the total gain-maximising rate, the revenue-maximising wage, or some other compromise solution of higher wage and lower employment.

Assume that the union raises the wage rate to $w^{\prime}$. The supply curve becomes the kinked curve $w^{\prime} A S_{L}$ in figure 21.33. That is, the union can make the supply of labour curve a horizontal line at the wage level that it sets, until the horizontal line reaches the initial supply curve. The new equilibrium of the firm is at $e^{\prime}$ in figure 21.34, where $w^{\prime}=V M P_{L}$. Thus each firm will reduce its demand for labour. The market equilibrium is at the new intersection point $E_{1}$ (figure 21.33) of the demand and the new supply curve. Employment has decreased by the amount $L L_{1}$ and there is a total of $E_{1} A$ unemployed units of labour at the new wage rate.

In summary, the effect of the rise in the wage rate is a decline in the level of employment. The union members who lost their jobs are worse-off, unless the total


Figure 21.33 Labour market

Figure 21.34 Firm's demand for $L$
wage bill has increased and the union distributes it equally between all its members (employed and unemployed). Whether the wage bill will increase following the rise in the wage rate depends on the elasticity of demand for labour. If the demand is inelastic the union's ability to increase the wage rate will increase the total wage receipts (wage bill) by the employed members. If the union redistributes these larger receipts to all its members, clearly the union's action is beneficial. However, if the demand for labour is elastic, not only the total employment but also the total wage bill will decline, and the union members as a whole will be worse off, although the ones who do not lose their job will be better off, because of the higher wage secured by the union. Thus when the firms have no monopsonistic power the effects of union actions are not necessarily beneficial to its members.

## 2. Monopsonistic firm-buyer versus labour union

If the firms have monopsonistic power in the labour market a union can eliminate the portion of the total monopsonistic exploitation that is attributable uniquely to the monopsony power of the firm-buyers. A union can also increase the total wage bill, either by increasing the wage rate (but not beyond the level where the demand for labour is inelastic) or by increasing the level of employment or both. Let us examine these effects of union activity in some detail.

Assume for simplicity that there is only one firm-buyer in the labour market (monopsony). Since the labour is unionised we have the case of a bilateral monopoly. However, we will assume that the union does not attempt to maximise its gains. Instead we will examine two alternative goals, which, it is assumed, the unions can attain without leading to the indeterminacy of the pure bilateral monopoly model.

Assume that initially the labour is not unionised, so that equilibrium is attained at point $e$ in figure 21.35, where the $M R P_{L}$ is equal to the marginal expense of labour. The equilibrium wage is $\bar{w}$, and the equilibrium employment $\bar{L}$.
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Assume next that the workers create a labour union.
(a) The goal of the union is to maximise the level of employment. To attain this goal the union sets the wage rate at the level $w^{\prime}$ (figure 21.35). The supply of labour is now the kinked curve $w^{\prime} e_{1} S_{L}$, and the marginal expense curve is formed of two discontinuous segments $w^{\prime} e_{1}$ and $A M E_{L}$. The firm is in equilibrium at $e_{1}$, where $M R P_{L}=M E_{L}$. Thus employment increases to $L_{1}$. Given that both the wage rate and
the level of employment increase, the total wage bill increases ( $\left.0 w^{\prime} e_{1} L_{1}>0 \bar{w} a \bar{L}\right)$. Each worker receives a wage equal to its $M R P_{L}$; hence the exploitation attributable uniquely to monopsony is eliminated by the action of the union. However, the 'monopolistic exploitation' is not eliminated.
(b) The goal of the union is to obtain the maximum wage for the initial level of employment $\bar{L}$. For this the union sets the wage at the level $w^{\prime \prime}$ (figure 21.36). The supply curve becomes the kinked curve $w^{\prime \prime} e B^{\prime} S_{L}$ and the corresponding $M E_{L}$ consists of the two discontinuous sections $w^{\prime \prime} e B^{\prime}$ and $B M E_{L}$. The firm is in equilibrium at the initial point $e$, where the new $M E_{L}$ is equal to the $M R P_{L}$. It pays $w^{\prime \prime}$ as wage rate and employs $\bar{L}$ units of labour as in the pre-union period. Thus $w^{\prime \prime}$ is the maximum wage rate attainable without a reduction in the initial level of employment $(\bar{L})$. The wage bill is obviously increased ( $\left.0 w^{\prime \prime} e \bar{L}>0 \bar{w} a \bar{L}\right)$. Furthermore, the portion of monopsonistic exploitation attributable uniquely to the monopsony power of the firm is eliminated, since $w^{\prime \prime}=M R P_{L}$. However, the 'monopolistic exploitation', attributable to the monopolistic power of the firm in the product market, is not eliminated.
(c) If the union attempts to set a wage rate higher than $w^{\prime \prime}$, employment will be reduced, and the total wage bill will depend on the elasticity of demand for labour. If the $M R P_{L}$ curve is elastic the total wage bill will decline, while if the demand for labour is inelastic the wage bill will increase. These effects have been discussed on page 467.
(d) Between the two extreme cases $(a)$ and $(b)$ the union can select intermediate policies, resulting in various increases in both employment and the wage rate.

From the above discussion the following general conclusions emerge.
First. If the firm-buyers have no monopsonistic power, labour unions can attain an increase in the wage rate at the expense of a lower employment. Whether this result is beneficial to all the members of the union depends on the elasticity of demand for labour and the distribution policies of the union.

Second. If the firm-buyers have monopsonistic power, the union's actions can eliminate one part of the monopsonistic exploitation, namely the part that is solely attributable to the monopsonistic power of the firms. However, the other portion of the monopsonistic exploitation, that which is due to the monopoly power of firms in the product market, cannot be eliminated by trade union action.

Third. If the firm-buyers have monopsonistic power, trade unions can increase the total wage bill in most cases, by either increasing employment, or the wage rate, or both. Only if the demand for labour is elastic can the union harm its members, if it sets the wage rate above the maximum level for the initial (pre-union) level of employment.

## II. ELASTICITY OF FACTOR SUBSTITUTION, TECHNOLOGICAL PROGRESS AND INCOME DISTRIBUTION

In this section we will examine how the substitutability of productive factors and technological progress affect income distribution.

## A. THE ELASTICITY OF INPUT SUBSTITUTION AND THE SHARES OF FACTORS OF PRODUCTION

In the previous section we examined the determinants of factor prices. In this part we will examine how changes in factor prices affect the shares of factors and income distribution. As factor prices change, the firm will substitute a cheaper input for a more expensive one. This profit-maximising behaviour will result in a change of the
$K / L$ ratio, and, hence, to a change in the relative shares of the factors. The size of this effect depends on the responsiveness of the change of the $K / L$ ratio to the factor price changes. A measure of this responsiveness is the elasticity of substitution, ${ }^{1}$ which we discussed in Chapter 3 in connection with the production function.

Recall that the elasticity of substitution is defined as the ratio of the percentage change in the $K / L$ ratio to the percentage change of the $M R T S_{L, K}$

$$
\begin{equation*}
\sigma=\frac{d(K / L) /(K / L)}{d\left(M R T S_{L, K}\right) /\left(M R T S_{L, K}\right)} \tag{1}
\end{equation*}
$$

In perfect input markets the firm is in equilibrium when it chooses the input combination at which the MRTS is equal to the ratio of factor prices

$$
M R T S_{L, K}=\frac{w}{r}
$$

Thus, in equilibrium with perfect factor markets the elasticity of substitution may be written as

$$
\begin{equation*}
\sigma=\frac{d(K / L) /(K / L)}{d(w / r) /(w / r)} \tag{2}
\end{equation*}
$$

The sign of the elasticity of substitution is always positive (unless $\sigma=0$ ) because the numerator and denominator change in the same direction. When $w / r$ increases, labour is relatively more expensive than capital and this will induce the firm to substitute capital for labour, so that the $K / L$ ratio increases. Conversely a decrease in $w / r$ will result in a decrease in the $K / L$ ratio.

The value of $\sigma$ ranges from zero to infinity. If $\sigma=0$ it is impossible to substitute one factor for another; $K$ and $L$ are used in fixed proportions (as in the input-output analysis) and the isoquants have the shape of right angles. If $\sigma=\infty$ the two factors are perfect substitutes: the isoquants become straight lines with a negative slope. If $0<\sigma<\infty$ factors can substitute each other to a certain extent: the isoquants are convex to the origin. The Cobb-Douglas production function has $\sigma=1$ (see Chapter 3). In general the larger the value of $\sigma$, the greater the substitutability between $K$ and $L$.

We may classify $\sigma$ in three categories:

$$
\begin{aligned}
& \sigma<1: \text { inelastic substitutability } \\
& \sigma=1: \text { unitary substitutability } \\
& \sigma>1: \text { elastic substitutability }
\end{aligned}
$$

There is an important relationship between the above values of $\sigma$ and the distributive shares of factors. By definition

$$
\left[\begin{array}{c}
\text { share of } \\
\text { labour }
\end{array}\right]=\frac{w \cdot L}{X} \quad \text { and } \quad\left[\begin{array}{c}
\text { share of } \\
\text { capital }
\end{array}\right]=\frac{r \cdot K}{X}
$$

Thus the relative factor shares are

$$
\frac{\text { share of } L}{\text { share of } K}=\frac{w L}{r K}
$$

[^107]or
\[

$$
\begin{equation*}
\frac{\text { share of } L}{\text { share of } K}=\frac{(w / r)}{(K / L)} \tag{3}
\end{equation*}
$$

\]

From (3) we can easily find the effect of a change in the $w / r$ ratio on the relative shares of the two factors.

Assume that $\sigma<1$. This implies that a given percentage change in the $w / r$ ratio results in a smaller percentage change in the $K / L$ ratio, so that the relative-share expression increases. Thus, if $\sigma<1$, an increase in the $w / r$ ratio increases the distributive share of labour. For example assume that $\sigma=0.5$. Then a 10 per cent increase in $w / r$ results in a 5 per cent increase in the $K / L$ ratio. The new relative shares are

$$
\left(\frac{w L}{r K}\right)^{*}=\frac{(w / r)(1+0.10)}{(K / L)(1+0.05)}=\frac{1.10}{1.05} \cdot \frac{(w / r)}{(K / L)}>\left(\frac{w L}{r K}\right)
$$

Clearly

$$
\binom{\text { new relative }}{\text { shares ratio }}>\binom{\text { initial relative }}{\text { shares ratio }}
$$

If $\sigma>1$ a change in $w / r$ leads to a smaller percentage change in $K / L$, so that the relative share of labour decreases. For example assume that $\sigma=2$. A 20 per cent increase in $w / r$ leads to a 40 per cent increase in $K / L$. The new share ratio is

$$
\left(\frac{w L}{r K}\right)^{*}=\frac{1.2}{1.4}\left(\frac{w L}{r K}\right)<\left(\frac{w L}{r K}\right)
$$

Clearly if $\sigma>1$ the relative share of labour decreases following an increase in the $w / r$ ratio.

With a similar reasoning it can be shown that if $\sigma=1$ the relative shares of $K$ and $L$ remain unchanged.

In summary, an increase in the $w / r$ ratio will cause labour's share, relative to capital's share, to
(a) increase, if $\sigma<1$
(b) decrease, if $\sigma>1$
(c) remain the same, if $\sigma=1$

A decrease in the $w / r$ share will have the opposite effects of the share of labour relative to capital's share.

It should be noted that there is a two-way causation between $w / r$ and $K / L$. Changes in the capital/labour ratio result in changes in the relative factor prices, and hence in changes in the shares of the factors to total output. The effects of changes of the $K / L$ ratio on factor shares can be explored with the use of the elasticity of substitution. The analysis is analogous to the one we used above for changes in the $w / r$ ratio.

From the above discussion it is clear that the concept of the elasticity of substitution is very important in the neoclassical theory of income distribution. It is extremely useful in examining the way in which changing input prices or input ratios affect income shares. Given that changes in $w / r$ lead to changes in $K / L$ and vice versa, it follows that predictions about factor shares following changes in one of these ratios are bound to be misleading if they do not take into account the possibility of the associated changes in the other ratio.

## B. TECHNOLOGICAL PROGRESS AND INCOME DISTRIBUTION

We have assumed up to now a given production function. However, technological change takes place continuously, and this shifts the production function, leading to changes in the $K / L$ ratio and the elasticity of substitution. Thus, it is important to consider the effects of technical progress on factor shares.

In Chapter 3 we classified technological progress into three types, neutral, capitaldeepening and labour-deepening. The relevant diagrams (figures 21.37, 21.38, 21.39) are reproduced for convenience.


Figure 21.37 Neutral technical progress


Figure 21.38 Capital-deepening


Figure 21.39 Labour-deepening

Technological progress shifts the isoquants downwards, given that the same level of output can be produced with smaller quantities of factor inputs as technological progress occurs. In all three figures the isoquants $X, X^{\prime}$ and $X^{\prime \prime}$ represent the same level of output. $0 R$ is the ray whose slope shows a constant $K / L$ ratio. Points $a, b$ and $c$ show the points of production at the given constant $K / L$ ratio as technological progress takes place.
(a) Technological progress is neutral if at a constant $K / L$ ratio the $M R T S_{L, K}$ remains unchanged. Since in equilibrium $M R T S_{L, K}=w / r$ it follows that when technological progress is neutral both the $K / L$ ratio and the $w / r$ ratio are unchanged. Consequently the relative shares of factors remain unchanged.
(b) Technological progress is capital-deepening if at a constant $K / L$ ratio the $M R T S_{L, K}$ declines. This implies that at equilibrium the $w / r$ ratio declines, that is, $r$ increases relative to $w$, while $K / L$ remains constant. Consequently the ratio of factor shares declines:

$$
\left(\begin{array}{c}
\text { new } \\
\text { factor-share } \\
\text { ratio }
\end{array}\right)=\frac{(w / r)^{\prime}}{(K / L)}<\left(\begin{array}{c}
\text { initial } \\
\text { factor-share } \\
\text { ratio }
\end{array}\right)
$$

This is tantamount to saying that the share of labour decreases and the share of capital increases.
(c) Technological progress is labour-deepening if at a constant $K / L$ ratio the $M R T S_{L, K}$ increases. Then at equilibrium the $w / r$ ratio increases as technological progress takes place. This implies that the share of labour will increase and the share of capital will decrease.

In summary, the relative share of labout $(a)$ increases if technological progress is labour-deepening, (b) remains unchanged if technological progress is neutral, (c) decreases if technological change is capital-deepening. The opposite is true for the relative share of capital: this share decreases if technological change is labourdeepening, remains constant if technological change is neutral, increases if technological progress is capital-deepening.

The above analysis may be somewhat confusing, because it is based on Hicks's definitions of the various forms of technical progress, which are expressed in terms of a constant $K / L$ ratio. It is common knowledge that technological progress leads in general to a change of the $K / L$ ratio. In fact $K / L$ ratios have shown an upward trend over time in all industries, although the capital-deepening has proceeded at different rates in the various sectors. This development has led Marxian economists to forecast an increase in capital's share and, hence, a decrease in labour's share. This prediction has not been realised. In most developed economies the factor shares have shown a remarkable stability over time. The increase in capital-deepening ( $K / L$ ratio) has resulted in increases of $w / r$, which, apparently, have not been taken into account in the above mentioned predictions. To avoid such misleading predictions it is preferable to analyse the effects of technological progress with the use of the elasticity of substitution (see preceding section).

## III. SOME ADDITIONAL TOPICS ON FACTOR PRICING AND INCOME DISTRIBUTION

In this section we discuss three topics related to factor payments. We first examine the pricing of fixed factors of production and the associated concepts of economic rent and quasi-rent. We next examine some of the main factors which give rise to wage differentials. Finally, we discuss the problem of factor shares in relation to the total value of the output of an economy, 'the exhaustion' problem, which has attracted the interest of economists for a long time.

## A. PRICING OF FIXED FACTORS: RENTS AND QUASI RENTS

## 1. Factors with fixed supply in the long run

In the previous sections we were concerned with the determination of the price of a variable factor. Variable factors have a marginal product which is the basis of their pricing in the marginal productivity theory of factor pricing.

In this section we will examine the pricing of factors whose supply is fixed either in the short run or in the long run.

Fixed factors do not have a marginal product. Hence their price must be explained on different lines. The theory of pricing of fixed factors is based on the concept of economic rent. Economic rent is the payment to a factor over and above what is required to keep the factor in its current employment. In other words, economic rent is a payment to a factor in excess of its opportunity cost. If a factor has no alternative use its opportunity cost is zero; hence all its payment is rent.

In the nineteenth century economists associated rent to the factor land. Later, however, the concept of rent was extended to all factors of production: any factor may receive an economic rent.

The best example of economic rent is the payment to a factor whose supply is completely inelastic. For example the total area of land of a country, lakes, forests, mineral deposits are in fixed supply. The supply curve of such factors may be presented by a vertical line, such as the $S S^{\prime}$ curve of figure 21.40; the available quantity of the factor is given irrespective of its price. We may say that the price of a factor in fixed supply has no incentive function, in the sense that it cannot induce (give an incentive to) its owners to offer more of the factor as its price increases. As we will presently see, the price of the fixed factor has only an allocative role: it ensures the use of the factor where it is most needed.

When an input is in fixed supply its price is determined by the conditions of demand alone, since its supply is a constant quantity. For example assume that the land suitable for the production of grapes is $0 S$ (figure 21.40). If the demand for grapes gives rise to the demand curve $D_{1}$ for the grape-producing land the price of land (per unit) is $R_{1}$. However, assume that the demand for grapes increases; this shifts the demand for the particular land to $D_{2}$. Given the perfectly fixed supply, the price of land increase to $R_{2}$. This change in the rent of land is solely due to the forces of demand. Under these conditions rent is not a cost entering in the determination of the price of grapes, but is the effect of the price of grapes, which, in turn, leads to a shift in the demand for the factor (land). In short, rent is price-determined, not price-determining, for the economy as a whole. For the individual firm (or farmer), however, all rents are costs, since the firm must pay such rents to the factors that create them in order to attract and keep these inputs, which otherwise would be bidden away by other firms in the industry.

If the fixed factor has no alternative use all its payment is rent: the availability of the factor in its present use is not affected by whether its price is high or low. To state this in another way, if the factor has no alternative use its opportunity cost is zero, and nothing has to be paid to retain it in its present use. Hence, all payments to this factor is rent. It is clear that reducing (or taxing away) the payment to a fixed resource which has only one use does not affect its supply.

The return to a factor whose supply is completely fixed is often referred to as a pure economic rent.

If the supply of a factor has some elasticity, part of its price is rent. To see that let us examine the market of a factor whose demand and supply curves are shown in figure 21.41. The equilibrium price is $\bar{w}$ and the equilibrium quantity $\bar{L}$.


Figure 21.40


Figure 21.41

The total payment to the factor is $(0 w) \cdot(0 \bar{L})=0 \bar{L} e w$. This payment can be split in two parts: the opportunity cost of the factor, that is the amount that must be paid to the factor to keep $0 \bar{L}$ units in their current use, and the rent of the factor, that is any payment in excess of the opportunity cost. We know that the supply curve shows the $M C$ (marginal cost) of offering an additional unit of the factor. Hence the amount required to keep $0 \bar{L}$ units in their current employment is the area $0 \mathrm{Ae} \overline{\mathrm{L}}$. The remainder, $A e w$, is economic rent for the factor; it shows payment above what is required to keep each of the $0 \bar{L}$ units where it is currently employed. The economic rent, in this sense, is a surplus. Alfred Marshall called this economic rent 'producer's surplus': it is a surplus return to the factor in excess of its opportunity cost. ${ }^{1}$

It should be clear from the above discussion that any factor whose supply is less than perfectly elastic earns an economic rent. The steeper the supply curve of the factor, the greater is its economic rent. If the supply is perfectly elastic the factor payment contains no rent; it is all opportunity cost. If the supply is perfectly inelastic the entire payment to the factor is economic rent.

It is important to note that whether a payment is rent or not depends $(a)$ on the elasticity of its supply, (b) on its alternative uses. Thus in each case we must be clear whether we are considering the supply of a factor to a firm, an industry or the economy as a whole. For example for the economy as a whole all land is paid a rent; its supply would not change if no price were paid. Consider next 'agricultural land', which refers to the supply of land to an 'industry'. Since agricultural land has alternative uses in other industries (e.g. housing construction), the price of agricultural land is partly rent and partly opportunity cost for the industry and the economy. In this event the supply of agricultural land would have a positive slope. The price of agricultural land paid by a single farmer, however, is opportunity cost. As we explained earlier, all rents are costs for individual producers.

It is important to know whether or not a certain payment to a factor is rent. Because if it is rent its reduction will not influence the supply and use of the factor. Whereas, if it is not a rent, a reduction in the payment is likely to change the allocation of the resource.

## 2. Factors with fixed supply in the short run

In the short run some factors are fixed, while in the long run they become variable. The payment to an input which is in fixed supply in the short run is called quasi-rent, because it disappears in the long run (as the factor becomes variable), unlike rents which persist in the long run.

In the short run fixed inputs cannot be withdrawn from their present use and transferred to another where payments are higher, while variable inputs are free to move to alternative uses where returns are highest. Thus, firms pay the variable inputs their opportunity cost (otherwise these factors would move elsewhere), while the fixed inputs receive what is left over; quasi-rents are a residual payment. To understand this we examine the short-run equilibrium of a firm in a perfectly competitive market (figure 21.42). Assume the price is $P$. The firm maximises its profit, producing $0 X$ units of output, from which it receives a total revenue ( $T R$ ) equal to the area 0 PeX .

The firm pays $0 X B A=T V C$ to the variable factors. (It cannot pay less and keep them in its employment.) The fixed factors earn the residual $A B e P$, which is the quasi-rent. Thus

$$
\text { Quasi-rent }=T R-T V C
$$

[^108]

Figure 21.42
The quasi-rent can be divided into two parts, the total fixed cost (area $A B C D$ in figure 21.42 ) and excess (or pure) profit ( $D C e P$ ). The TFC is the opportunity cost of the fixed factors, that is, the return that would have been earned if the fixed factors were utilised in their best alternative employment (e.g. by another firm in the same industry which pays higher returns on the fixed factors). The excess profit is the difference between the quasi-rent and the TFC:

$$
\text { Quasi-rent }=T F C+\text { excess } \Pi
$$

or

$$
\text { Excess } \Pi=\text { Quasi-rent }-T F C
$$

In the long run the quasi-rent becomes zero and the firm is in equilibrium, earning just normal profits.

In summary. The price of a factor, whose supply is fixed in the long run, is called rent. The price of a factor, which is in fixed supply only in the short run, is called quasi-rent. Rent persists in the long run, whereas quasi-rent disappears in the long run as the factor becomes variable.

## B. NON-HOMOGENEOUS FACTORS AND WAGE DIFFERENTIALS

In the previous section we have assumed that factors are homogeneous. However, in the real world there are many different kinds of labour and each one commands a different price. The determination of the price of each kind of labour can be analysed within the general framework which we developed in section I. In this section we discuss briefly some of the factors that explain wage differentials for types of labour which are only partial (imperfect) substitutes for one another.

Let us first examine how wage differential arise. Assume that there are only two types of labour, skilled and unskilled, each with a perfectly inelastic supply curve. The market demand for each type of labour is the aggregate MRP curve, derived from the summation of the individual firms' marginal revenue product curves, explained in section I.

The two markets are shown in figures 21.43 and 21.44.
The supply of skilled labour is zero below the wage rate $w_{u}$ prevailing in the market of unskilled labour. If the wage for skilled labour is below $w_{u}$ nobody would be willing to undertake the cost and effort required to acquire the skills of the skilled market.

The equilibrium wages are defined by the intersection of the demand and supply curves in each market. At equilibrium the wage differential between skilled and unskilled labour is $w_{u} w_{s}$.


Figure 21.43

The causes of wage differentials can be classified in four groups: $(a)$ differences in the nature of the various occupations, ( $b$ ) differences in the biological and acquired abilities of the various individuals which give rise to differences in their marginal productivities, (c) differences in the price of the output which labour produces, (d) market imperfections.

Differentials arising from the characteristics of the occupations are called compensating or equalising differentials, because they represent payments made to equalise the net remuneration and compensate the workers for differences in their job. Such differences arise from the following factors.

1. Differences in the cost of training. Some occupations require large investments in training, while others require a much smaller expenditure for training. A physicist must spend eight years in undergraduate and graduate training. A surgeon may require ten or more years of training. During this period income is forgone and heavy educational costs must be incurred.
2. Differences in the costs of performing the job. For example dentists, psychologists and doctors in general require expensive equipment and incur high expenditures for running their practice. In order for net compensation to be equalised, such 'workers' must be paid more than others.
3. Differences in the degree of difficulty or unpleasantness of the work. For example miners work under unpleasant conditions relative to farmers.
4. Differences in the risk of the occupation. For example a racing driver or an airplane pilot run more risks than a college teacher.
5. Differences in the number of hours required for an 'adequate' practice. For example doctors are required to put longer hours in practising their profession than post office employees.
6. Differences in the stability of employment. Construction work and athletic coaching are subject to frequent layoffs and hence have little job security, whereas tenured university teachers have a high job security.
7. Differences in the length of the employment. For example boxers and football players have a short working life.
8. Differences in the prestige of various jobs. For example a white-collar worker has a more prestigious position in society than a truck driver.
9. Differences in the environment. For example an engineer sent to Alaska or to a politically unstable African nation must be paid more than an engineer working in London.
10. Differences in the cost of living in various areas. Living costs generally are lower in small towns than in big cities.

Differentials in wages arise also from biological and acquired differences in the quality of labour offered by various people. These are called non-equalising or non-
compensating wage differentials because they are due to the differences in the marginal productivities of individuals. Human beings are born with different abilities and in different environments, which define largely the opportunities to develop their inherent qualities. For example not many people are born with the biological qualities required for becoming successful tennis players or surgeons, writers or artists. And relatively few have the means and opportunities to develop themselves into tennis players or surgeons or artists. Biological and acquired quality differences among people are the major reasons why there are so many different wage rates even within the same occupation; the marginal productivities of workers differ.

A major cause of wage differentials is the price of the commodities which labour produces. For example consider two hunters, the one hunting seals and the other hunting beavers. Both hunters are equally skilled, but the value of their output differs because the price of seal skins is higher than the price of beaver skins. In this case the difference in wages paid to the two individuals will equal the difference in the total value of their output. Suppose that individual $A$ (with the appropriate equipment and materials) produces an output with a value of $£ 500$ per week, while individual $B$ (with the same equipment and materials) produces an output with a value of $£ 450$. In equilibrium the weekly wage of $A$ would be $£ 50$ higher than that of $B$. If the difference in wage was less than $£ 50$ an entrepreneur would replace $B$ with $A$, since this would add to the value of output $£ 50$ and to costs less than $£ 50$. If the difference in wage was more than $£ 50$ the entrepreneur would replace $A$ with $B$, since the decrease in the value of the output would be $£ 50$, but the decrease in costs would be more than $£ 50$.

Finally, wage differential arise from market imperfections. Imperfect knowledge of job opportunities may keep wages high in some regions. Immobility of labour may cause chronic unemployment and low wages in depressed areas. Labour unions, minimum-wage requirements and discrimination against minorities may also explain many wage differentials.

Wage differentials may widen or narrow over time. If the higher-paying jobs induce people to acquire the required skills, and if there are no union or professional bodies to bar entry in such jobs, wage differentials will tend to decrease. Referring to figures 21.45 and 21.46, the training of a larger number of previously unskilled labour will shift the supply curve for skilled labour to the right and the supply curve for unskilled labour to the left. These shifts will increase the wage of unskilled labour and decrease the wage of skilled labour, thus narrowing the wage differential to $w_{s}^{\prime} w_{\mu}^{\prime}$. Labour unions and professional bodies resist such equalisation movements. Labour union apprenticeship rules and the medical profession's insistence on keeping down the enrolments in medical schools illustrate the forces which restrict entry to various occupations in an attempt to maintain or increase wage differentials. On the other hand, government policy in granting more scholarships and students' loans as well as in encouraging technical education tends to increase the supply of technicians and professionals. Such policies tend to narrow wage differentials or prevent them from becoming wider.

## C. THE 'ADDING-UP' PROBLEM: 'PRODUCT EXHAUSTION' THEOREMS

In the late 1930s considerable controversy surrounded the problem whether the factor prices, determined by the marginal productivity theory, would be such as to satisfy the basic 'accounting' identity

$$
\left[\begin{array}{l}
\text { value of } \\
\text { product }
\end{array}\right]=\left[\begin{array}{l}
\text { cost of } \\
\text { labour }
\end{array}\right]+\left[\begin{array}{l}
\text { cost of } \\
\text { capital }
\end{array}\right]
$$
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or

$$
\begin{equation*}
[P \cdot Q]=[w \cdot L]+[r \cdot K] \tag{1}
\end{equation*}
$$

This identity requires that the factor shares add to unity. Dividing (1) by $(P \cdot Q)$ we find

$$
1=\frac{w \cdot L}{P \cdot Q}+\frac{r \cdot K}{P \cdot Q}
$$

or

$$
1=\left[\begin{array}{c}
\text { share of }  \tag{2}\\
\text { labour }
\end{array}\right]+\left[\begin{array}{c}
\text { share of } \\
\text { capital }
\end{array}\right]
$$

The value of the product must be exhausted by the factor payments. The question is whether the marginal productivity theory determines factor prices at the levels required to fulfil the basic 'product = income' identity.

The answer to this question is affirmative if the physical output is exhausted by paying each factor its marginal physical product, that is, if

$$
\begin{equation*}
Q=\left(M P P_{L}\right) \cdot L+\left(M P P_{K}\right) \cdot K \tag{3}
\end{equation*}
$$

Because: If we multiply through by $P$ we obtain

$$
\begin{equation*}
P Q=\left(M P P_{L} \cdot P\right) \cdot L+\left(M P P_{K} \cdot P\right) \cdot K \tag{4}
\end{equation*}
$$

But

$$
\begin{aligned}
& \left(M P P_{L} \cdot P\right)=\text { value of the marginal product of labour } \\
& \left(M P P_{K} \cdot P\right)=\text { value of the marginal product of capital }
\end{aligned}
$$

and

$$
P Q=\text { value of output }
$$

Thus from (4) we see that if the factors are paid a price equal to their $V M P$, the total factor payments will exhaust the total value of the product, that is, the marginal productivity theory leads to the correct 'adding-up' of the factor shares.

## 1. Euler's 'product exhaustion' theorem

The mathematician Leonhard Euler proved that expression (3) holds for production functions which exhibit constant returns to scale (i.e. production functions
which are linear homogeneous). Euler's theorem states that for a production function with constant returns to scale

$$
Q=\frac{\partial Q}{\partial L} \cdot L+\frac{\partial Q}{\partial K} \cdot K
$$

where

$$
\frac{\partial Q}{\partial L}=M P P_{L} \quad \text { and } \quad \frac{\partial Q}{\partial K}=M P P_{K}
$$

Thus the marginal productivity theory satisfies the 'adding-up' condition

$$
\left[\begin{array}{c}
\text { share of } \\
\text { labour }
\end{array}\right]+\left[\begin{array}{c}
\text { share of } \\
\text { capital }
\end{array}\right]=1
$$

for the special case of constant returns to scale.
Proof of Euler's theorem
A production function, $Q=f(L, K)$, is homogeneous of degree $v$ if

$$
f(\lambda L, \lambda K)=\lambda^{\nu} \cdot f(L, K)
$$

Differentiating with respect to $\lambda$ we obtain

$$
L \cdot \frac{d f}{d L}+K \cdot \frac{d f}{d K}=v \cdot \lambda^{\nu-1} \cdot f(L, K)
$$

With constant returns to scale $v=1$, and we have

$$
L \cdot\left(M P P_{L}\right)+K \cdot\left(M P P_{K}\right)=f(L, K)
$$

Given that $f(L, K)=Q$, we obtain

$$
Q=L \cdot\left(M P P_{L}\right)+K \cdot\left(M P P_{K}\right)
$$

Total physical (real) payments to factors would exhaust the total physical output.
Multiplying through by $P$, the price of output, we see that in the case of constant returns to scale

$$
P Q=L \cdot\left(M P P_{L} \cdot P\right)+K \cdot\left(M P P_{K} \cdot P\right)
$$

that is, payment of factors according to their VMP exhausts the value of output, and share factors add up to unity.

Euler's theorem is an identity: it holds true for all values of the variables.

## 2. The Clark-Wicksteed-Walras 'product exhaustion' theorem

Clark, Wicksteed and Walras showed that the assumption of a homogeneous production function is not necessary for the fulfilment of the postulates of the marginal productivity theory. Their proof implies that, regardless of the production function, if factors are paid the value of their marginal physical product, then total factor payments will exactly exhaust the total value of the product in the long-run competitive equilibrium.

In the long run firms produce at the minimum point of their U -shaped $L A C$ curve, and therefore the requirements of the Euler theorem hold (see proof at the end of this section). The Clark-Wicksteed-Walras proof is not an identity, since it holds only for
the values of the variables in the long-run equilibrium. Furthermore, it holds for all types of production functions, and hence it shows that product exhaustion is not a characteristic of the special case of the linear homogeneous production function. A formal proof of the Clark-Wicksteed-Walras theorem is shown at the end of this section. We present below a graphical proof of this theorem.

Assume that an economy consists of $n$ identical firms. Figure 21.47 shows the product of a single firm.
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The $M P P_{L}$ curve shows the marginal physical product of labour. Assume that the firm employs $0 L$ workers and a unit of land. The total product of each firm is the area OMEL.

If each worker is given his marginal physical product, then the 'physical' wage would be $0 A=L E$ and the total wages would be $0 A E L$ (shaded area in figure 21.47). In other words the area $0 A E L$ is the total marginal physical product 'paid' to labour, or the share of labour (in physical units) in the total output of the firm. The remaining (physical) product $A M E$ is the rent of the fixed factor, land. We have to show that this residual rent is the total marginal product of land, that is, the share of land in output. With this proof we will establish the product exhaustion theorem.

The total product in the economy is equal to the product of all $n$ firms

$$
\left[\begin{array}{c}
\text { total product }  \tag{1}\\
\text { of } n \text { firms }
\end{array}\right]=(n) \cdot(0 M E L)
$$

Assume that a new firm is added to the economy, having a plot of land identical to the land of the already existing firms, but not workers. For all the ( $n+1$ ) firms to be identical the total labour $(n \cdot(0 L))$ must be equally distributed between all of them. Thus each firm will employ less workers, say $0 L^{\prime}$, so that

$$
(n+1) \cdot\left(0 L^{\prime}\right)=n \cdot(0 L)
$$

and

$$
\begin{equation*}
0 L^{\prime}=n \cdot\left(0 L-0 L^{\prime}\right)=n \cdot\left(L L^{\prime}\right) \tag{2}
\end{equation*}
$$

The new output of each firm drops to $0 M C L^{\prime}$ (figure 21.48). This consists of 'physical wages' $0 B C L$ ' and a residual rent $B M C$. We will show that this residual rent is the share of land in the total output of the firm, so that the shares of the two factors exhaust the total product.

1. The new total product in the economy is

$$
\left[\begin{array}{l}
\text { total product }  \tag{3}\\
\text { of } n+1 \text { firms }
\end{array}\right]=(n+1) \cdot\left(0 M C L^{\prime}\right)=(n) \cdot\left(0 M C L^{\prime}\right)+0 M C L^{\prime}
$$

2. The initial total product of the economy (given by expression (1)) may be written as

$$
\begin{equation*}
n \cdot(0 M E L)=(n) \cdot\left(0 M C L^{\prime}\right)+(n) \cdot\left(L^{\prime} C E L\right) \tag{4}
\end{equation*}
$$

given that $0 M E L=0 M C L^{\prime}+L^{\prime} C E L$.
3. The change in the economy's product from the amount shown by expression (4) to the expression shown by expression (3) is the marginal product of the land, introduced in the economy by the new firm. Thus

$$
\begin{aligned}
{\left[\begin{array}{c}
\text { marginal } \\
\text { product of land }
\end{array}\right] } & =(3)-(4) \\
& =\left[(n) \cdot\left(0 M C L^{\prime}\right)+0 M C L^{\prime}\right]-\left[(n) \cdot\left(0 M C L^{\prime}\right)+(n) \cdot\left(L^{\prime} C E L\right)\right]
\end{aligned}
$$

Simplifying we obtain

$$
\left[\begin{array}{c}
\text { marginal }  \tag{5}\\
\text { product of land }
\end{array}\right]=0 M C L^{\prime}-(n) \cdot\left(L^{\prime} C E L\right)
$$

But from figure 21.48 we see that

$$
\begin{equation*}
0 M C L^{\prime}=B M C+0 B C L^{\prime} \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
L^{\prime} C E L=L^{\prime} C D L-C D E \tag{7}
\end{equation*}
$$

Substituting (6) and (7) in (5) we have

$$
\left[\begin{array}{c}
\text { marginal }  \tag{8}\\
\text { product of land }
\end{array}\right]=B M C+0 B C L^{\prime}-(n) \cdot\left(L^{\prime} C D L\right)+(n)(C D E)
$$

But

$$
\begin{equation*}
0 B C L^{\prime}=(n) \cdot\left(L^{\prime} C D L\right) \tag{9}
\end{equation*}
$$

Because from (2), multiplying through by $0 B$, we obtain

$$
(0 B)\left(0 L^{\prime}\right)=(0 B) \cdot\left[(n) \cdot\left(L L^{\prime}\right)\right]
$$

Rearranging, and substituting $L L^{\prime}=C D$, we find

$$
0 B C L^{\prime}=(n) \cdot[(0 B) \cdot(C D)]
$$

Given $0 B=L^{\prime} C$ we finally obtain

$$
0 B C L^{\prime}=(n) \cdot\left[\left(L^{\prime} C\right) \cdot(C D)\right]=(n) \cdot\left(L^{\prime} C D L\right)
$$

Thus, substituting (9) in (8), we have

$$
\left[\begin{array}{c}
\text { marginal } \\
\text { product of land }
\end{array}\right]=B M C+0 B C L^{\prime}-0 B C L^{\prime}+(n) \cdot(C D E)
$$

The last term tends to zero as $n \rightarrow \infty$.

Consequently

$$
\left[\begin{array}{c}
\text { marginal }  \tag{10}\\
\text { product of land }
\end{array}\right]=B M C=\text { residual rent of capital }
$$

We have thus proved that for each firm

$$
\left[\begin{array}{c}
\text { total } \\
\text { product }
\end{array}\right]=\left[\begin{array}{c}
\text { share } \\
\text { of labour }
\end{array}\right]+\left[\begin{array}{c}
\text { share } \\
\text { of land }
\end{array}\right]
$$

or

$$
\left[0 M C L^{\prime}\right]=\left[0 B C L^{\prime}\right]+[B M C]
$$

This is the proof of the Clark-Wicksteed theorem.
Formal Proof of the Clark-Wicksteed Theorem
Product exhaustion implies that

$$
\begin{equation*}
Q=L \cdot\left(M P P_{L}\right)+K \cdot M P P_{K} \tag{1}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
d Q=d L \cdot\left(M P P_{L}\right)+d K \cdot\left(M P P_{K}\right) \tag{2}
\end{equation*}
$$

If all factors are increased by the same proportion, $\lambda$, we have

$$
\lambda=\frac{d L}{L}=\frac{d K}{K}
$$

or

$$
d L=\lambda L \quad \text { and } \quad d K=\lambda K
$$

Substituting in (2) we obtain

$$
d Q=(\lambda L)\left(M P P_{L}\right)+(\lambda K)\left(M P P_{K}\right)
$$

or

$$
d Q=\lambda\left[L \cdot M P P_{L}+K \cdot M P P_{K}\right]
$$

and

$$
\frac{d Q}{\lambda}=L \cdot\left(M P P_{L}\right)+K \cdot\left(M P P_{K}\right)
$$

Multiplying and dividing the left-hand side by $Q$ we obtain

$$
\begin{equation*}
Q \cdot \frac{d Q}{\lambda Q}=L\left(M P P_{L}\right)+K\left(M P P_{K}\right) \tag{3}
\end{equation*}
$$

Rearranging we obtain

$$
Q \cdot \frac{d Q / Q}{\lambda}=L\left(M P P_{L}\right)+K\left(M P P_{K}\right)
$$

or

$$
Q\left(\frac{d Q / Q}{d L / L}\right)=Q\left(\frac{d Q / Q}{d K / K}\right)=L\left(M P P_{L}\right)+K\left(M P P_{K}\right)
$$

The terms in brackets are the elasticities of the product w.r.t. $L$ and $K$ respectively:

$$
\frac{d Q / Q}{d L / L}=e_{Q \cdot L} \quad \text { and } \quad \frac{d Q / Q}{d K / K}=e_{Q \cdot K}
$$

Thus in general

$$
\frac{d Q / Q}{\lambda}
$$

is the elasticity of output with respect to any input. Let

$$
\frac{d Q / Q}{\lambda}=\varepsilon
$$

so that expression (3) becomes

$$
Q \varepsilon=L\left(M P P_{L}\right)+K\left(M P P_{K}\right)
$$

or, multiplying through by $P$,

$$
\begin{equation*}
(P Q) \cdot \varepsilon=L\left(M P P_{L} \cdot P\right)+K\left(M P P_{K} \cdot P\right) \tag{4}
\end{equation*}
$$

From (4) we see that paying each input its marginal product precisely exhausts the total product if, and only if, $\varepsilon=1$. If there are constant returns to scale $\varepsilon=1$, because

$$
\varepsilon=\frac{\% \text { change in } Q}{\% \text { change in } L}=\frac{\% \text { change in } Q}{\% \text { change in } K}
$$

and the numerator $(s)=$ denominator(s) when there are constant returns to scale.
Note that if $\varepsilon=1$ (and there are constant returns to scale) the average cost is also constant. This is precisely what happens in the long-run equilibrium of a perfectly competitive firm: the firm produces at the minimum point of its $L A C$. Thus the Clark-Wicksteed-Walras theorem holds only at the point of long-run competitive equilibrium; it does not hold for other values of the variables. In other words the Clark-Wicksteed-Walras proof renders the exhaustion expression (1) a theorem, not an identity holding for any set of values of the variables.

## 22. General Equilibrium Theory

## A. INTERDEPENDENCE IN THE ECONOMY

In the preceding chapters we have adopted a partial equilibrium approach, concentrating on decisions in a particular segment of the economy in isolation of what was happening in other segments, under the ceteris paribus assumption.

We examined the utility-maximising behaviour of a household under the assumption that its income was given, although income depends on the amount of labour and other factors of production that the consumer owns and on their prices (wage, rental of capital, etc.). The ceteris paribus assumption was useful in that it enabled us to study the individual's demand for different commodities in isolation from influences arising from other parts of the economy.
We studied the production decision of a firm on the assumption that factor prices, the state of technology and the prices of commodities were given. The ceteris paribus assumption allowed us to study the cost-minimisation behaviour of a firm in isolation from such factors as the demands for the products, which in turn are influenced by the level of employment, income and tastes of consumers.

Product markets, where buyers and sellers interacted with each other and among themselves to determine prices and levels of outputs of various commodities, were studied under the ceteris paribus assumption; relationships with other markets were ignored.
Factor markets, where firms and households as owners of productive resources interacted with each other and among themselves to determine prices and quantities of various factors employed, were also analysed on the basis of the ceteris paribus assumption. The interrelationship between the various factor markets and commodity markets were left out of the analysis.

In summary, the basic characteristic of a partial equilibrium approach ${ }^{1}$ is the determination of the price and quantity in each market by demand and supply curves drawn on the ceteris paribus clause. Each market in the Marshallian methodology is regarded independently of the others.
However, a fundamental feature of any economic system is the interdependence among its constituent parts. The markets of all commodities and all productive factors are interrelated, and the prices in all markets are simultaneously determined. For example, consumers' demands for various goods and services depend on their tastes and incomes. $\rightarrow$ In turn, consumers' incomes depend on the amounts of resources they own and factor prices. $\rightarrow$ Factor prices depend on the demand and

[^109]supply of the various inputs. $\rightarrow$ The demand for factors by firms depends not only on the state of technology but also on the demands for the final goods they produce. $\rightarrow$ The demands for these goods depend on consumers' incomes, which, as we saw, depend on the demand for the factors of production. This circular interdependence of the activity within an economic system can be illustrated with a simple economy composed of two sectors, a consumer sector, which includes households and a business sector, which includes firms. ${ }^{1}$ It is assumed that: $(a)$ all production takes place in the business sector; $(b)$ all factors of production are owned by the households; ${ }^{2}(c)$ all factors are fully employed; (d) all incomes are spent.

The economic activity in the system takes the form of two flows between the consumer sector and the business sector: a real flow and a monetary flow (figure 22.1).


Figure 22.1 Circular flows in a two-sector economy

The real flow is the exchange of goods for the services of factors of production: firms produce and offer final goods to the household sector, and consumers offer to firms the services of factors which they own.

The monetary flow is the real flow expressed in monetary terms. The consumers receive income payments from the firms for offering their factor services. These incomes are spent by consumers for the acquisition of the finished goods produced by the business sector. The expenditures of firms become the money incomes of the households. Similarly, the expenditures of households become the receipts of firms, which they once again pay the households for the factor services which they supply.

The real flow and the monetary flow, which represent the transactions and the interdependence of the two sectors, move in opposite directions. They are linked by the prices of goods and factor services. The economic system is in equilibrium when a set of prices is attained at which the magnitude of the income flow from firms to households is equal to the magnitude of the money expenditure flow from households to firms. ${ }^{3}$

The interdependence of markets is concealed by the partial equilibrium approach.

[^110]Markets consist of buyers and sellers. Thus an economic system consists of millions of economic decision-making units who are motivated by self-interest. Each one pursues his own goal and strives for his own equilibrium independently of the others. In traditional economic theory the goal of a decision-making agent, consumer or producer, is maximisation of something. The consumer maximises satisfaction subject to a budget constraint. The firm maximises profit, subject to the technological constraint of the production function. A worker determines his supply of labour by maximising satisfaction derived from work-leisure opportunities, subject to a given wage rate.

The problem is to determine whether the independent, self-interest motivated behaviour of economic decision-makers is consistent with each individual agent's attaining equilibrium. All economic units, whether consumers, producers, or suppliers of factors, are interdependent. General equilibrium theory deals with the problem of whether the independent action by each decision-maker leads to a position in which equilibrium is reached by all. A general equilibrium is defined as a state in which all markets and all decision-making units are in simultaneous equilibrium. A general equilibrium exists if each market is cleared at a positive price, with each consumer maximising satisfaction and each firm maximising profit. The scope of general equilibrium analysis is the examination of how this state can, if ever, be reached, that is, how prices are determined simultaneously in all markets, so that there is neither excess demand nor excess supply, while at the same time the individual economic units attain their own goals.

The interdependence between individuals and markets requires that equilibrium for all product and factor markets as well as for all participants in each market must be determined simultaneously in order to secure a consistent set of prices. General equilibrium emerges from the solution of a simultaneous equation model, of millions of equations in millions of unknowns. The unknowns are the prices of all factors and all commodities and the quantities purchased and sold (of factors and commodities) by each consumer and each producer. The equations of the system are derived from the maximising behaviour of consumers and producers, and are of two types: behavioural equations describing the demand and supply functions in all markets by all individuals, and clearing-the-market equations.

In principle a simultaneous-equation system has a solution if the number of independent equations is equal to the number of unknowns in the system. This approach has been followed by the founder of general equilibrium analysis Léon Walras, whose system we will outline in the next section.

## B. THE WALRASIAN SYSTEM

The most ambitious general equilibrium model was developed by the French economist Léon Walras (1834-1910). In his Elements of Pure Economics ${ }^{1}$ Walras argued that all prices and quantities in all markets are determined simultaneously through their interaction with one another. Walras used a system of simultaneous equations to describe the interaction of individual sellers and buyers in all markets, and he maintained that all the relevant magnitudes (prices and quantities of all commodities and all factor services) can be determined simultaneously by the solution of this system.

In the Walrasian model the behaviour of each individual decision-maker is presented by a set of equations. For example, each consumer has a double role: he buys
${ }^{1}$ Léon Walras, Élements d'Économie politique pure (Lausanne, 1874). First translated in English by William Jaffé (Allen \& Unwin, 1954).
commodities and sells services of factors to firms. Thus for each consumer we have a set of equations consisting of two subsets: one describing his demands of the different commodities, and the other his supplies of factor inputs. Similarly, the behaviour of each firm is presented by a set of equations with two subsets: one for the quantities of commodities that it produces, and the other for the demand for factor inputs for each commodity produced. The important characteristic of these equations is their simultaneity or interdependence. The solution of this system of millions of simultaneous equations defines the 'unknowns' of the model, namely the prices and quantities of all commodities and all factor inputs.

In a general equilibrium system of the Walrasian type there are as many markets as there are commodities and factors of production.

For each market there are three types of functions: demand functions, supply functions and a 'clearing-the-market' equation, which stipulates that the quantities demanded be equal to the quantities supplied.

In a commodity market the number of demand functions is equal to the number of consumers, and the number of the supply functions is equal to the number of firms which produce the commodity.

In each factor market the number of demand functions is equal to the number of firms multiplied by the number of commodities they produce. The number of supply functions is equal to the number of consumers who own (ex hypothesi) the factors of production.

A necessary (but not sufficient) condition for the existence of a general equilibrium is that there must be in the system as many independent equations as the number of unknowns. Thus the first task (in establishing the existence of a general equilibrium) is to describe the economy by means of a system of equations, defining how many equations are required to complete (and solve) the system.

For example, assume that an economy consists of two consumers, $A$ and $B$, who own two factors of production, $K$ and $L$. These factors are used by two firms to produce two commodities, $X$ and $Y$. (This is the simple $2 \times 2 \times 2$ general equilibrium model which we will examine in detail in the following section.) It is assumed that each firm produces one commodity, and each consumer buys some quantity of both. It is also assumed that both consumers own some quantity of both factors (but the distribution of ownership of factors is exogenously determined). In this simple model we have the following 'unknowns':

| quantities demanded of $X$ and $Y$ by consumers | $2 \times 2=4$ |
| :--- | ---: |
| quantities supplied of $K$ and $L$ by consumers | $2 \times 2=4$ |
| quantities demanded of $K$ and $L$ by firms | $2 \times 2=4$ |
| quantities of $Y$ and $X$ supplied by firms | 2 |
| prices of commodities $Y$ and $X$ | 2 |
| prices of factors $K$ and $L$ | $\underline{2}$ |
| Total number of 'unknowns' | $\underline{=}$ |

To find these unknowns we have the following number of equations:

| demand functions of consumers | $2 \times 2=4$ |
| :--- | ---: |
| supply functions of factors | $2 \times 2=4$ |
| demand functions for factors | $2 \times 2=4$ |
| supply functions of commodities | 2 |
| clearing-the-market of commodities | 2 |
| clearing-the-market of factors | $\underline{2}$ |
| $\quad$ Total number of equations | $\underline{18}$ |

Since the number of equations is equal to the number of unknowns, one should think that a general equilibrium solution exists. Unfortunately, the equality of numbers of equations and unknowns is neither a sufficient nor a necessary condition for the existence of a solution. As we will see in section E and in the Appendix, in the Walrasian system one of the equations is not independent of the others: there is a 'redundant equation' in the system which deprives the system of a solution, since the number of unknowns is larger than the number of independent equations. In this model the absolute level of prices cannot be determined. General equilibrium theorists have adopted the device of choosing arbitrarily the price of one commodity as a numéraire (or unit of account) and express all other prices in terms of the price of the numéraire. With this device prices are determined only as ratios: each price is given relative to the price of the numeraire. (See section E below.) If we assign unity to the price of the numeraire, we attain equality of the number of simultaneous equations and unknown variables (the number of unknowns is reduced to 17 in our example). However, the absolute prices are still not determined: they are simply expressed in terms of the numéraire. This indeterminacy can be eliminated by the introduction explicitly in the model of a money market, in which money is not only the numéraire, but also the medium of exchange and store of wealth. (See Appendix, section III.)

Even if there is equality of independent equations and unknowns, there is no guarantee that a general equilibrium solution exists. The proof of the existence of a general equilibrium solution is difficult. Léon Walras was never able to prove the existence of a general equilibrium. In 1954 Arrow and Debreu ${ }^{1}$ provided a proof of the existence of a general equilibrium in perfectly competitive markets, in which there are no indivisibilities and no increasing returns to scale. Furthermore, in 1971 Arrow and $\mathrm{Hahn}^{2}$ proved the existence of a general equilibrium for an economy with limited increasing returns and monopolistic competition, without indivisibilities. Both proofs are limited to specific market structures and are based on restrictive assumptions, regarding in particular the necessity of 'well-behaved' continuous production and demand functions. Thus the available 'existence proofs' do not hold for the typical real world cases of discontinuities and indivisibilities in production processes. Our current state of knowledge does not enable us to be sure of the existence of a general equilibrium in the real world, which is dominated by oligopolistic firms and production processes which are characterised by indivisibilities. However, the proof of the existence of general equilibrium for a perfectly competitive economy (with no indivisibilities and no increasing returns to scale) is very important, because a perfectly competitive system has certain ideal properties: it results in an efficient allocation of resources, as we will see in section E and in Chapter 23.

Apart from the existence problem, two other problems are associated with an equilibrium: the problem of its stability and the problem of its uniqueness. We will illustrate the nature of these problems in the following section. After this digression we will outline the dynamic process of reaching general equilibrium in perfectly competitive markets, using basic geometrical analysis. In section E we will present a diagrammatic treatment of the simple two-factor, two-commodity, two-consumer general equilibrium model, concentrating on the static properties of such equilibrium in perfectly competitive markets. In the Appendix to this chapter we will extend the general equilibrium model to include any number of factors, commodities and consumers, and we will discuss the problem of introducing money in the Walrasian system.

[^111]
## C. EXISTENCE, UNIQUENESS AND STABILITY OF AN EQUILIBRIUM

Three problems arise in connection with a general equilibrium:

1. Does a general equilibrium solution exist? (Existence problem.)
2. If an equilibrium solution exists, is it unique? (Uniqueness problem.)
3. If an equilibrium solution exists, is it stable? (Stability problem.)

These problems can best be illustrated with the partial-equilibrium example of a demand-supply model. Assume that a commodity is sold in a perfectly competitive market, so that from the utility-maximising behaviour of individual consumers there is a market demand function, and from the profit-maximising behaviour of firms there is a market supply function. An equilibrium exists when at a certain positive price the quantity demanded is equal to the quantity supplied. The price at which $Q_{D}=Q_{s}$ is the equilibrium price. At such a price there is neither excess demand nor excess supply. (The latter is often called negative excess demand.) Thus an equilibrium price can be defined as the price at which the excess demand is zero: the market is cleared and there is no excess demand.

The equilibrium is stable if the demand function cuts the supply function from above. In this case an excess demand drives price up, while an excess supply (excess negative demand) drives the price down (figure 22.2).

The equilibrium is unstable if the demand function cuts the supply function from below. In this case an excess demand drives the price down, and an excess supply drives the price up (figure 22.3).

In figure 22.4 we depict the case of multiple equilibria. It is obvious that at $P_{1}^{e}$ there is a stable equilibrium, while at $P_{2}^{e}$ the equilibrium is unstable. Finally in figure 22.5 an equilibrium (at a positive price) does not exist.

It should be clear from the above discussion that $(a)$ the existence of equilibrium is related to the problem of whether the consumers' and producers' behaviour ensures


Figure 22.2 Unique, stable equilibrium


Figure 22.4 Multiple equilibria


Figure 22.3 Unique, unstable equilibrium


Figure 22.5 No equilibrium exists
that the demand and supply curves intersect (at a positive price); (b) the stability of equilibrium depends on the relationship between the slopes of the demand and supply curves; (c) the uniqueness of equilibrium is related to the slope of the excess demand function, that is, the curve which shows the difference between $Q_{D}$ and $Q_{S}$ at any one price.

In fact the three basic questions related to the existence, stability and uniqueness of an equilibrium can be expressed in terms of the excess demand function:

$$
E_{\left(P_{i}\right)}=Q_{D\left(P_{i}\right)}-Q_{S\left(P_{i}\right)}
$$

To see this we redraw below figures 22.2-22.5 in terms of the excess demand function. For each of these cases we have derived the relevant excess demand function by subtracting $Q_{s}$ from $Q_{D}$ at all prices.


Figure 22.6 Stable equilibrium: slope of $E_{(P)}<0$


Figure 22.7 Unstable equilibrium: slope of $E_{(P)}>0$
From the redrawn diagrams (in conjunction with the corresponding ones 22.2-22.5) we can draw the following conclusions.

1. The excess demand function, $E_{(P)}$, intersects the vertical (price)-axis when there is an equilibrium, that is, when the excess demand is zero. If $Q_{D}=Q_{S}$, then $E_{(P)}=0$.
2. There are as many equilibria as the number of times that the excess demand curve $E_{(P)}$ intersects the vertical price-axis (figure 22.8).
3. The equilibrium is stable if the slope of the excess demand curve is negative at the point of its intersection with the price-axis (figure 22.6).
4. The equilibrium is unstable if the slope of the excess demand curve is positive at the point of its intersection with the price-axis (figure 22.7).
5. If the excess demand function does not intersect the vertical axis at any one price, an equilibrium does not exist (figure 22.9).

The above analysis of the existence, stability and uniqueness in terms of excess demand functions can be extended to general equilibrium analysis. ${ }^{1}$

[^112]

Figure 22.8 Multiple equilibria


Figure 22.9 No equilibrium exists

## D. A Graphical illustration of the path TO GENERAL EQUILIBRIUM

In this section we attempt to show how a simple economy with perfectly competitive production and factor markets will have an inescapable tendency toward a general equilibrium solution.

## Assumptions

1. Two substitute commodities are produced, $X$ and $Y$, by two perfectly competitive industries (markets).
2. There are two factors, capital $K$ and labour $L$, whose markets are perfectly competitive. The quantities of these factors are given (fixed supply).
3. The production functions are continuous, with diminishing marginal rate of factor substitution and decreasing returns to scale.
4. The industry producing $X$ is less capital intensive than the industry producing $Y$. The $K / L$ ratio is smaller in industry $X$.
5. Consumers maximise utility and firms maximise profit.
6. The usual assumptions (of large numbers, homogeneous products and factors, and free entry and exit) of perfect competition hold.
7. The system is initially in equilibrium: in all markets demand is equal to supply at a positive equilibrium price.

Assume that an exogenous change in consumers' tastes shifts the demand for $X$ outwards to the right, from $D_{0}$ to $D_{1}$, causing the price, in the short run, to rise from $P_{0}$ to $P_{1}^{x}$ and the quantity sold to increase by $X_{0} X_{1}$ units (figure 22.10).

Since $X$ and $Y$ are substitutes (ex hypothesi) $)^{1}$ one should expect the increase in the demand for $X$ to be accompanied by a decrease in the demand for $Y .{ }^{2}$ The demand for $Y$ (figure 22.12) shifts to the left, its price drops and the quantity of $Y$ sold decreases by $Y_{1} Y_{0}$ units. (Note that with the assumption of given $K$ and $L$, the economy cannot produce simultaneously increased quantities of both $X$ and $Y$. Hence we must assume that an increase in the demand for $X$ is accompanied by a decrease in the demand for $Y$ : there cannot be an increase in the demand for $X$ without a corresponding concurrent decrease in the demand for $Y$, unless we allow for inflation.)

The increase in $P_{x}$ creates excess profits for the producers of $X$ (figure 22.11) and losses for the producers of $Y$ (figure 22.13). Firms are thus induced to divert resources from the production of $Y$ to the production of $X$. This is shown by the movement
${ }^{1}$ The two commodities cannot be complementary in the $2 \times 2 \times 2$ model.
${ }^{2}$ Since the factors of production are given, a simultaneous increase of both $X$ and $Y$ cannot be dealt without complicating the analysis with inflationary phenomena.


Figure 22.10 Industry $X$


Figure 22.12 Industry $Y$


Figure 22.13 A firm in industry $Y$


Figure 22.14 Production possibility curve
from point $A$ to point $B$ on the production possibility curve (figure 22.14). This shift reflects the effect of the change in consumers' tastes on the decisions of firms. The increase in $P_{x}$ induces the producers of $X$ to increase their quantity in order to maximise their profit, given the increase in marginal revenue. (The reaction of a typical firm in industry $X$ is shown in figure 22.11.) Since every firm in the $X$ industry faces the same price the output of each firm increases (each firm produces on the rising part of its $A C$ ). The sum of the increases in outputs of existing firms is equal to the increase $X_{0} X_{1}$ in figure 22.10.

In industry $Y$ the opposite occurs. The fall in $P_{y}$ induces firms to decrease their quantity. The reaction of a typical firm in industry $Y$ is shown in figure 22.13. The sum of the decreases in output of the individual firms is equal to the decline $Y_{0} Y_{1}$ in figure 22.12.

In the long run excess profits attract entry in industry $X$ and induce exit of firms from industry $Y$. Entry and exit affect the demand for factors of production. The markets for labour and capital used in the production of $X$ are shown in figures 22.15 and 22.17.

The expansion of production by existing firms and the entry of new firms in industry $X$ increases the demand for labour and capital. The $D_{L_{x}}$ and $D_{K_{x}}$ curves shift outwards and $w_{x}$ and $r_{x}$ rise. Employment of these factors rises in industry $X$ (by $L_{0} L_{1}$ and $K_{0} K_{1}$ respectively in figures 22.15 and 22.17). The demand for $L$ and $K$ by a single firm in industry $X$ is shown in figures 22.16 and 22.18. The individual firm can buy any quantity of $L$ and $K$ at the prevailing market price. At the increased price $w_{1}^{x}$ the firm will demand $l_{1}$ of labour (figure 22.16), and at the increased price $r_{1}^{x}$ the firm will demand $k_{1}$ of capital (figure 22.18).


Figure 22.15
Labour market for industry $X$


Figure 22.17 Market for capital in industry $X$


Figure 22.18 Demand for capital by a firm in industry $X$

The situation in the labour and capital markets for the industry $Y$ will be the reverse. The surviving firms in this industry will reduce their demand for both factors, while the exit of firms in the long run will further reduce the demand for these inputs. The situation for the factor markets in industry $Y$ is shown in figures 22.19 and 22.21. The case of a single firm in industry $Y$ is depicted in figures 22.20 and 22.22 .

The above change in the demands for factors in the two industries leads to disequilibrium, because the prices of $L$ and $K$ have risen in the factor markets for industry $X$, while $w$ and $r$ have fallen in the factor markets of industry $Y$. However, in perfect factor markets the disequilibrium will be self-correcting, since in the long run there is perfect mobility of factors between the different markets. Thus the owners of $L$ and $K$ will withdraw their services from the $Y$ industry and will seek to have them employed by firms in the $X$ industry where $w$ and $r$ are higher.

The above reactions (mobility) of factor suppliers will result in an upward shift of the supply curve of factors in industry $Y$ and a downward shift of the supply curves of factors in industry $X$. The shifts are shown in figures 22.15, 22.17, 22.19 and 22.21.

With the assumption that $X$ is more capital intensive than commodity $Y$ the prices of factors will not return to their original levels, $w$ and $r$ will be equalised in the two industries, but the wage level will be higher in the new equilibrium while the price of capital $r$ will be lower in the final equilibrium (this is shown by the point 3 in figures $22.15,22.17,22.19,22.21)$. The assumption of different factor intensities $\left((K / L)_{x}<\right.$ $\left.(K / L)_{y}\right)$ has the following repercussions. The demand of the $X$ industry for labour is stronger than the demand for capital. The release of labour by industry $Y$ is smaller than the rate required by $X$, while the release in capital is larger than the increased need for this factor by industry $X$. Thus overall the demand for labour will be higher than initially and $w$ will rise. The opposite will occur in the market for capital, where the new equilibrium $r$ will be lower than in the initial situation.

As a result of the new factor prices the individual firms in each industry will adjust their demands for labour and capital. In figures 22.16, 22.18, 22.20 and 22.22 the individual firms are in equilibrium at the points denoted by the digit (3).

The entry on firms in industry $X$ shifts the supply curve downwards to $S_{1}$ (figure 22.10). The final equilibrium price of $X$ is lower than in the short run, but higher than in the original equilibrium. The $X$ industry is an increasing cost industry.

The exit of firms from industry $Y$ shifts the supply of this industry upwards (figure 22.12). The final equilibrium price $P_{2}$ is higher than the short-run price $P_{1}$, but lower than the initial equilibrium level $P_{0}$. Industry $Y$ is also an increasing cost industry.

Given the new product prices the individual firms will adjust (independently) their outputs. Firms in industry $X$ will be producing an output lower than in the short run, but higher than in the initial equilibrium (figure 22.11). Firms in industry $Y$ will be producing an output higher than in the short run, but lower than in the initial situation (figure 22.13). The changes in $w$ and $r$ cause the $L A C$ of firms in $X$ to shift


Figure 22.19
Labour market for industry $Y$


Figure 22.21 Market for capital for industry $Y$


Figure 22.20 Demand for labour by a firm in industry $Y$


Figure 22.22 Demand for capital by a firm in industry $Y$
upwards ( $X$ is more labour intensive, and $w$ has risen), and the LAC of firms in $Y$ to shift downward ( $Y$ is more capital intensive, and $r$ has fallen). Thus in the long run the firms earn just normal profits.

It should be noted that the above-described path towards a general equilibrium would be modified if, apart from the exogenous changes, we take into account possible induced changes, generated by the adjustments in the system. For example, in our simple model we saw that in the new equilibrium wages were higher and the price of capital lower than initially. If we accept the fact that wage earners have a higher propensity to consume than other factor owners, there will be a further (induced) increase in the demand for $X$, shifting the demand curve to $D_{2}$ in figure 22.10. From this point we can start tracing the additional changes in all other markets, as previously.

The above discussion is not a formal proof of the existence or stability of a general equilibrium. However, the assumption of perfect competition was adequate to enable us to see that the shifts in the supply and demand curves are not random, but precisely interrelated. ${ }^{1}$ The curves will continue to shift so long as disequilibria exist. When an equilibrium is attained simultaneously in all markets and among all economic decision-makers within the markets, we say that a general equilibrium exists throughout the entire economy, and the movement of curves will cease until another exogenous force disturbs the system.

In summary: We started from an initial equilibrium, which was disturbed by an exogenous change in tastes. We traced the interactions of markets and individual decision-makers, in perfect product and factor markets. The system under our assumptions generated reactions which led to a new equilibrium. It should be stressed that this effect is certain only with perfectly competitive markets and continuous production functions with decreasing returns to scale. If the system is not perfectly competitive we cannot be sure that a general equilibrium will be attained. The changes in initial conditions will be reflected in the various markets, but the economic signals are likely to be weaker. For example, in imperfect competition firms produce where $P>M C$. A shift in the demand for $X$ will tend to increase production in this industry, but given $P>M C$, factors will tend to be underemployed in the $X$ industry, and a rise in wages may create disequilibrium in the resource markets, leading to further disequilibria elsewhere in the system.

## E. A GRAPHICAL TREATMENT OF THE TWO-FACTOR, TWO-COMMODITY, TWO-CONSUMER $(2 \times 2 \times 2)$ GENERAL EQUILIBRIUM MODEL

In this section we use graphical analysis to show the general equilibrium of a simple economy in which there are two factors of production, two commodities (each produced by a firm) and two consumers. This is known as the $2 \times 2 \times 2$ general equilibrium model. ${ }^{2}$

Throughout this section we will restrict our analysis to the perfectly competitive market system, since with free competition it has been proved that a general equilibrium solution exists (given some additional assumptions about the form of the production and demand functions). ${ }^{3}$ Furthermore we will be concerned with the static

[^113]properties of general equilibrium and not with the dynamic process of reaching the state of such an equilibrium, the latter having been sketched in the preceding section.

## 1. The assumptions of the $2 \times 2 \times 2$ model

1. There are two factors of production, labour $(L)$ and capital ( $K$ ), whose quantities are given exogenously. These factors are homogeneous and perfectly divisible.
2. Only two commodities are produced, $X$ and $Y$. Technology is given. The production functions of the two commodities are represented by two isoquant maps, with the usual properties. The isoquants are smooth and convex to the origin, implying diminishing marginal rate of factor (technical) substitution along any isoquant. Each production function exhibits constant returns to scale. Finally, it is assumed that the two production functions are independent: there are no external economies or diseconomies for the production activity of one product arising from the production of the other. ${ }^{1}$
3. There are two consumers in the economy, $A$ and $B$, whose preferences are represented by ordinal indifference curves, which are convex to the origin, exhibiting diminishing marginal rate of substitution between the two commodities. It is assumed that consumer choices are independent: the consumption patterns of $A$ do not affect $B$ 's utility, and vice versa. Bandwagon, snob, Veblenesque and other 'external' effects are ruled out. ${ }^{2}$ Finally, it is assumed that the consumers are sovereign, in the sense that their choice is not influenced by advertising or other activities of the firms.
4. The goal of each consumer is the maximisation of his own satisfaction (utility), subject to his income constraint.
5. The goal of each firm is profit maximisation, subject to the technological constraint of the production function.
6. The factors of production are owned by the consumers.
7. There is full employment of the factors of production, and all incomes received by their owners ( $A$ and $B$ ) are spent.
8. There is perfect competition in the commodity and factor markets. Consumers and firms pursue their goals faced by the same set of prices $\left(P_{x}, P_{y}, w, r\right)$.

In this model a general equilibrium is reached when the four markets (two commodity markets and two factor markets) are cleared at a set of equilibrium prices ( $P_{x}$, $P_{y}, w, r$ ) and each participant economic agent (two firms and two consumers) is simultaneously in equilibrium. The general equilibrium solution thus requires the determination of the values of the following variables:

The total quantities of the two commodities $X$ and $Y$, which will be produced by firms and bought by the consumers.

The allocation of the given $K$ and $L$ to the production of each commodity ( $K_{x}, K_{y}$, $L_{x}, L_{y}$ ).

The quantities of $X$ and $Y$ which will be bought by the two consumers $\left(X_{A}, X_{B}\right.$, $Y_{A}, Y_{B}$ ).

The prices of commodities ( $P_{x}$ and $P_{y}$ ) and of the factors of production (wage $w$, and rental of capital $r$ ).

The distribution of factor ownership between the two consumers ( $K_{A}, K_{B}, L_{A}, L_{B}$ ). The quantities of factors multiplied by their prices define the income distribution between $A$ and $B$, and hence their budget constraint.
${ }^{1}$ The effects of externalities in production are discussed in Chapter 23.
${ }^{2}$ The effects of externalities in consumption are discussed in Chapter 23.
2. Static properties of a general equilibrium state (CONFIGURATION)

Three static properties are observed in a general equilibrium solution, reached with a free competitive market mechanism:
(a) Efficient allocation of resources among firms (equilibrium of production).
(b) Efficient distribution of the commodities produced between the two consumers (equilibrium of consumption).
(c) Efficient combination of products (simultaneous equilibrium of production and consumption).

These properties are called marginal conditions of Pareto optimality or Pareto efficiency. A situation is defined as Pareto optimal (or efficient) if it is impossible to make anyone better-off without making someone worse-off. The concept of Pareto optimality will be discussed in detail in Chapter 23. In the following paragraphs we discuss briefly the three optimality properties that are observed in a general equilibrium state.

## (a) Equilibrium of production (efficiency in factor substitution)

Equilibrium of production requires the determination of the efficient distribution of the available productive factors among the existing firms (efficiency in factor substitution).

From Chapter 3 we know that the firm is in equilibrium if it chooses the factor combination (for producing the most lucrative level of output) which minimises its cost. Thus the equilibrium of the firm requires that

$$
\left[\begin{array}{c}
\text { slope of } \\
\text { isoquant }
\end{array}\right]=\left[\begin{array}{c}
\text { slope of } \\
\text { isocost }
\end{array}\right]
$$

or

$$
M R T S_{L, K}=\frac{w}{r}
$$

where $w$ and $r$ are the factor prices prevailing in the market and MRTS is the marginal rate of technical substitution between the factors.

The joint equilibrium of production of the two firms in our simple model can be derived by the use of the Edgeworth box of production. ${ }^{1}$ On the axes of this construct we measure the given quantities of the factors of production, $\bar{K}$ and $\bar{L}$ (figure 22.23). The isoquants of commodity $X$ are plotted with origin the south-west corner and the isoquants of $Y$ are plotted with origin the north-east corner. The locus of points of tangency of the $X$ and $Y$ isoquants is called the Edgeworth contract curve of production. ${ }^{2}$ This curve is of particular importance because it includes the efficient allocations of $K$ and $L$ between the firms.

Each point of the Edgeworth box shows a specific allocation of $K$ and $L$ in the production of commodities $X$ and $Y$. Such an allocation defines six variables: the
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Figure 22.23 Edgeworth box of production
amounts of $Y$ and $X$ produced and the amounts of capital and labour allocated to the production of $Y$ and $X$. For example point $Z$ shows that:
$X_{3}$ is the quantity produced of commodity $X$
$Y_{2}$ is the quantity produced of commodity $Y$
$K_{x}$ is the amount of capital allocated to the production of $X_{3}$
$K_{y}$ is the amount of capital allocated to the production of $Y_{2}$
$L_{x}$ is the amount of labour allocated to the production of $X_{3}$
$L_{y}$ is the amount of labour allocated to the production of $Y_{2}$
However, not all points of the Edgeworth box represent efficient allocations of the available resources. Given that $K$ and $L$ are limited in supply, their use should produce the greatest possible output. An allocation of inputs is efficient if the produced combination of $X$ and $Y$ is such that it is impossible to increase the production of one commodity without decreasing the quantity of the other. ${ }^{1}$ From figure 22.23 we see that efficient production takes place on the Edgeworth contract curve. It is impossible to move to a point off this curve without reducing the quantity of at least one commodity. Point $Z$ is a point of inefficient production, since a reallocation of $K$ and $L$ between the two commodities (or firms) such as to reach any point from $a$ to $b$ leads to a greater production of one or both commodities.

Since the Edgeworth contract curve of production is the locus of tangencies of the $X$ and $Y$ isoquants, at each one of its points the slopes of the isoquants are equal:

$$
\left[\begin{array}{c}
\text { slope of } \\
X \text { isoquant }
\end{array}\right]=\left[\begin{array}{c}
\text { slope of } \\
Y \text { isoquant }
\end{array}\right]
$$

or

$$
M R T S_{L, K}^{x}=M R T S_{L, K}^{y}
$$

In our simple general equilibrium model the firms, being profit maximisers in competitive markets, will be in equilibrium only if they produce somewhere on the Edgeworth contract curve. This follows from the fact that the factor prices facing the

[^115]producers are the same, and their profit maximisation requires that each firm equates its $M R T S_{L, K}$ with the ratio of factor prices $w / r$ :
\[

$$
\begin{equation*}
M R T S_{L, K}^{x}=M R T S_{L, K}^{y}=\frac{w}{r} \tag{1}
\end{equation*}
$$

\]

In summary. The general equilibrium of production occurs at a point where the $M R T S_{L, K}$ is the same for all the firms, that is, at a point which satisfies the Paretooptimality criterion of efficiency in factor substitution: the general equilibrium of production is a Pareto-efficient allocation of resources. The production equilibrium is not unique, since it may occur at any point along the Edgeworth contract curve: there is an infinite number of possible Pareto-optimal production equilibria. However, with perfect competition, one of these equilibria will be realised, the one at which the ('equalised' between the firms) $M R T S_{L, K}$ is equal to the ratio of the market factor prices $w / r$. That is, with perfect competition general equilibrium of production occurs where condition (1) is satisfied.

If the factor prices are given, from the Edgeworth box of production we can determine the amounts of $X$ and $Y$ which maximise the profits of firms. However, in a general equilibrium, these quantities must be equal to those which consumers want to buy in order to maximise their utility. Consumers decide their purchases on the basis of the prices of commodities, $P_{x}$ and $P_{y}$. Thus, in order to bring together the production side of the system with the demand side, we must define the equilibrium of the firms in the product space, using as a tool the production possibility curve of the economy. ${ }^{1}$ This is derived from the Edgeworth contract curve of production, by mapping its points on a graph on whose axes we measure the quantities of the final commodities $X$ and $Y$. From each point of the Edgeworth contract curve of production we can read off the maximum obtainable quantity of one commodity, given the quantity of the other. For example, point $a$ in figure 22.23 shows that, given the quantity of $X$ is $X_{3}$, the maximum quantity of $Y$ that can be produced (with the given factors $\bar{K}$ and $\bar{L}$ ) is $Y_{3}$. The $X_{3}, Y_{3}$ combination is presented by point $a^{\prime}$ in figure 22.24. Similarly, point $b$ of the Edgeworth contract curve of production shows that, given $X_{4}$, the maximum amount of $Y$ that the economy can produce is $Y_{2}$. Point $b^{\prime}$ in figure 22.24 is the mapping of $b$ from the factor space to the production space.


Figure 22.24 Production possibility curve

[^116]In summary, the production possibility curve of an economy is the locus of all Pareto-efficient outputs, given the resource endownment ( $\bar{K}$ and $\bar{L}$ ) and the state of technology. This curve shows the maximum quantity of a good obtainable, given the quantity of the other good. At any point on the curve all factors are optimally (efficiently) employed. Any point inside the curve is technically inefficient, implying unemployed resources. Any point above the curve is unattainable, unless additional resources or a new technology or both are found.

The production possibility curve is also called the product transformation curve because it shows how a commodity is 'transformed' into another, by transferring some factors from the production of one commodity to the other.

The negative of the slope of the production possibility curve is called the marginal rate of (product) transformation, MRP $T_{x, y}$ and it shows the amount of $Y$ that must be sacrificed in order to obtain an additional unit of $X$. The economic meaning of the transformation curve is the rate at which a commodity can be transformed into another. By definition

$$
M R P T_{x, y}=-\frac{d Y}{d X}
$$

Since $d Y / d X$ is negative, the MRPT is a positive number. It can be shown that the $M R P T_{x, y}$ is equal to the ratio of the marginal costs of the two products

$$
M R P T_{x, y}=-\frac{d Y}{d X}=\frac{M C_{x}}{M C_{y}}
$$

Proof
(1) By definition

$$
M C_{x}=\frac{d\left(T C_{x}\right)}{d X}
$$

and

$$
\begin{equation*}
M C_{y}=\frac{d\left(T C_{y}\right)}{d Y} \tag{1a}
\end{equation*}
$$

(2) Dividing these expressions we obtain

$$
\begin{equation*}
\frac{M C_{x}}{M C_{y}}=\frac{d\left(T C_{x}\right)}{d\left(T C_{y}\right)} \cdot \frac{d Y}{d X} \tag{2a}
\end{equation*}
$$

(3) But

$$
d\left(T C_{x}\right)=w \cdot\left(d L_{x}\right)+r \cdot\left(d K_{x}\right)
$$

and

$$
d\left(T C_{y}\right)=w \cdot\left(d L_{y}\right)+r \cdot\left(d K_{y}\right)
$$

so that

$$
\begin{equation*}
\frac{d\left(T C_{x}\right)}{d\left(T C_{y}\right)}=\frac{w \cdot\left(d L_{x}\right)+r \cdot\left(d K_{x}\right)}{w \cdot\left(d L_{y}\right)+r \cdot\left(d K_{y}\right)} \tag{3a}
\end{equation*}
$$

(4) In order to remain on the PPC the factors released from the decrease in commodity $Y$ must be equal to the factors absorbed by the increase in the production of $X$, that is

$$
d L_{x}=-d L_{y}
$$

and

$$
\begin{equation*}
d K_{x}=-d K_{y} \tag{4a}
\end{equation*}
$$

Substituting (4) in (3) we find

$$
\begin{equation*}
\frac{d\left(T C_{x}\right)}{d\left(T C_{y}\right)}=\frac{w \cdot\left(-d L_{y}\right)+r \cdot\left(-d K_{y}\right)}{w \cdot\left(d L_{y}\right)+r \cdot\left(d K_{y}\right)}=-1 \tag{5a}
\end{equation*}
$$

(5) Finally, substituting (5) in (2), we obtain

$$
\frac{M C_{x}}{M C_{y}}=(-1) \frac{d Y}{d X}=-\frac{d Y}{d X}=(\text { slope of } P P C)=M R P T_{x, y}
$$

Q.E.D.

In perfect competition the profit-maximising producer equates the price of the commodity produced to the long-run marginal cost of production:

$$
M C_{x}=P_{x} \quad \text { and } \quad M C_{y}=P_{y}
$$

Therefore the slope of the production possibility curve is also equal to the ratio of the prices at which $X$ and $Y$ will be supplied by perfectly competitive industries:

$$
\begin{equation*}
M R P T_{x, y}=\frac{M C_{x}}{M C_{y}}=\frac{P_{x}}{P_{y}} \tag{2}
\end{equation*}
$$

Given the commodity prices, general equilibrium of production is reached at the point on the production transformation curve that has a slope equal to the ratio of these prices. Such a general equilibrium of production is shown in figure 22.25. Assume that the market prices of commodities define the slope of the line $A B$. The ratio $0 A / 0 B$ measures the ratio of the marginal cost of and hence the supply price of $X$ to that of $Y$.

The general equilibrium product-mix from the point of view of firms is given by point $T$. The two firms are in equilibrium producing the levels of output $Y_{e}$ and $X_{e}$.


Figure 22.25 General equilibrium of production with perfect competition

## (b) Equilibrium of consumption (efficiency in distribution of commodities)

We must now show how each consumer, faced with the market prices $P_{x}$ and $P_{y}$, reaches equilibrium, that is, maximises his satisfaction. From the theory of consumer
behaviour (Chapter 2) we know that the consumer maximises his utility by equating the marginal rate of substitution of the two commodities (slope of his indifference curves) to the price ratio of the commodities. Thus the condition for consumer equilibrium is

$$
M R S_{x, y}=\frac{P_{x}}{P_{y}}
$$

Since both consumers in perfectly competitive markets are faced with the same prices the condition for joint or general equilibrium of both consumers is

$$
\begin{equation*}
M R S_{x, y}^{A}=M R S_{x, y}^{B}=\frac{P_{x}}{P_{y}} \tag{3}
\end{equation*}
$$

This general equilibrium of consumption for the product mix $Y^{e}, X^{e}$ is shown in figure 22.26. We construct an Edgeworth box for consumption with the precise dimensions $Y^{e}$ and $X^{e}$ by dropping from point $T$ (on the product transformation curve) lines parallel to the commodity axes. We next plot the indifference curves of consumer $A$ with origin the south-west corner, and the indifference curves of $B$ with origin the north-east corner.


Figure 22.26

Any point in the Edgeworth consumption box shows six variables: the total quantities $Y^{e}$ and $X^{e}$, and a particular distribution of these quantities between the two consumers. However, not all distributions are efficient in the Pareto sense. A Paretoefficient distribution of commodities is one such that it is impossible to increase the utility of one consumer without reducing the utility of the other. ${ }^{1}$ From figure 22.26 it is seen that only points of tangency of the indifference curves of the two consumers represent Pareto-efficient distributions. The locus of these points is called the Edgeworth contract curve of consumption. It should be clear that at each point of this curve the following equilibrium condition is satisfied

$$
M R S_{x, y}^{A}=M R S_{x, y}^{B}
$$

[^117]Thus for a given product-mix (such as $T$, which we are considering) there is an infinite number of possible Pareto-optimal equilibria of distribution: the equilibrium of consumption is not unique, since it can occur at any point of the contract curve of consumption. However, with perfect competition, only one of these points is consistent with the general equilibrium of the system. This is the point of the contract curve where the ('equalised') $M R S_{x, y}$ of the consumers is equal to the price ratio of the commodities, that is, where condition (3) is fulfilled.

In figure 22.26 the equilibrium of the consumers is defined by point $T^{\prime}$. Consumer $A$ reaches the utility level implied by the indifference curve $A_{2}$, buying $0 M$ of $X$ and $0 N$ of $Y$. Consumer $B$ reaches the utility level implied by the indifference curve $B_{4}$, buying the remaining quantities $M X_{e}$ of $X$ and $N Y_{e}$ of $Y$.
(c) Simultaneous equilibrium of production and consumption (efficiency in product-mix)

From the discussion of the preceding two sections it follows that the general equilibrium of the system as a whole requires the fulfilment of a third condition, namely that the marginal rate of product transformation (slope of the PPC) be equal to the marginal rate of substitution of the two commodities between the consumers

$$
M R P T_{x, y}=M R S_{x, y}^{A}=M R S_{x, y}^{B}
$$

In perfect competition this condition is satisfied, since, from expression (2)

$$
M R P T_{x, y}=\frac{P_{x}}{P_{y}}
$$

and from expression (3)

$$
M R S_{x, y}^{A}=M R S_{x, y}^{B}=\frac{P_{x}}{P_{y}}
$$

so that

$$
\begin{equation*}
M R P T_{x, y}=M R S_{x, y}^{A}=M R S_{x, y}^{B} \tag{4}
\end{equation*}
$$

This is the third condition of Pareto efficiency. It refers to the efficiency of product substitution (or optimal composition of output). Since the MRPT shows the rate at which a good can be transformed into another in production, and the MRS shows the rate at which the consumers are willing to exchange one good for another, the system is not in equilibrium unless the two ratios are equal. Only then the production sectors' plans are consistent with the household sectors' plans, and the two are in equilibrium. A simple numerical example may illustrate the argument. Suppose that the $M R P T_{x, y}$ is $2 Y / X$, while the $M R S_{x, y}=Y / X$. The economy can produce two units of $Y$ by sacrificing one unit of $X$, while the consumers are willing to exchange one unit of $X$ for one unit of $Y$. In figure 22.27 the inequality of the two ratios is shown by points $c$ and $d$.

Apparently firms produce a smaller quantity of $Y$ and a larger quantity of $X$ relative to the preferences of the consumers. Given the assumption of consumer sovereignty, firms must reduce $X$ and increase the production of $Y$ for the attainment of general equilibrium.

The economic meaning of the third efficiency criterion is that the combination of outputs must be optimal from both the consumers' and the producers' point of view.


Figure $22.27 M R P T_{x, y}=2 Y / X, \quad M R S_{x, y}=Y / X$. Disequilibrium of production and consumption

In summary, with perfect competition (and no discontinuities and with constant returns to scale) the simple two-factor, two-commodity, two-consumer system has a general equilibrium solution, in which three Pareto-efficiency conditions are satisfied:

1. The MRS between the two goods is equal for both consumers. This efficiency in distribution implies optimal allocation of the goods among consumers.
2. The MRTS between the two factors is equal for all firms. This efficiency in factor substitution implies optimal allocation of the factors among the two firms.
3. The $M R S$ and the MRPT are equal for the two goods. This efficiency in productmix implies optimal composition of output in the economy and thus optimal allocation of resources. ${ }^{1}$

Whether such a general equilibrium solution (on the $P P C$ ) is desirable for the society as a whole is another question, which is the core of Welfare Economics. In the next chapter we will be concerned with the significance for the economic welfare (of the society as a whole) of the existence of a general equilibrium solution reached with perfect competition.

## 3. General equilibrium and the allocation of resources

In figure 22.26 the general equilibrium solution is shown by points $T$ (on the production possibility curve) and $T^{\prime}$ (on the Edgeworth contract curve). These points define six of the 'unknowns' of the system, namely the quantities to be produced of the two commodities ( $X_{e}$ and $Y_{e}$ ), and their distribution among the two consumers $\left(X_{e}^{A}, X_{e}^{B}, Y_{e}^{A}, Y_{e}^{B}\right)$. In this section we examine the determination of the allocation of resources between $X$ and $Y$. The determination of the remaining unknowns (prices of factors and commodities, and the distribution of income between the two consumers) is examined in two separate sections below.

Point $T$ on the production transformation curve (figure 22.26) defines the equilibrium product mix $Y_{e}$ and $X_{e}$. Recalling that the PPC is the locus of points of the Edgeworth contract curve of production mapped on the product space, point $T$ corresponds to a given point on this contract curve, say $T^{\prime \prime}$ in figure 22.28. Thus $T^{\prime \prime}$ defines the allocation of the given resource endowments in the production of the
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Figure 22.28 Allocation of resources to the production of $X_{e}$ and $Y_{e}$
general equilibrium commodity mix. The production of $X_{e}$ absorbs $L_{x}$ of labour and $K_{x}$ of capital, while $Y_{e}$ employs the remaining quantities of factors of production, $L_{y}$ and $K_{y}$. Thus four more 'unknowns' have been defined from the general equilibrium solution.

## 4. Prices of commodities and factors

The next step in our analysis is to show the determination of prices in the general equilibrium model, under perfect competition.

In the simple $2 \times 2 \times 2$ model there are four prices to be determined, two commodity prices, $P_{x}$ and $P_{y}$, and two factor prices, the wage rate $w$, and the rental of capital $r$. We thus need four independent equations. ${ }^{1}$ However, given the assumptions of the simple model, we can derive only three independent relations.

1. Profit maximisation by the individual firm implies least-cost production of the profit-maximising output. This requires that the producer adjusts his factor mix until the MRTS of labour for capital equals the $w / r$ ratio:

$$
\begin{equation*}
M R T S_{L, K}^{x}=\frac{w}{r}=M R T S_{L, K}^{y} \tag{5}
\end{equation*}
$$

In other words the individual producer maximises his profit at points of tangency between the isoquants and isocost lines whose slope equals the factor price ratio.
2. In perfect factor and output markets the individual profit-maximising producer will employ each factor up to the point where its marginal physical product times the price of the output it produces just equals the price of the factor

$$
\begin{align*}
& w=\left(M P P_{L, x}\right) \cdot\left(P_{x}\right)=\left(M P P_{L, y}\right) \cdot\left(P_{y}\right)  \tag{6}\\
& r=\left(M P P_{K, x}\right) \cdot\left(P_{x}\right)=\left(M P P_{K, y}\right) \cdot\left(P_{y}\right) \tag{7}
\end{align*}
$$

3. The individual consumer maximises his utility by purchasing the output mix which puts him on the highest indifference curve, given his income constraint. In other words maximisation of utility if attained when the budget line, whose slope is equal to the ratio of commodity prices $P_{x} / P_{y}$, is tangent to the highest utility curve, whose slope is the marginal rate of substitution of the two commodities

$$
\begin{equation*}
M R S_{y, x}^{A}=\frac{P_{y}}{P_{x}}=M R S_{y, x}^{B} \tag{8}
\end{equation*}
$$

${ }^{1}$ Note that the graphical analysis of the general equilibrium solution required the ratios of the input prices. The absolute values of prices were of no importance in our simple model, where the equilibrium of firms and consumers is attained by equating ratios of prices to various transformation (of commodities) and substitution (of factors) ratios.

Although we have four relations between the four prices, one of them is not independent. Because, dividing (6) and (7), we obtain

$$
\frac{w}{r}=\frac{M P P_{L, x}}{M P P_{K, x}}=\frac{M P P_{L, y}}{M P P_{K, y}}=M R T S_{L, K}
$$

which is the same as expression (5). Thus we have three independent equations in four unknowns. Apparently the absolute values of $w, r, P_{x}$ and $P_{y}$ are not uniquely determined (although the general equilibrium solution is unique).

Prices in the Walrasian system are determined only up to a ratio or a scale factor. We can express any three prices in terms of the fourth, which we choose arbitrarily as a numéraire or unit of account. For example assume that we choose $P_{x}$ as the numéraire.

The remaining three prices can be determined in terms of $P_{x}$ as follows:
From (5) we obtain

$$
\begin{equation*}
w=r\left(M R T S_{L, K}\right) \tag{9}
\end{equation*}
$$

From the first part of expression (7) we have

$$
\begin{equation*}
r=\left(M P P_{K, x}\right) P_{x} \tag{10}
\end{equation*}
$$

Substituting (10) in (9) we obtain

$$
\begin{equation*}
w=\left(M R T S_{L, K}\right)\left(M P P_{K, x}\right) P_{x} \tag{11}
\end{equation*}
$$

Finally from (8) we obtain

$$
\begin{equation*}
P_{y}=\left(M R S_{y, x}\right)\left(P_{x}\right) \tag{12}
\end{equation*}
$$

Equations (10), (11) and (12) give the relative prices $w, r$ and $P_{y}$, that is, the prices relative to the numéraire $P_{x}$ :

$$
\begin{align*}
\frac{P_{y}}{P_{x}} & =\left(M R S_{y, x}\right)  \tag{13}\\
\frac{w}{P_{x}} & =\left(M R T S_{L, K}\right)\left(M P P_{K, x}\right)  \tag{14}\\
\frac{r}{P_{x}} & =\left(M P P_{K, x}\right) \tag{15}
\end{align*}
$$

The terms in brackets are known values, that is, values determined by the general equilibrium solution and the maximising behaviour of economic decision-makers with a given state of technology and given tastes.

Note that any good can serve as numéraire, and the change of numéraire leaves the relative prices unaffected. We can also assign any numerical value to the price of the numéraire. For convenience $P_{x}$ is assigned the value of 1 . But if, for example, we choose to set $P_{x}=£ b$, then the price of $y$ in $£$ will be:

$$
\hat{P}_{y}=b \cdot \frac{P_{y}}{P_{x}} \text { (pounds) }
$$

This, however, does not mean that the absolute level of the prices of the system is determined. It simply illustrates the fact that we can assign to the price of the numéraire any value we choose.

The reason that the prices are determined only up to a ratio is that money has not been introduced in the system as a commodity used for transactions or as a store of
wealth. In a system with perfect certainty, where, for example, nobody would think of holding money, only relative prices matter. The three equations (13)-(15) establish the price ratios implied by the unique general equilibrium solution, and the absolute values of prices are of no importance. However, the general equilibrium model can be completed by adding one (or more) monetary equation. Then the absolute values of the four prices can be determined. Unless a market for money is explicitly introduced, the price side of the model depends on an endogenous numeraire. Some attempts to introduce money in the system are discussed in the Appendix to this chapter.

## 5. Factor ownership and income distribution

For the simultaneous equilibrium of production and consumption, consumers must earn the 'appropriate' incomes in order to be able to buy the quantities of the two commodities $\left(X_{A}, X_{B}, Y_{A}, Y_{B}\right)$ implied by point $T$ in figure 22.26.

Consumers' income depends on the distribution of factor ownership (quantities of factors which they own) and on factor prices. We saw in the preceding paragraph that the prices of factors are determined only up to a ratio. This, however, is adequate for the required income distribution, if the ownership of factors by $A$ and $B$ is determined. For this purpose we require four independent relations, given that we have four unknowns ( $K_{A}, K_{B}, L_{A}, L_{B}$ ).

From the assumption of constant returns to scale we can make use of Euler's 'product exhaustion theorem' (see Chapter 21). This postulates that, with constant returns to scale, the total factor income is equal to the total value of the product of the economy (in perfect factor markets, where inputs are paid their marginal product): ${ }^{1}$

$$
\begin{equation*}
\left[\left(P_{x}\right)(X)+\left(P_{y}\right)(Y)\right]=[w L+r K] \tag{16}
\end{equation*}
$$

or
[value of total output] $=$ [total factor income]
${ }^{1}$ To illustrate Euler's exhaustion theorem we use the specific form of the Cobb-Douglas production function, which we developed in Chapter 3. For one product we have

$$
X=b_{0} \cdot L^{b_{1}} \cdot K^{b_{2}}
$$

In Chapter 3 we saw that the sum $b_{1}+b_{2}$ provides a measure of the returns to scale.
If $b_{1}+b_{2}=1$ there are constant returns to scale. We also showed that $b_{1}$ and $b_{2}$ are the elasticities of output with respect to the factor inputs

$$
b_{1}=\frac{\partial X}{\partial L} \cdot \frac{L}{X} \quad \text { and } \quad b_{2}=\frac{\partial X}{\partial K} \cdot \frac{K}{X}
$$

where

$$
\frac{\partial X}{\partial L}=M P P_{L} \quad \text { and } \quad \frac{\partial X}{\partial K}=M P P_{K}
$$

In perfect factor markets

$$
w=\frac{\partial X}{\partial L} \cdot P \quad \text { and } \quad r=\frac{\partial X}{\partial K} \cdot P
$$

Thus we may write

The income of each consumer is, by definition, spent, so that

$$
\begin{align*}
{\left[w L_{A}+r K_{A}\right] } & =\left[\left(P_{x}\right)\left(X_{A}\right)+\left(P_{y}\right)\left(Y_{A}\right)\right]  \tag{17}\\
{\left[w L_{B}+r K_{B}\right] } & =\left[\left(P_{x}\right)\left(X_{B}\right)+\left(P_{y}\right)\left(Y_{B}\right)\right] \tag{18}
\end{align*}
$$

Finally by the assumption of full employment of factors of production we have

$$
\begin{array}{r}
L_{A}+L_{B}=L \\
K_{A}+K_{B}=K \tag{20}
\end{array}
$$

The above five equations give only three independent relations, (16), (19) and (20), because the addition of (17) and (18) is implied by Euler's theorem:

$$
w\left(L_{A}+L_{B}\right)+r\left(K_{A}+K_{B}\right)=P_{x}\left(X_{A}+X_{B}\right)+P_{y}\left(Y_{A}+Y_{B}\right)
$$

or

$$
w L+r K=\left(P_{x}\right)(X)+\left(P_{y}\right)(Y)
$$

Thus we have three independent equations in four unknowns ( $K_{A}, K_{B}, L_{A}, L_{B}$ ), whose values cannot be uniquely determined. The general equilibrium solution does not give absolute values for the distribution of ownership of the factors and money incomes between consumers $A$ and $B$. This indeterminacy can be resolved only partly if one fixes arbitrarily the value of one of the four factor endowments, and then allocate the remaining three so as to make the individual incomes of $A$ and $B$ such as to lead them willingly to the consumption pattern implied by point $T^{\prime}$ in figure 22.26. It should be clear that different distribution of resources among the two consumers can result in different product combinations, that is, different general equilibrium solutions. (See also Chapter 23.)

The conclusion of this paragraph may be summarised as follows. The general equilibrium solution defines the total value of the product in the economy. With constant returns to scale this value is equal to the total income of the consumers. However, the individual incomes of $A$ and $B$ are not uniquely determined endogenously. One has to make a consistent assumption about the factor ownership

$$
b_{1}=\frac{w L}{P X}=\text { share of } L \quad \text { and } \quad b_{2}=\frac{r K}{P X}=\text { share of } K
$$

Summing, we obtain

$$
\left(b_{1}+b_{2}\right)=\frac{w L}{P X}+\frac{r K}{P X}
$$

With constant returns to scale we have

$$
1=\frac{w L}{P X}+\frac{r K}{P X}
$$

so that

$$
P X=w L+r K
$$

or

$$
\left[\begin{array}{c}
\text { value } \\
\text { of output }
\end{array}\right]=\left[\begin{array}{c}
\text { income } \\
\text { of } L
\end{array}\right]+\left[\begin{array}{c}
\text { income } \\
\text { of } K
\end{array}\right]
$$

Thus with constant returns to scale and perfect factor markets, the incomes of inputs exhaust the value of the output.
distribution among the two consumers, so that their incomes are compatible with the purchasing pattern of $X_{e}$ and $Y_{e}$ implied by the general equilibrium solution ( $T$ and $T^{\prime}$ in figure 22.26).

It should be stressed that the above result of factor and income distribution follows from the assumption of fixed amounts of $L$ and $K$ owned by the consumers and supplied to the firms irrespective of prices. The factor supplies did not depend (in this simple model) on the prices of factors and the prices of commodities. The model could be solved simultaneously for input allocations among $X$ and $Y$, total output mix and commodity-distribution between the two consumers, and only subsequently could we superimpose on this solution the ownership of factors and money-income distribution problem. In the Appendix to this chapter we will abandon the fixed factor supply assumption. We will make the supply of factors by the individual consumers a function of prices of factors and prices of commodities. We will retain the assumption that each consumer has given amounts of factors, but will supply only such quantities as will maximise his utility. This will resolve the indeterminacy of income distribution, but not the indeterminacy of the absolute levels of prices. The latter can be resolved only with the introduction of money in the Walrasian system, which deals only with 'real' magnitudes, not monetary ones.

## F. CONCLUDING REMARKS

There are several reasons why the study of general equilibrium theory is important. First. General equilibrium theory, despite its obvious shortcomings, is the most complete existing model of economic behaviour. General equilibrium theory, by viewing the economy as a vast system of mutually interdependent markets, makes the student aware of the tremendous complexity of the real world. At its present stage, general equilibrium theory is largely non-operational and unrealistic. ${ }^{1}$ However, the general equilibrium model can be improved so as to become more flexible, more realistic and, hence, more useful for analysing the real world.
Second. Under certain assumptions the general equilibrium system has a solution: it yields a set of price ratios which lead to an optimal allocation of resources.
Third. This solution and its optimality properties can be used as a norm to judge the significance and implications of deviations of the various markets from this 'ideal' state of equilibrium.
Fourth. General equilibrium theory can be helpful in the resolution of macroeconomic controversies. If two macromodels are both consistent with statistical data (in that neither is refuted by empirical tests), then one might argue that the model which has closer links to individual optimising behaviour may be considered more nearly correct, since it has a better grounding in the wider body of traditional economic knowledge. ${ }^{2}$

At the present time the fourth of the above issues is more important, given the reopened debate between 'Keynesians' and 'Classics'. The participants in this controversy take recourse to general equilibrium theory in an attempt to give more credibility to their positions. (See Appendix, section III.)

[^119]
## Appendix

In the first section of this Appendix we extend the simple general equilibrium model to the case of any number of factors, commodities and consumers.

In the second section we discuss briefly the problems of existence, stability and uniqueness of a general equilibrium solution.

Finally in section III we present a summary of the attempts that have been made to introduce money in the Walrasian system.

## SECTION I

## Extension of the Simple General Equilibrium Model to any Number of Households, Commodities, and Factors of Production: The $\mathbf{H} \times \mathbf{M} \times \mathbf{N}$ General Equilibrium Model

Assume that the economy consists of $H$ households. The subscript $h(h=1,2, \ldots$, $H$ ) is used to denote a particular household. There are $M$ commodities produced, each by one firm. ${ }^{1}$ The subscript $m(m=1,2, \ldots, M)$ is used to denote a particular commodity (and the corresponding producing firm). Finally suppose that there are $N$ factors of production owned by the households. The subscript $n(n=1,2, \ldots, N)$ is used to denote a particular factor of production.

The letter $q_{m}$ denotes the quantities of commodities; the symbol $v_{n}$ denotes the quantities of factors of production. The prices of commodities are denoted by the symbol $P_{m}$ and the prices of factors by $w_{n}$.

The supply of factors by household is not fixed, but is a function of all the prices in the system. All the other assumptions of the $2 \times 2 \times 2$ model hold for the general model. In particular there is perfect competition in all markets, so that consumers and firms are faced by the same set of prices.

## A. NUMBER OF EQUATIONS

## 1. The household sector

Consumers demand commodities produced by the business sector, and supply services of factors to firms. The demands for goods and supplies of factors are the result of the utility-maximising behaviour of households.

The demand for any commodity depends on the prices of all commodities, the household's income, and its tastes, which, by assumption, are represented by smooth indifference curves convex to the origin. The income of the household depends on the supply of factor services, which, in turn, depend on the prices of factors and the prices of commodities.
${ }^{1}$ The model can be extended to include many firms, each producing some quantity of all commodities. This would complicate the presentation without adding any significant insight to the general model.

The utility of a household is a function of the quantities of commodities and of factors. Maximisation of the utility function (subject to the budget constraint) gives rise to demand equations for commodities and supply equations of factor services. The determinants of the quantities of goods and factors are the prices in all the markets and the household's tastes. Tastes are implicitly included in the particular form of the utility function.

The demand function for the $m$ th commodity by the $h$ th consumer is of the general form

$$
q_{m h}=f_{m h}\left(P_{1}, P_{2}, \ldots, P_{M} ; w_{1}, w_{2}, \ldots, w_{N}\right) . \quad \begin{aligned}
m & =1,2, \ldots, M \\
h & =1,2, \ldots, H
\end{aligned}
$$

(Tastes are implicit in the $f_{m h}$ symbol of the right-hand side.)
There are MH demand functions in the general system.
The supply function for the $n$th factor by the $h$ th consumer is of the general form

$$
\begin{array}{ll}
v_{n h}=f_{n h}\left(P_{1}, P_{2}, \ldots, P_{M} ; w_{1}, w_{2}, \ldots, w_{N}\right) . & n=1,2, \ldots, N \\
& h=1,2, \ldots, H
\end{array}
$$

(Tastes are again implicit in the $f_{n h}$ symbol.)
There are $N H$ supply functions for productive services.

## 2. The business sector

Firms demand factors of production and supply quantities of finished commodities to the household sector. Their goal is profit maximisation, subject to technological constraints.

The demand for the $n$th productive factor to be used in the manufacture of the $m$ th commodity depends on the quantity of this particular commodity, the prices of all factors of production and the production function

$$
v_{n m}=f_{n m}\left(q_{m} ; w_{1}, w_{2}, \ldots, w_{N}\right) . \quad \begin{aligned}
& m=1,2, \ldots, M \\
& n=1,2, \ldots, N
\end{aligned}
$$

(The particular production function of the firm is implicit in the $f_{n m}$ symbol. It is assumed that the production isoquants are smooth and convex to the origin, and there are constant returns to scale.)

There are $N M$ demand equations for productive services.
The supply of any commodity in perfect competition is defined, in the long run, by the equality of the revenue to the long average cost

$$
P_{m} q_{m}=\sum_{n=1}^{n} v_{n m} w_{n} . \quad \begin{aligned}
m & =1,2, \ldots, M \\
n & =1,2, \ldots, N
\end{aligned}
$$

There are $M$ supply equations for the $M$ commodities produced in the economy.

## 3. Equilibrium conditions (or 'clearing of the market' equations)

In order to have equilibrium in all markets the quantity supplied must be equal to the quantity demanded, or, equivalently, the excess demand must be zero in each market.

Equilibrium in each commodity market requires that the total demand of households for that product to equal the total supply by firms of that product. Hence we
have $M$ 'clearing of the commodity market' equations of the form

$$
\sum_{n=1}^{H} q_{m n}=q_{m} \quad m=1,2, \ldots, M
$$

Similarly, for each factor market to be in equilibrium the total demand by firms for that factor must be equal to the total supply by households of that factor. Thus we have $N$ 'clearing of the factor market' equations of the form

$$
\sum_{m=1}^{M} v_{n m}=\sum_{n=1}^{H} v_{n h} \quad n=1,2, \ldots, N
$$

In total the $\mathrm{H} \times \mathrm{M} \times \mathrm{N}$ general model consists of the following equations
Number of equations

## I. Behavioural equations

1. Demand functions for commodities MH
2. Supply functions for commodities $\quad M$
3. Demand functions for factors NM
4. Supply functions for factors NH
II. 'Clearing of the market' equations
5. Clearing of the commodity markets $M$
6. Clearing of the factor markets $N$

## B. NUMBER OF UNKNOWNS

The unknowns that must be determined by the solution of the general model are:
(a) The quantities of goods demanded by the households, $q_{m n}$. There are $M H$ such quantities.
(b) The quantities of goods supplied by the firms, $q_{m}$. There are $M$ such variables.
(c) The quantities of productive factors demanded by the firms, $v_{n m}$. There are $N M$ such quantities.
(d) The quantities of productive factors supplied by the households, $v_{n h}$. There are $N H$ such quantities.
(e) The prices of commodities that clear their markets, $\boldsymbol{P}_{\boldsymbol{m}}$. There are $M$ such prices.
$(f)$ The prices of factors that clear their markets, $w_{n}$. There are $N$ such prices.
In total the number of unknowns is

$$
M H+M+N M+N H+M+N
$$

## C. Existence of a solution

A first step in determining whether a solution exists is to compare the number of equations with the number of variables whose values must be determined. A necessary condition for the existence of a solution is that the number of unknowns must be equal to the number of independent equations. In the above generalised model the number of equations is equal to the number of the unknowns

$$
M H+M+N M+N H+M+N
$$

However, the independent equations are one short of the number of unknowns. There is one redundant (not independent) equation. Thus the entire system is underdetermined, and we cannot find unique values for all commodity and factor prices and for all commodity and factor quantities.

## Proof of a redundant (not independent) equation

To show that one of the equations in the system is redundant we use the following relations. 1. Total consumers' expenditures

If we multiply the $q_{m h}$ demands for finished commodities by their prices, $p_{m}$, and sum over all individual households and commodities, we obtain

$$
\sum_{n=1}^{H} \sum_{m=1}^{M} q_{m h} p=\left[\begin{array}{c}
\text { total consumers' }  \tag{1}\\
\text { expenditures }
\end{array}\right]
$$

2. Total consumers' income

If we multiply the $v_{n h}$ supplies of productive services by their prices, $w_{n}$, and sum over all households and factors, we obtain

$$
\sum_{n=1}^{H} \sum_{n=1}^{N} v_{n h} w_{n}=\left[\begin{array}{c}
\text { total consumers' }  \tag{2}\\
\text { income }
\end{array}\right]
$$

By assumption all income is spent, so that the total expenditures of households are equal to the total income of households

$$
\begin{align*}
\sum_{n=1}^{H} \sum_{m=1}^{M} q_{m n} p_{m} & =\sum_{n=1}^{H} \sum_{n=1}^{N} v_{n h} w_{n}  \tag{3}\\
{\left[\begin{array}{c}
\text { total expenditures } \\
\text { of households }
\end{array}\right] } & =\left[\begin{array}{c}
\text { total income } \\
\text { of households }
\end{array}\right]
\end{align*}
$$

This is the aggregate budget restriction. The expression may be interpreted to mean that in a general equilibrium system where money appears only as a unit of account, the market value of aggregate supply is identically equal to the market value of aggregate demand, or expenditures are identically equal to receipts. This is known as Walras's Law. The significance of the identity ${ }^{1}$ is that the relation holds true for all values of the prices, not just the equilibrium values. With the assumptions of this model it is impossible to have a discrepancy between the values of aggregate demand and aggregate supply. A corollary of Walras's Law is that if the first $N-1$ markets in a system are in equilibrium, then the $N$ th is necessarily in equilibrium as well (see below).
3. The total revenues and costs of firms

We split the revenues and costs in two parts, the one referring to the $M-1$ commodities

$$
\begin{align*}
\sum_{m=1}^{M-1} p_{m} q_{m} & =\sum_{n=1}^{N} \sum_{m=1}^{M-1} v_{n m} w_{n}  \tag{4}\\
{\left[\begin{array}{c}
\text { total revenue } \\
\text { from the } M-1 \\
\text { commodities }
\end{array}\right] } & =\left[\begin{array}{c}
\text { total cost } \\
\text { of the } M-1 \\
\text { commodities }
\end{array}\right]
\end{align*}
$$

${ }^{1}$ The distinction between an identity and an equality may be illustrated with an algebraic example:
The expression $(a+b)^{2}=a^{2}+2 a b+b^{2}$ is an identity, because it holds true for all values of $a$ and $b$.
The expression $a-4 b=6$ is an equality, because it holds true only for certain values of $a$ and $b$.
and the other referring to the $\boldsymbol{M}$ th commodity

$$
\begin{align*}
P_{M} q_{M} & =\sum_{n=1}^{N} v_{n M} w_{n}  \tag{5}\\
{\left[\begin{array}{l}
\text { revenue } \\
\text { from } M
\end{array}\right] } & =[\operatorname{cost} \text { of } M]
\end{align*}
$$

4. By definition the total incomes received by households from the supply of productive services (expression 2) must be equal to the total payments (costs) by firms for buying these services

$$
\begin{align*}
\left(\sum_{h=1}^{H} \sum_{n=1}^{N} v_{n h} w_{n}\right) & =\left(\sum_{n=1}^{N} \sum_{m=1}^{M-1} v_{n m} w_{n}\right)+\left(\sum_{n=1}^{N} v_{n m} w_{n}\right)  \tag{6}\\
{\left[\begin{array}{c}
\text { total } \\
\text { consumers' income }
\end{array}\right] } & =\left[\begin{array}{c}
\text { total cost of } \\
M-1 \text { commodities }
\end{array}\right]+\left[\begin{array}{c}
\text { cost of the } \\
M \text { th commodity }
\end{array}\right]
\end{align*}
$$

Expression (6) may be rewritten as follows

$$
\begin{equation*}
\left(\sum_{n=1}^{H} \sum_{n=1}^{N} v_{n h} w_{n}\right)-\left(\sum_{n=1}^{N} \sum_{m=1}^{M-1} v_{n m} w_{n}\right)=\left(\sum_{n=1}^{N} v_{n M} w_{n}\right) \tag{7}
\end{equation*}
$$

5. Similarly, the total expenditures of households (expression 1) must be equal to the total receipts (revenue) of firms from the sale of all $M$ finished commodities

$$
\begin{align*}
\left(\sum_{h=1}^{H} \sum_{m=1}^{M} q_{m h} p_{m}\right) & =\left(\sum_{m=1}^{M-1} p_{m} q_{m}\right)+\left(p_{M} q_{M}\right)  \tag{8}\\
{\left[\begin{array}{c}
\text { total consumers' } \\
\text { expenditures }
\end{array}\right] } & =\left[\begin{array}{c}
\text { consumers' } \\
\text { expenditures } \\
\text { on the } M-1 \\
\text { commodities }
\end{array}\right]+\left[\begin{array}{c}
\text { consumers' } \\
\text { expenditure } \\
\text { on the } M \text { th } \\
\text { commodity }
\end{array}\right]
\end{align*}
$$

This expression may be rearranged to give

$$
\begin{equation*}
\left(\sum_{h=1}^{H} \sum_{m=1}^{M} q_{m h} p_{m}\right)-\left(\sum_{n=1}^{M-1} p_{m} q_{m}\right)=\left(p_{M} q_{M}\right) \tag{9}
\end{equation*}
$$

We observe that the left-hand sides of expressions (7) and (9) are equal (because of the relations (3) and (4)), so that the right-hand sides must also be equal, i.e.

$$
\begin{equation*}
p_{M} q_{M}=\sum_{n=1}^{N} v_{n M} w_{n} \tag{10}
\end{equation*}
$$

This relation is identical to expression (5), which thus is a redundant equation. In other words, since

$$
\left[\begin{array}{c}
\text { total consumers' } \\
\text { income }
\end{array}\right]=\left[\begin{array}{c}
\text { total consumers' } \\
\text { expenditures }
\end{array}\right]
$$

and

$$
\left[\begin{array}{c}
\text { total revenues } \\
\text { of firms } \\
\text { from the } M-1 \\
\text { commodities }
\end{array}\right]=\left[\begin{array}{c}
\text { total costs } \\
\text { of firms } \\
\text { for the } M-1 \\
\text { commodities }
\end{array}\right]
$$

The indeterminacy can be resolved by choosing arbitrarily any commodity or factor as the numéraire and express the prices of all the other commodities and factors in terms of its price (which for convenience is set equal to 1 , just as the price of one $£$ is 1 ). In this way there is one less unknown to be determined by the solution of the model.

The system with the numéraire is called a real model, because prices are stated in terms of a commodity instead of being expressed in terms of money. It is obvious that the above general equilibrium system of equations determines uniquely the price ratios, but not the absolute level of prices. Despite the indeterminacy of absolute prices all the quantities of commodities and factors are uniquely determined. The absolute level of prices can be determined if the real general equilibrium model is augmented to include a market for money. (See section III below.)

## D. UNIQUENESS OF THE SOLUTION

The detection of the redundant equation and the use of the numeraire do not guarantee that the general equilibrium solution is unique or economically meaningful. To secure an economically meaningful solution we must impose non-negativity constraints on the values of the unknowns (i.e. prices and quantities must be nonnegative). If these restrictions are not imposed we cannot be sure that a solution exists at all. However, if to the non-negativity constraints we impose the additional requirements of convexity (of the production isoquants and the households' indifference curves), as well as the condition of constant returns to scale, we can be sure that with perfect competition the general equilibrium model has a unique and economically meaningful solution. ${ }^{1}$

## SECTION II

## Some Comments on the Existence, Stability and Uniqueness of General Equilibrium ${ }^{2}$

## 1. Existence of general equilibrium

There are two views about the desirability of proving the existence of solutions to general equilibrium systems. The first view is adopted, among others, by Dorfman, Samuelson and Solow, ${ }^{3}$ who argue that general equilibrium analysis becomes practically useless if it is not known whether an economic system can ever attain or tend towards a general equilibrium. This view apparently stresses the operationality of a model.

The second view is that a model can have value even if it is non-operational because one cannot prove the existence of a solution to $i t$. The general equilibrium model, in this view, is useful, even if it does not have a solution, because it shows the complexities of the interdependence between markets and between individual decision-makers. According to this view, counting equations and variables, while it

[^120]can prove nothing positively about the existence of equilibrium, does show whether the system is consistent with the existence of equilibrium, that is, whether in principle an equilibrium may exist. ${ }^{1}$

We have seen that recent research has provided a proof of the existence of a general equilibrium in an economy with perfectly competitive markets, where there are no discontinuities and non-increasing returns to scale. Thus perfect competition guarantees the existence of a general equilibrium.

## 2. Stability of general equilibrium

Very little is known about the stability of a general equilibrium solution. Walras maintained that the equilibrium is stable. Supposing that the system was initially out of equilibrium, Walras argued that an equilibrium would eventually be attained by an iterative process. Suppose that an external agency moves through each market in turn, adjusting each price to its equilibrium value. When the process is complete the last market will be in equilibrium, and because of interdependence among markets, all the others will be out of equilibrium; but Walras argued that the disequilibrium would not be as large as initially, because he assumed that supply and demand responded more to 'own-price' changes than to 'other-price' changes. With this process repeated the system would eventually reach equilibrium by trial and error, or groping (tâtonnement) by the market mechanism. While this adjustment may, in theory, take place timelessly, in practice it would be difficult to maintain that it would not require real time. Walras did not attempt to discuss the time required for the attainment of a new equilibrium. In general the tâtonnement process is an unsatisfactory device, since it essentially evades the adjustment issue.

Some theorems about the stability of general equilibrium systems have been proved for a limited number of special cases of quite restricted generality. ${ }^{2}$ They are of two types. First, assuming some specific form of disequilibrium (usually an excess demand), the behaviour of the system is investigated and theorems are proved about the conditions under which an equilibrium in whose neighbourhood the system is defined is a stable one. The second type of stability theorems concerns such questions as what kind of general equilibrium systems are likely to have equilibria which satisfy these conditions. Investigating such questions, Arrow and Hurwicz found that in none of their selected cases was a Walrasian system shown to be unstable. However, other examples have shown the Walrasian system to be unstable. These findings led Kuenne (1967) to suggest that a possible way to avoid instability is to abandon the assumption that market equilibrium is attained in a recontracting tatonnement process, and to substitute for it an equilibrating process which permits non-equilibrium transactions to occur. Non-tâtonnement equilibrium may prove a better process for reaching equilibrium. (It may be significant that the literature on non-equilibrium behaviour has recently been expanding.)

Two results of the investigations into stability properties of Walrasian systems may be worth mentioning.
(a) Under the usual disequilibrium behaviour assumptions and the usual proper-

[^121]ties of a Walrasian general equilibrium system an equilibrium is stable if all commodities are strict gross substitutes. Gross substitutes are commodities whose excess demands have the following slopes:
$$
\frac{\partial E_{i}}{\partial P_{j}}<0 \quad \text { for all } i=j
$$
and
$$
\frac{\partial E_{i}}{\partial P_{j}}>0 \quad \text { for all } i \neq j
$$
(b) If a system satisfies the weak axiom of revealed preference in the aggregate, then the system is stable (i.e. will return to the initial equilibrium following a disturbance of any magnitude). The weak axiom of revealed preference can be stated as follows:

If $p_{i}^{0}$ and $q_{i}^{0}$ are prices and quantities satisfying demand functions, and $p_{i}^{1}$ and $q_{i}^{1}$ are another such set, then $\sum p_{i}^{0} q_{i}^{0} \geq \sum p_{i}^{0} q_{i}^{1}$ must imply that $\sum p_{i}^{1} q_{i}^{1}<\sum p_{i}^{1} q_{i}^{0}$. For an individual consumer this axiom implies that his preferences do not change as prices change. But applied 'in the aggregate', i.e. to market demand functions, it is a very strong assumption. It implies that the economy as a whole has a single set of 'preferences', which remain unchanged as prices change. Normally one would expect changes in prices to change the distribution of income, and hence to change 'preferences'.

In summary we may conclude that in a Walrasian system with the usual disequilibrium behaviour assumption, if the second-order equilibrium conditions are fulfilled by all the relevant functions (continuity and convexity of indifference curves and isoquants) the equilibrium attained will probably be stable.

## 3. Uniqueness of general equilibrium

Uniqueness is a property of an equilibrium solution which is of less interest than either existence or stability. It is true that local uniqueness may be a desirable property if one is carrying out a comparative static analysis. Otherwise it is not all that evident that it is a particularly desirable property.

However, it can be proved that if an equilibrium exists for a system characterised either by gross substitutability or by the weak axiom for aggregate excess demands then that equilibrium is unique.

Uniqueness proofs have the disadvantage of restrictive (strong) assumptions. For example, the 'well-behaved' property of the production function excludes a wide range of plausible production behaviour.

## SECTION III

## Money and General Equilibrium

General equilibrium theory has traditionally been developed as a part of microeconomics. The general equilibrium model developed in this chapter is the most disaggregative structure of microeconomic analysis.

Yet general equilibrium theory is the link between microeconomics and macroeconomics. Macroeconomics is general equilibrium theory with some of the many markets grouped together for convenience. Thus we may say that:

A general equilibrium system is simply a totally disaggregated macroeconomic model.
or A macromodel is an aggregated general equilibrium model.
or A general equilibrium system is a complete microeconomic model and at the same time a detailed approach to macroeconomics.

However, to make the general equilibrium apparatus suitable for the analysis of macrophenomena such as inflation or involuntary unemployment the introduction of money is essential.

In this section we will examine briefly some monetary general equilibrium models. The goal is to provide a view of what a unified theory might be like, that is, a theory capable of dealing with the aggregative structure of macroeconomic theory as well as with the disaggregative structure of microeconomic analysis.

In recent years monetary general equilibrium models have attracted a lot of attention in economic literature. A great controversy, still unresolved, has developed between two 'schools', centred around the importance of the 'Keynesian revolution'. Probably the most representative view of the 'traditionalist school' is expressed by Patinkin, who argues that Keynes's theory of equilibrium with involuntary unemployment is a special case of the general equilibrium model, augmented to include money. At the other extreme we have the 'ultra-Keynesian school', with main proponents Clower, Hahn, Leijonhufvud, who have refuted Patinkin's arguments. We will attempt to present a summary of the main issues of the controversy, which is related to the monetisation of the real general equilibrium system.

To facilitate the analysis we will use a simplified model, in which there is no production. The households have given quantities of commodities, which they exchange until a general equilibrium of all the individuals is reached. This is known as a pure exchange system. We will also express the model in terms of 'excess demand' functions.

Assume that there are $N$ commodities held by consumers in the economy. We can write $N$ market demand equations, each of the form

$$
q_{D n}=f_{D n}\left(P_{1}, P_{2}, \ldots, P_{N}\right) \quad n=1,2, \ldots, N
$$

and $N$ market supply equations, each of the form

$$
q_{s n}=f_{s n}\left(P_{1}, P_{2}, \ldots, P_{N}\right) \quad n=1,2, \ldots, N
$$

The excess demand for any one market, $E_{n}$, is defined as the difference between the quantity demanded and the quantity supplied at any set of prices

$$
E_{n}=f_{D n}\left(P_{1}, P_{2}, \ldots, P_{N}\right)-f_{s n}\left(P_{1}, P_{2}, \ldots, P_{N}\right)
$$

It is clear that in the pure exchange system the excess demand is a function of the set of prices of the given commodities.

The equilibrium condition for each market

$$
q_{D n}=q_{s n}
$$

can be equivalently written in terms of the excess demand function since the equality of the quantity demanded to the quantity supplied implies that the excess demand is zero. Thus the condition for a general equilibrium is that in all markets the excess demand must be zero

$$
E_{n}=f_{n}\left(P_{1}, P_{2}, \ldots, P_{N}\right)=0 \quad n=1,2, \ldots, N
$$

The pure exchange system contains one dependent (redundant) equation, so that its solution can determine only $N-1$ relative prices or price ratios

$$
\frac{P_{1}}{P_{n}}, \frac{P_{2}}{P_{n}}, \ldots, \frac{P_{n-1}}{P_{n}}
$$

where $P_{n}$ is the price of the $N$ th commodity, chosen arbitrarily as the numeraire. The 'real' system of market equations (or, equivalently, excess demand equations) determines 'real' or 'relative prices'. The absolute level of prices remains indeterminate. The pure exchange system is homogeneous of degree zero in absolute prices. That is, if the values of all the prices are increased equiproportionately the quantities of the commodities exchanged are left unchanged.

To resolve the indeterminacy and obtain the absolute levels of prices some theorists suggested the introduction in the 'real' exchange system of the well-known equation of exchange

$$
M V=P T
$$

or, given

$$
\begin{aligned}
P T & =\sum p_{n} q_{n} \\
M V & =\sum_{n=1}^{N} p_{n} q_{n}
\end{aligned}
$$

where $\quad M=$ given stock of money,
$V=$ velocity of circulation of money.
The equation of exchange is an additional independent equation to the 'real' system of $N$ commodity markets. It can be seen that a doubling of the money supply (given $V$ and the quantities of the $N$ commodities, $q_{n}$ ) would double all absolute prices. However, the relative prices would remain unchanged, since they are determined by the market demands and supplies (or excess demands) of real commodities.

With this approach a dichotomy was introduced in the general equilibrium model:
(a) real factors determine relative prices
(b) monetary factors determine the absolute levels of prices.

The above augmented general equilibrium system is theoretically unsatisfactory, because the $N$ market equations are behavioural, while the equation of exchange is an identity. To rectify this the Cambridge version of the equation of exchange was used

$$
M=k\left(\sum_{n=1}^{N} p_{n} q_{n}\right)
$$

where

$$
k=\frac{1}{V}=\text { 'the Cambridge multiplier' }
$$

In this version the velocity of circulation of money is not a constant, but a behavioural variable.

We may express the Cambridge equation of exchange in terms of excess demand for money, since the left-hand side is the supply of money and the right-hand side is the demand for money. If we denote money as the $(N+1)$ th commodity we may write the excess demand for money as

$$
E_{n+1}=\frac{1}{V} \sum_{n=1}^{N} p_{n} q_{n}-M
$$

Given $V$, the excess demand for money is homogeneous of degree one in the absolute (money) prices and the quantity of money, i.e. if all prices and the quantity of money increase by the same proportion the excess demand for money will increase by an identical proportion.

In summary, the classical pure exchange general equilibrium system with money introduced into it consists of $N+1$ equations:
$N$ equations for excess demands in the goods markets, which are homogeneous of degree zero in absolute (money) prices, and one equation for the excess demand for money, which is homogeneous of degree one in money prices and the quantity of money.

The difference in the degree of homogeneity between the commodity markets and the money market is a contradiction, implying inconsistent behaviour of consumers. Consumers' demand for money is a decision to hold cash balances now in order to make purchases in the future. Thus an excess demand for money is identically equal to an excess supply of commodities. Yet the excess demand for money is homogeneous of degree one in money prices and the quantity of money, while the excess supply of goods is homogeneous of degree one in money prices alone. This contradiction renders the monetised classical general equilibrium system unsatisfactory.

## Patinkin's system (or the 'neoclassical synthesis')

Patinkin (among others) attempted to rectify the above contradiction. His approach is often called 'the neoclassical synthesis', because it consists of the combination of modern monetary theory and the 'classical' (Walrasian) general equilibrium theory.

Patinkin expressed the $n$ excess demands for commodities as functions of the $n$ prices and the quantity of money, all divided by the general price level, defined as the weighted average of all the commodity prices

$$
P=\sum_{n=1}^{N} z_{n} p_{n}
$$

where $z_{i}$ are given weights, with $\sum z_{i}=1$.
Patinkin's model consists of $N+2$ equations, $N$ for the excess demands for commodities, one for the excess demand for money, and the above definition of the general price level

$$
\begin{aligned}
E_{1} & =f_{1}\left(\frac{P_{1}}{P}, \frac{P_{2}}{P}, \frac{P_{3}}{P}, \ldots, \frac{M}{P}\right) \\
E_{2} & =f_{2}\left(\frac{P_{1}}{P}, \frac{P_{2}}{P}, \frac{P_{3}}{P}, \ldots, \frac{M}{P}\right) \\
\vdots & \vdots \\
E_{n} & =f_{n}\left(\frac{P_{1}}{P}, \frac{P_{2}}{P}, \frac{P_{3}}{P}, \ldots, \frac{M}{P}\right) \\
E_{n+1} & =f_{n+1}\left(\frac{P_{1}}{P}, \frac{P_{2}}{P}, \frac{P_{3}}{P}, \ldots, \frac{M}{P}\right)-\frac{M}{P} \\
P & =\sum_{n=1}^{N} z_{n} p_{n}
\end{aligned}
$$

In this model all the excess demand equations are homogeneous of degree zero in money prices and the stock of money: if all prices and the money stock change by the same percentage, relative prices and the real money stock remain unchanged, and so do the demands for commodities. In the Patinkin system an increase in the quantity of money leads to an increase in the price level, but the relative prices remain unchanged. It can be shown that if the money stock changes to $\lambda M$, then the new equilibrium prices will be $\lambda P_{i}$ and $\lambda P$. This results from the assumptions of Patinkin's model, which does not make use of the equation of exchange. Let us see how an increase in the money supply works in Patinkin's system. Assume that the money balances increase. Relative prices remain unchanged. But the increased money balances mean that excess demands arise in all goods markets. Positive excess demands lead to rises in prices everywhere. Price increases will cause real balances ( $M / P$ ) to fall, and this process will continue for as long as real balances are larger than in the initial equilibrium. Prices will continue to rise until they have risen in proportion to the quantity of money, and so brought real balances down to their initial value.

Although there are $N+2$ equations in $N+1$ unknowns,

$$
\left(\frac{P_{1}}{P}, \frac{P_{2}}{P}, \ldots, \frac{M}{P}\right)
$$

one of the equations in Patinkin's system is redundant: since demand for money is equivalent to supply of goods, Walras's Law implies that one market equation is dependent on the others. Thus Patinkin's system is determinate. Even if one decides to consider the excess-demand-for-money equation as the redundant one (and hence eliminate it from the system) the excess demand for money still appears in the form of an excess supply (negative excess demand) of commodities.

The important contribution of Patinkin is that he presented a system in which all the excess demand equations have the same degree of homogeneity: they are homogeneous of degree zero in money prices and the quantity of money. Furthermore, without the use of the equation of exchange, Patinkin preserved the pure classical proposition that an increase in the money stock leads to an equiproportional increase in all prices, so that the relative prices remain unchanged. Despite money having been fully integrated into the neoclassical model, in equilibrium it is still neutral.

Patinkin used a variant of the above model to attack Keynes's General Theory. Keynes maintained that it is possible to have equilibrium with unemployment. Setting this proposition in the framework of a general equilibrium model of Patinkin's type, Keynes's theory implies that the labour market is in disequilibrium, while all the other markets for goods and money are in equilibrium. In Patinkin's models this situation cannot arise if prices of goods and factors are flexible, since, from Walras's Law, if the $N-1$ markets are in equilibrium, then the $N$ th market must also be in equilibrium. A Keynesian equilibrium with involuntary unemployment can arise, according to Patinkin, only if wages are rigid. Thus the Keynesian equilibrium is a special case of the general 'neoclassical', equilibrium model: in Patinkin's view, Keynes's General Theory is neither 'general' nor a 'theory'.

## The Keynesian counter-revolution

Although the introduction of real money balances represents a step forward in the development of the neoclassical theory of general equilibrium, this theory has serious shortcomings.

The main difficulty with Patinkin's neoclassical synthesis arises from the treatment of expectations. In the neoclassical monetary general equilibrium model the demand
for money to hold arises from the wish of consumers to allocate their consumption over time, so as to maximise their utility. The inter-temporal choices are based on expectations of the market participants, but the neoclassical model assumes that these expectations are held with certainty: consumers are assumed to be perfectly informed about the exchange opportunities, present and future.

Keynes stressed the function of money as a store of wealth: consumers demand money not only for carrying out their transactions, but also to satisfy their precautionary and speculative needs. These motives for holding money arise from uncertainty and from risk-aversion, and, according to Keynes, these are the really important functions of money: 'the importance of money essentially flows from it being a link between the present and the future'; 'partly on reasonable and partly on instinctive grounds, our desire to hold money as a store of wealth is a barometer of the degree of our distrust of our own calculations and conventions concerning the future ...' (J. M. Keynes, 'The General Theory of Employment', Quarterly Journal of Economics, 1937). This fundamental uncertainty about the future cannot be dealt within the neoclassical models, which have an essentially static framework in which consumers have full information. Thus the neoclassical apparatus distorts the Keynesian revolution.

Clower ${ }^{1}$ and Leijonhufvud ${ }^{2}$ have stressed the fundamental uncertainty about the future, which enters the choice between holding money balances and commodities, and which can lead to the Keynesian type of equilibrium with unemployment. Within the neoclassical framework such equilibrium cannot arise because (by the assumption of certainty and complete information) price changes convey always the correct signals to the market participants so that resources are allocated in an optimal way and are fully employed.

Clower reintroduced the distinction between effective demands for goods, demands based on realised income, and notional demands, which are based on incomes anticipated (expected) by consumers. Only with full employment, Clower argued, would these coincide. In the real world expectations and realisations rarely coincide. If realised income falls short of expected income there will be an excess supply of goods, which leads to unemployment. As expectations are adjusted (downwards) the excess supply of goods would be absorbed and the commodity markets could be in equilibrium while the labour market would be in disequilibrium (unemployment).

Leijonhufvud argued that under uncertainty the choices of consumers between money to hold and commodity purchases are likely to give rise to excess demands and price changes which convey the wrong signals to producers. Such misleading information is inherent in uncertainty, and is at the heart of the failure of the resource allocation mechanism, that is, the creation of persistent unemployment, while commodity markets are in equilibrium. This is the situation with which Keynes was concerned. Given the uncertainty of the real world this sort of Keynesian equilibrium with unemployment can be considered as the general rather than the special case. In this view the neoclassical model is a special case of Keynes's general theory: the neoclassical monetary general equilibrium model deals with the special case of expectations held with certainty.

The neoclassical system never really analyses a monetary economy in which money is a store of wealth. Furthermore in the neoclassical system money as a medium of exchange is 'neutral': changes in monetary variables do not have any

[^122]effect upon the 'real' sector of the economy. This system can be criticised for continuing to treat a monetised economy as if it were in fact a barter economy from the point of view of exchange. Until Keynes no one had suspected that the existence of money as a medium of exchange might be a source of long-run disequilibrium in a market economy.

In conclusion we may say that the controversy is by no means settled. So far no general equilibrium model has satisfactorily been monetised. And it is very doubtful whether money can operationally be incorporated in a static general equilibrium system for the following reasons.

1. Money involves inter-temporal choices and requires a dynamic framework, whereas most general equilibrium models are static, single period.
2. Money is inescapably linked with uncertainty, whereas most general equilibrium models are built on the assumption of full information and expectations about the future which are held with confidence by the market participants.
3. Money has both short-run and long-run implications. General equilibrium systems are concerned with the nature of long-run equilibrium.
4. The 'neutrality' of money implied by the neoclassical general equilibrium systems is incompatible with the more sophisticated monetary institutions of the real world, such as the capital markets and the government monetary policy.

## 23. Welfare Economics

Welfare economics is concerned with the evaluation of alternative economic situations (states, configurations) from the point of view of the society's well-being.

To illustrate this definition assume that the total welfare in a country is $W$, but given the factor endowments (resources) and the state of technology, suppose that this welfare could be larger, for example $W^{*}$. The tasks of welfare economics are (a) to show that in the present state $W<W^{*}$, and $(b)$ to suggest ways of raising $W$ to $W^{*}$.

## A. CRITERIA OF SOCIAL WELFARE

To evaluate alternative economic situations we need some criterion of social wellbeing or welfare. The measurement of social welfare requires some ethical standard and interpersonal comparisons, both of which involve subjective value judgements. Objective comparisons and judgements of the deservingness or worthiness of different individuals are virtually impossible.

Various criteria of social welfare have been suggested by economists at different times. We will discuss briefly some of these criteria.

## 1. Growth of GNP as a criterion of welfare

Adam Smith implicitly accepted the growth of the wealth of a society, that is, the growth of the gross national product, as a welfare criterion. He believed that economic growth resulted in the increase of social welfare because growth increased employment and the goods available for consumption to the community. To Adam Smith, economic growth meant bringing $W$ closer to $W^{*}$.

The growth criterion implies acceptance of the status quo of income distribution as 'ethical' or 'just'. Furthermore, growth may lead to a reduction in social welfare, depending on who avails mostly from it. However the growth criterion highlights the importance of efficiency in social welfare. Given that social welfare depends on the amount of goods and services (as well as on their distribution) efficiency is a necessary prerequisite for the maximisation of the level of welfare. We have discussed briefly the conditions of efficiency in Chapter 22, and we will examine them in detail in a subsequent section of this chapter. We note here that economic efficiency can be defined objectively, and the modern welfare economics is mainly concerned with the examination (comparison) of the (Pareto)-efficiency of different economic situations. However, efficiency, although a necessary condition, is not sufficient to guarantee the maximisation of social welfare. Efficiency does not dispose of the need of having an ethical standard of comparing alternative economic states.

## 2. BENTHAM'S CRITERION

Jeremy Bentham, an English economist, argued that welfare is improved when 'the greatest good (is secured) for the greatest number'. Implicit in this dictum is the assumption that the total welfare is the sum of the utilities of the individuals of the society. The application of Bentham's ethical system to economics has serious shortcomings. To illustrate the pitfalls in Bentham's criterion let us assume that the society consists of three individuals, $A, B$, and $C$, so that

$$
W=U_{A}+U_{B}+U_{C}
$$

According to Bentham $\Delta W>0$ if $\left(\Delta U_{A}+\Delta U_{B}+\Delta U_{C}\right)>0$. However, assume that the change which resulted in the changes in the individual utilities is such, that $A$ 's and B's utility increases, while $C$ 's utility decreases, but $\left(\Delta U_{A}+\Delta U_{B}\right)>\left|\Delta U_{C}\right|$. In other words, two individuals are better-off while the third is worse-off after the change has taken place, but the sum of the increases in utilities of $A$ and $B$ is greater than the decrease in the utility of $C$.

Bentham's criterion, obviously, implies that $A$ and $B$ have a greater 'worthiness' than $C$. That is, implicit in Bentham's criterion is an interpersonal comparison of the deservingness of the members of the society. There is another difficulty with the application of Bentham's criterion. This criterion cannot be applied to compare situations where 'the greatest good' and the 'greatest numbers' do not exist simultaneously. For example assume that in a situation $U_{A}=200, U_{B}=50, U_{C}=30$, so that the total utility in the society is 280 . In another situation assume that a change occurred and $U_{A}=100, U_{B}=80$, and $U_{C}=80$, so that the total utility is 260 . The first situation has 'the greatest good' $(280>260)$, but the second involves a more even distribution (of a smaller 'total good') among the 'greatest number'.

## 3. A 'CARDINALIST' CRITERION

Several economists proposed the use of the 'law of diminishing marginal utility' as a criterion of welfare. Their argument can be illustrated by the following example. Assume that the society consists of three individuals; $A$ has an income of $£ 1000$, while $B$ and $C$ have an income of $£ 500$ each. Consumer $A$ can buy double quantities of goods as compared to $B$ and $C$. However, given the law of diminishing marginal utility, $A$ 's total utility is less than double the total utility of either $B$ or $C$, because $A$ 's marginal utility of money is less than that of $B$ or $C$. Thus $W<W^{*}$. To increase social welfare income should be redistributed among the three individuals. In fact cardinal welfare theorists would maintain that social welfare would be maximised if income was equally distributed to all members of the society.

The cardinalist approach to welfare has a serious flaw: it assumes that all individuals have identical utility functions for money, so that with an equal income distribution all would have the same marginal utility of money. This assumption is too strong. Individuals differ in their attitudes towards money. A rich person may have a utility for money function that lies far above the utility (for money) function of poorer individuals. In this case a redistribution of income (towards more equality) might reduce total welfare. Opponents of the cardinalist approach pointed out also that welfare effects of an equal distribution of income cannot be examined in isolation from the effects on resource allocation (which would follow the redistribution of income) and the incentives for work of the various individuals. An equal income distribution may induce some people to work less, thus leading to a reduction in total GNP. Similarly, equal incomes in all employments may lead to an allocation of resources which produces a smaller total output. In both cases income equality
results in (Pareto) inefficiency in the use of resources and a reduction in social welfare.

## 4. THE PARETO-OPTIMALITY CRITERION

This criterion refers to economic efficiency which can be objectively measured. It is called Pareto criterion after the famous Italian economist Vilfredo Pareto (1848-1923). According to this criterion any change that makes at least one individual better-off and no one worse-off is an improvement in social welfare. Conversely, a change that makes no one better-off and at least one worse-off is a decrease in social welfare.

The criterion can be stated in a somewhat different way: a situation in which it is impossible to make anyone better-off without making someone worse-off is said to be Pareto-optimal or Pareto-efficient.

For the attainment of a Pareto-efficient situation in an economy three marginal conditions must be satisfied: (a) Efficiency of distribution of commodities among consumers (efficiency in exchange); (b) Efficiency of the allocation of factors among firms (efficiency of production); (c) Efficiency in the allocation of factors among commodities (efficiency in the product-mix, or composition of output). Before examining these marginal conditions we discuss briefly the main weaknesses of the Pareto criterion.

The Pareto criterion cannot evaluate a change that makes some individuals betteroff and others worse-off. Since most government policies involve changes that benefit some and harm others it is obvious that the strict Pareto criterion is of limited applicability in real-world situations. A simplified version of it is presented in section E below.

Furthermore, a Pareto-optimal situation does not guarantee the maximisation of the social welfare. For example, we said in Chapter 22 that any point on the production possibility curve represents a Pareto-efficient situation. To decide which of these points yields maximum social welfare we need an interpersonal comparison of the individual consumer's utility. In a subsequent section we will show that the Paretooptimal state is a necessary but not sufficient condition for maximum social welfare.

Let us examine now the three marginal conditions that must be satisfied in order to attain a Pareto-efficient situation in the economy. We will assume that the assumptions of the $2 \times 2 \times 2$ model, developed in Chapter 22, hold.

## (a) Efficiency of distribution of commodities among consumers

Applying the Pareto optimality criterion to the case of distribution of commodities $Y$ and $X$, we can say that a distribution of the given commodities $X$ and $Y$ between the two consumers is efficient if it is impossible by a redistribution of these goods to increase the utility of one individual without reducing the utility of the other. In figure 23.1 we show the Edgeworth box for the given commodities $X$ and $Y$. We have shown in Chapter 22 that only points on the Edgeworth contract curve satisfy the Pareto-optimality condition. Any other distribution off the contract curve is inefficient. For example, point $z$ is inefficient, since a redistribution of the commodities such as to reach any point between $a$ and $b$ increases the utility of both consumers. A movement to $a$ increases the utility of $B$ without reducing the utility of $A$. Similarly, the distribution implied by $b$ increases the utility of $A$ without reducing the utility of $B$. Thus all the points from $a$ to $b$ represent improvements in social welfare compared with the distribution at $z$. By reversing the argument it can be seen that a movement from a point on the contract curve to a point off it results in a decrease in social welfare. Thus the contract curve shows the locus of Pareto-optimal or -efficient


Figure 23.1 Edgeworth box of exchange
distribution of goods between consumers. This curve is formed from the points of tangency of the two consumers' indifference curves, that is, points where the slopes of the indifference curves are equal. In other words, at each point of the contract curve the following condition is satisfied

$$
M R S_{x, y}^{A}=M R S_{x, y}^{B}
$$

Therefore we may state the marginal condition for a Pareto-efficient distribution of given commodities as follows:

The marginal condition for a Pareto-optimal or -efficient distribution of commodities among consumers requires that the MRS between two goods be equal for all consumers.

## (b) Efficiency of allocation of factors among firm-producers

To derive the marginal condition for a Pareto-optimal allocation of factors among producers we use an argument closely analogous to the one used for the derivation of the marginal condition for optimal distribution of commodities among consumers. In the case of allocation of given resources $K$ and $L$ we use the Edgeworth box of production which we explained in detail in Chapter 22. Such a construct is shown in figure 23.2.
Only points on the contract curve of production are Pareto-efficient. Point $H$ is inefficient, since a reallocation of the given $K$ and $L$ between the producers of $X$ and $Y$ such as to reach any point from $c$ to $d$ inclusive results in the increase of at least one commodity without a reduction in the other.


Figure 23.2 Edgeworth box of production

The contract curve is the locus of points of tangency of the isoquants of the two firms which produce $X$ and $Y$, that is, points where the slopes of the isoquants are equal. Thus at each point of the contract curve the following condition holds

$$
M R T S_{L, K}^{x}=M R T S_{L, K}^{y}
$$

Therefore we may state the marginal condition for a Pareto-optimal allocation of factors among firms as follows:

The marginal condition for a Pareto-optimal allocation of factors (inputs) requires that the MRTS between labour and capital be equal for all commodities produced by different firms.

## (c) Efficiency in the composition of output (product-mix)

The third possible way of increasing social welfare is a change in the product-mix. To define the third marginal condition of a Pareto-optimal state in an economy we will use the production possibility curve, which we derived in Chapter 22. Recall that the slope of the PPC is called the 'marginal rate of (product) transformation' ( $M R P T_{x, y}$ ), and it shows the amount of $Y$ that must be sacrificed in order to obtain an additional unit of $X$. In other words the MRPT is the rate at which a good can be transformed into another.

The marginal condition for a Pareto-optimal or -efficient composition of output requires that the MRPT between any two commodities be equal to the MRS between the same two goods:

$$
M R P T_{x, y}=M R S_{x, y}^{A}=M R S_{x, y}^{B}
$$

Since the MRPT shows the rate at which a good can be transformed into another (on the production side), and the MRS shows the rate at which consumers are willing to exchange a good for another, the rates must be equal for a Pareto-optimal situation to be attained. Suppose that these rates are unequal. For example assume

$$
M R P T_{x, y}=\frac{2 Y}{1 X} \quad \text { and } \quad M R S_{x, y}=\frac{1 Y}{1 X}
$$

that is,

$$
M R P T_{x, y}>M R S_{x, y}
$$

The above inequality shows that the economy can produce two units of $Y$ by sacrificing one unit of $X$, while the consumers are willing to exchange one unit of $Y$ for one unit of $X$. Clearly the economy produces too much of $X$ and too little of $Y$ relatively to the tastes of consumers. Welfare therefore can be increased by increasing the production of $Y$ and decreasing the production of $X$. (This example was presented in more detail in Chapter 22, page 503.)

In summary. A Pareto-optimal state in the economy can be attained if the following three marginal conditions are fulfilled:

1. The $M R S_{x, y}$ between any two goods be equal for all consumers.
2. The $M R T S_{L, K}$ between any two inputs be equal in the production of all commodities.
3. The $M R P T_{x, y}$ be equal to the $M R S_{x, y}$ for any two goods.

A situation may be Pareto-optimal without maximising social welfare. However, welfare maximisation is attained only at a situation that is Pareto-optimal. In other words, Pareto optimality is a necessary but not sufficient condition for welfare maxi-
misation. All points on the PPC are Pareto-optimal. The choice among these alternative Pareto-optimal states requires some measure or criterion of social welfare. In a subsequent section we will use one such criterion, namely Bergson's social welfare function.

## 5. the Kaldor-Hicks 'compensation criterion’

Nicholas Kaldor ${ }^{1}$ and John Hicks ${ }^{2}$ suggested the following approach to establishing a welfare criterion.

Assume that a change in the economy is being considered, which will benefit some ('gainers') and hurt others ('losers'). One can ask the 'gainers' how much money they would be prepared to pay in order to have the change, and the 'losers' how much money they would be prepared to pay in order to prevent the change. If the amount of money of the 'gainers' is greater than the amount of the 'losers', the change constitutes an improvement in social welfare, because the 'gainers' could compensate the 'losers' and still have some 'net gain'. Thus, the Kaldor-Hicks 'compensation criterion' states that a change constitutes an improvement in social welfare if those who benefit from it could compensate those who are hurt, and still be left with some 'net gain'.

The Kaldor-Hicks criterion evaluates alternative situations on the basis of monetary valuations of different persons. Thus it implicitly assumes that the marginal utility of money is the same for all the individuals in the society. Given that the income distribution is unequal in the real world, this assumption is absurd. Assume, for example, that the economy consists of two individuals, $A$, who is a millionaire, and $B$, who has an income of $£ 4000$. Suppose that the change (being considered by the government) will benefit $A$, who is willing to pay $£ 2000$ for this change to happen, while it will hurt $B$, who is prepared to pay $£ 1000$ to prevent the change. According to the Kaldor-Hicks criterion the change will increase the social welfare (since the 'net gain' to $A$, after he compensates $B$, is $£ 1000$ ). However, the gain of $£ 2000$ gives very little additional utility to millionaire $A$, while the 'loss' of $£ 1000$ will decrease a lot the well-being of $B$, who has a much greater marginal utility of money than $A$. Thus the total welfare will be reduced if the change takes place. Only if the marginal utility of money is equal for all the individuals would the Kaldor-Hicks criterion be a 'correct' welfare measure. This criterion ignores the existing income distribution. In fact this criterion makes implicit interpersonal comparisons, since it assumes that the same amounts of money have the same utility for individuals with different incomes.

## 6. THE BERGSON CRITERION: THE SOCIAL WELFARE FUNCTION

The various welfare criteria so far discussed show that when a change in the economy benefits some individuals and hurts others it is impossible to evaluate it without making some value judgement about the deservingness of the different individuals or groups. Bergson ${ }^{3}$ suggested the use of an explicit set of value judgements in the form of a social welfare function. A social welfare function is analogous to the individual consumer's utility function. It provides a ranking of alternative states

[^123](situations, configurations) in which different individuals enjoy different utility levels. If the economy consists of two individuals the social welfare function could be presented by a set of social indifference contours (in utility space) like the ones shown in figure 23.3. Each curve is the locus of combinations of utilities of $A$ and $B$ which yield the same level of social welfare. The further to the right a social indifference contour is, the higher the level of social welfare will be. With such a set of social indifference contours alternative states in the economy can be unambiguously evaluated. For example a change which would move the society from point $b$ to point $c$ (or $d$ ) increases the social welfare. A change moving the society from $a$ to $b$ leaves the level of social welfare unaltered.


Figure 23.3 Bergson's welfare contours

The problem with the social welfare function is that there is no easy method of constructing it. Its existence is axiomatically assumed in welfare economics (see below). Somebody in the economy must undertake the task of comparing the various individuals or groups and rank them according to what he thinks their worthiness is. A democratically elected government could be assumed to make such value judgements which would be acceptable by the society as a whole. This is implicitly or explicitly assumed when use is made of the apparatus of the social welfare function.

It should be noted that the social welfare function cannot be used to derive social (or community) indifference curves in output space (analogous to the indifference curves of a single individual) without taking into account the distribution of income among the various individuals in the economy. In a subsequent section we will examine the conditions under which community indifference curves in output space can be derived from the social welfare function. ${ }^{1}$

## B. MAXIMISATION OF SOCIAL WELFARE

In this section we will examine the conditions of social welfare maximisation in the simple two-factor, two-commodity, two-consumer model. The assumptions of our analysis are listed below.

1. There are two factors, labour $L$, and capital $K$, whose quantities are given (in perfectly inelastic supply). These factors are homogeneous and perfectly divisible.

[^124]2. Two products, $X$ and $Y$, are produced by two firms. Each firm produces only one commodity. The production functions give rise to smooth isoquants, convex to the origin, with constant returns to scale. Indivisibilities in the production processes are ruled out.
3. There are two consumers whose preferences are represented by indifference curves, which are continuous, convex to the origin and do not intersect.
4. The goal of consumers is utility maximisation and the goal of firms is profit maximisation.
5. The production functions are independent. This rules out joint products and external economies and diseconomies in production.
6. The utilities of consumers are independent. Bandwagon, snob and Veblen effects are ruled out. There are no external economies or diseconomies in consumption.
7. The ownership of factors, that is, the distribution of the given $L$ and $K$ between the two consumers, is exogenously determined.
8. A social welfare function, $W=f\left(U_{A}, U_{B}\right)$, exists. This permits a unique preference-ordering of all possible states, based on the positions of the two consumers in their own preference maps. This welfare function incorporates an ethical valuation of the relative deservingness or worthiness of the two consumers.

The problem is to determine the welfare-maximising values of the following variables:
(a) The welfare-maximising commodity-mix, that is the total quantity of $X$ and $Y$ (production problem).
(b) The welfare-maximising distribution of the commodities produced between the two consumers, $X_{A}, X_{B}, Y_{A}, Y_{B}$ (distribution problem).
(c) The welfare-maximising allocation of the given resources in the production of $X$ and $Y, L_{x}, L_{y}, K_{x}, K_{y}$ (allocation problem).

In summary. In the $2 \times 2 \times 2$ model we have ten unknowns, and we have to find the values of these unknowns which maximise the social welfare.

The social welfare function is one of the tools which we will use in finding the situation which maximises social welfare. For this purpose, however, we need another tool, the grand utility possibility frontier. This shows the maximum utility attainable by $B$, given the utility enjoyed by $A$ from any given product-mix.

## 1. DERIVATION OF THE GRAND UTILITY POSSIBILITY FRONTIER

We have seen in Chapter 22 that each product-mix (combination of $X$ and $Y$ ) can be distributed optimally among the two consumers in an infinite number of ways, represented by the points of the Edgeworth contract curve of exchange corresponding to that particular output combination. Take, for example, the combination $Y_{0} X_{0}$, denoted by point $a$ on the production possibility curve $F F^{\prime}$ of figure 23.4. Each point on the contract curve $0 a$ implies a different distribution of the two commodities between the two consumers, and hence a different combination of utilities. For example, point $c$ denotes the utility combination $A_{2}$ (for consumer $A$ ) and $B_{8}$ (for consumer $B$ ). We can plot this utility combination in the utility space, that is a graph on whose axes we measure the utility of the two consumers (in ordinal utility indexes). Point $c^{\prime}$ in figure 23.5 represents the $A_{2} B_{8}$ utility combination; it shows the maximum utility attainable by $B\left(B_{8}\right)$, given the utility enjoyed by $A\left(A_{2}\right)$ from the distribution of $Y_{0} X_{0}$ as shown by point $c$ in figure 23.4. We say that $c$ in output space 'maps' into point $c$ ' in utility space.


Figure 23.4
We may repeat this process for any other distribution of the given $Y_{0} X_{0}$ productmix. For example, at point $g$ in figure 23.4 the two consumers enjoy the utilities $A_{4}$ and $B_{3}$. This utility combination is shown by point $g^{\prime}$ in the utility space of figure 23.5. Point $g$ in output space maps into $g^{\prime}$ in utility space. Point $g^{\prime}$ shows the maximum utility attainable to $B\left(B_{3}\right)$ given the utility of $A\left(A_{4}\right)$ from the distribution of $Y_{0} X_{0}$ denoted by point $g$ in figure 23.4. By mapping all the points of the contract curve $0 a$ into corresponding points in the utility space we obtain the utility possibility frontier for the particular commodity-mix $Y_{0} X_{0}$ (curve $S S^{\prime}$ in figure 23.5). The utility possibility curve $S S^{\prime}$ is drawn for the specific product-mix $Y_{0} X_{0}$, and it shows maximum utility possibilities when the economy produces this specific combination of commodities. Since there is an infinite number of points on the PPC curve, there must be an infinite number of utility possibility curves, each such curve for each product-mix on the production possibility curve. For example, assume that the economy produces the output-mix $Y_{1} X_{1}$ denoted by point $b$ on the $P P C$ curve of figure 23.4. The points on the Edgeworth contract curve $0 b$ show Pareto-optimal distributions of the product-mix $Y_{1} X_{1}$. Point $h$ shows the utility combination $A_{6} B_{3}$, which is depicted by point $h^{\prime}$ in the utility space of figure 23.5. Similarly, point $k$ in output space is mapped into point $k^{\prime}$ in utility space. The remaining points of the $0 b$ contract curve are mapped into the points of the utility possibility frontier $R R^{\prime}$ in figure 23.5.

In summary, each point on the PPC gives rise to a utility possibility frontier. The envelope of these utility possibility frontiers is the grand utility possibility frontier of the economy.

There is an alternative way of deriving the grand utility possibility frontier, which is much simpler. It makes use of the third marginal condition of Pareto optimality, that the slope of the PPC be the same as the 'equalised' $M R S$ of the two commodities for the two consumers $\left(M R P T_{x, y}=M R S_{x, y}^{A}=M R S_{x, y}^{B}\right)$. For any commodity combination produced in the economy, such as $a$ on the $P P C$ in figure 23.4, we pick the point on the corresponding contract curve ( $0 a$ ) which has the same slope as the PPC at $a$. At this point of the contract curve ( $c$ in figure 23.4) MRPT $=M R S$. From the utilities of consumers $A$ and $B$ associated with $c$ we can obtain $c^{\prime}$ in the utility space of figure 23.5; $c^{\prime}$ shows the utilities of $A$ and $B$ when the product-mix $Y_{0} X_{0}$ (denoted by $a$ ) is distributed between them in a way satisfying the Pareto-optimality condition $M R P T=M R S$. Point $c^{\prime}$ shows the maximum or grand utility attainable to the society from the output combination $Y_{0} X_{0}$. Thus only point $c^{\prime}$ of the $S S^{\prime}$ utility frontier belongs to the 'envelope' (or 'grand') utility possibility frontier.


Figure 23.5 The grand utility possibility frontier

For each point on the PPC we can repeat the above procedure and obtain a point in utility space. For example, if the product-mix is $b$, point $h$ on the corresponding $0 b$ contract curve indicates the optimal distribution of this product-mix between the two consumers. The 'grand' utility associated with this distribution is represented by point $h^{\prime}$ in the utility space of figure 23.5. Repetition of this procedure for each point on the PPC yields the 'envelope' utility possibility frontier. This is shown by the curve $U U^{\prime}$ in figure 23.5. Thus, the grand utility possibility frontier is the locus of utility combinations (of the two consumers) which satisfy the marginal condition $M R P T=M R S$ for each commodity-mix. Each point of the 'envelope' shows the maximum of $B$ 's utility for any given feasible level of $A$ 's utility, and vice versa.

It should be clear from the above discussion that all points on the grand utility possibility frontier satisfy all the Pareto marginal conditions of efficiency: efficiency in production, efficiency in distribution, efficiency in product composition.

## 2. DETERMINATION OF THE WELFARE-MAXIMISING STATE: <br> THE 'POINT OF BLISS'

In figure 23.6 the grand utility possibility frontier is combined with the social welfare function shown by the set of social indifference contours.


Figure 23.6 Maximisation of social welfare

Social welfare is maximised at the point of tangency of the 'envelope' utility possibility frontier with the highest possible social indifference contour. This point is called 'the point of bliss'. It is denoted by $W^{*}$ in figure 23.6. The maximum social welfare attainable in our example is the level implied by the indifference contour $W_{3}$. The two consumers will enjoy the levels of utility $U_{A}^{*}$ and $U_{B}^{*}$.

We can now see why the Pareto-optimality is a necessary but not sufficient condition for welfare maximisation. The welfare maximisation will occur at a point on the 'envelope' utility possibility frontier, and we saw that all points on this frontier satisfy all three conditions of Pareto optimality. Thus, the point of welfare maximisation is a Pareto-optimal state. However, a large number of points below the grand utility frontier, although not Pareto-optimal, yield a higher level of social welfare than points on the utility frontier. For example, point $N$ in figure 23.6 is a Pareto-optimal situation while point $L$ is not. Yet $L$ lies on a higher social indifference contour than point $N$. However, it can be shown that, given any inefficient point (below the 'envelope' utility frontier), there will exist some point(s) on the grand utility frontier that represents an improvement in social welfare.

## C. DETERMINATION OF THE WELFARE-MAXIMISING OUTPUT-MIX, COMMODITY DISTRIBUTION AND RESOURCE ALLOCATION

From the bliss point we can determine the optimising (welfare-maximising) values of the ten unknowns of the $2 \times 2 \times 2$ model:
(a) the total quantities of the two products $X^{*}$ and $Y^{*}$;
(b) the quantities of $X^{*}$ and $Y^{*}$ that will be consumed by the two consumers: $X_{A}^{*}$, $X_{B}^{*}, Y_{A}^{*}, Y_{B}^{*}$;
(c) the quantities of capital and labour which will be used in the production of the optimal product-mix, $L_{x}, L_{y}, K_{x}, K_{y}$.

By retracing our steps we will show that the maximum welfare configuration (state) is determinate, in that it yields unique values to the above ten unknowns involved.

The constrained bliss point $W^{*}$ is associated with a unique commodity-mix on the production possibility curve, because: $W^{*}$ defines the utility combination $U_{A}^{*} U_{B}^{*}$ $\rightarrow$ which belongs to a particular utility frontier. $\rightarrow$ But recall that each utility frontier is derived from a single (unique) point on the production possibility curve. Thus, assume that the utility possibility frontier, to which $U_{A}^{*} U_{B}^{*}$ belong, corresponds to the unique point $W^{\prime}$ on the production possibility curve $F F^{\prime}$ in figure 23.7. Point $W^{\prime}$ defines the welfare-maximising commodity combination $Y^{*} X^{*}$.
We next construct the Edgeworth box of exchange with precise coordinates the welfare-maximising levels of outputs $Y^{*}$ and $X^{*}$. By examining the contract curve $0 W^{\prime}$ we can locate the one point where the utilities of the two consumers are $U_{A}^{*}$ and $U_{B}^{*}$. At this point ( $W^{\prime \prime}$ in figure 23.7) the 'equalised' slope of the indifference curves of consumers $A$ and $B$ is equal to the slope of the PPC at $W^{\prime}$. Point $W^{\prime \prime}$ defines the distribution of $X^{*}$ and $Y^{*}$ between the two consumers $\left(X_{A}^{*}, X_{B}^{*}, Y_{A}^{*}\right.$ and $Y_{B}^{*}$ in figure 23.7).

Finally, point $W$ on the production possibility curve defines point $W^{\prime \prime \prime}$ on the contract curve of the Edgeworth box of production. (The PPC was derived, point by point, from the contract curve of the Pareto-efficient input locus.) In figure 23.8 point $W^{\prime \prime \prime}$ is the point of tangency of the isoquants $Y^{*}$ and $X^{*}$ implied by the bliss point. By drawing perpendiculars through $W^{\prime \prime \prime}$ we define the amount of capital $K$ and labour $L$


Figure 23.7


Figure 23.8 Optimal allocation of resources
which will be used in the production of $Y^{*}$ and $X^{*}$. The welfare-maximising resource allocation is shown by the length of the segments marked by the brackets and denoted by the symbols $L_{x}^{*}, L_{y}^{*}, K_{x}^{*}$ and $K_{y}^{*}$.

In summary, the maximum-welfare configuration is determinate. We have solved (found unique values) for the total outputs, the distribution of these outputs between the two consumers, and for the labour and capital to be used in the production of the welfare-maximising outputs. ${ }^{1}$

[^125]
## D. WELFARE MAXIMISATION AND PERFECT COMPETITION

We have demonstrated that under certain assumptions an economy can reach the point of maximum social welfare. It should be stressed that the bliss point (and the solution of the system for the values of the ten variables that are the unknowns in the welfare-maximisation problem of the $2 \times 2 \times 2$ model) depends only on technological relations: the problem of welfare maximisation is purely 'technocratic'. Recall that the bliss point is attained by equalising the slopes of isoquants, the slopes of the indifference curves, and the slope of the production possibility curve to the (equalised) slope of the indifference curves. Thus, the welfare-maximising solution does not depend on prices. However, in Chapter 22 we have shown that perfect competition can lead to a general equilibrium situation where the three marginal conditions of Pareto optimality are satisfied. The analysis of Chapter 22 can now be extended to show that the general equilibrium solution reached with perfect competition is the same as the situation implied by the bliss point of the welfare maximisation problem.
(a) Profit maximisation by the individual firm implies that whatever output the firm may choose as the most profitable must be produced at a minimum cost. Cost minimisation is attained if the firm chooses the input combination at which the marginal rate of technical substitution of the two factors is equal to the input price ratio

$$
\operatorname{MRTS}_{L, K}=\frac{w}{r}
$$

Since in perfect competition all firms are faced by the same set of factor prices, it follows that

$$
M R T S_{L, K}^{x}=M R T S_{L, K}^{y}=\frac{w}{r}
$$

Thus in figure 23.8 the slope of the contract curve at $W^{\prime \prime \prime}$ must be equal to $w / r$ in perfectly competitive input markets, since $W^{\prime \prime \prime}$ is the point of the (equalised) slope of the isoquants $Y^{*}$ and $X^{*}$.
(b) Utility maximisation by each individual requires the choice of the product-mix where the marginal rate of substitution of the two commodities is equal to the ratio


Figure 23.9
Now, the welfare-maximising commodity-mix is defined by the point of tangency of the production possibility curve with the line $A B$, which is the highest possible isovalue line in our example. Hence, at the price ratio implied by the line $A B$, point $W^{\prime}$ defines the welfaremaximising quantities of the two commodities, and at the same time the highest output-value.
of their price

$$
M R S_{x, y}=\frac{P_{x}}{P_{y}}
$$

Since in perfect competition all consumers are faced by the same commodity prices, it follows that

$$
M R S_{x, y}^{A}=M R S_{x, y}^{B}=\frac{P_{x}}{P_{y}}
$$

Thus in figure 23.7 the slope of the contract curve at $W^{\prime \prime}$ must be equal to the $P_{x} / P_{y}$ ratio in perfectly competitive commodity markets, since $W^{\prime \prime}$ is the point of the (equalised) slope of the indifference curves of the two consumers.
(c) We have shown that at the bliss point the (equalised) slope of the indifference curves (the 'common' $M R S_{x, y}$ ) is equal to the slope of the production possibility curve at $W^{\prime \prime}$. Thus at $W^{\prime \prime}$, which defines the product-mix that maximises social welfare, we have

$$
M R P T_{x, y}=\frac{P_{x}}{P_{y}}
$$

(d) Finally, a firm in a perfectly competitive market maximises its profit by setting its marginal cost equal to the market price of the commodity. Consequently we have

$$
M R P T_{x, y}=\frac{P_{x}}{P_{y}}=\frac{M C_{x}}{M C_{y}}
$$

Thus we have established that a perfectly competitive system guarantees the attainment of maximum social welfare. This is the result of the maximising behaviour of firms and consumers. In a perfectly competitive (free enterprise) system, each individual, in pursuing his own self-interest, is led by an 'invisible hand' to a course of action that increases the general welfare of all. ${ }^{1}$

However, perfect competition is only one way for attaining welfare maximisation. A decentralised socialist system, for example, in which the government has somehow estimated 'shadow' prices and directs its individual economic units to maximise their 'gains', can in principle achieve the same results as a perfectly competitive system. ${ }^{2}$

In summary. Implicit in the purely 'technocratic' problem of welfare maximisation is a set of 'prices'. Decentralised decisions in response to these 'prices' by atomistic profit maximisers and utility maximisers will result in just that levels of inputs, outputs and commodity-distribution that the bliss point requires. The individual maximisers can be acting in a perfectly competitive system, or in a decentralised social system of the Lerner-Lange type, where bureaucrats have established somehow the 'prices' that maximise social welfare and coerce the citizens to act in response to these 'prices'.

The above 'duality theorem' is the kernel of modern welfare economics. This 'duality theorem' may be stated as follows. Welfare maximisation can be attained by maximising behaviour of individuals, given the technological relations of the production function, ordinal indexes of the utility of consumers, and given a social welfare function. The welfare maximisation is independent of prices. However, implicit in the

[^126]logic of this purely technocratic formulation is a set of constants. These constants can be the prices of a perfectly competitive economy, or the 'shadow prices' of a socialist economy. Thus, if these 'prices' (constants) are known (as, for example, the prices of a perfectly competitive system), and individual profit maximisers and utility maximisers act in response to these prices, their behaviour will lead to the maximisation of social welfare. ${ }^{1}$

## E. CRITIQUE AND EXTENSIONS

We have examined the maximisation problem of modern welfare economics within the framework of the simple $2 \times 2 \times 2$ static model. We turn now to the examination of its assumptions, to see which are simplifying, in the sense that they can be relaxed without essentially affecting the model, and which are restrictive, in the sense that if they do not hold the model collapses.

## 1. EXTENSION TO MANY FACTORS, PRODUCTS AND CONSUMERS

The model can be extended to any number of resources, commodities and consumers. We have examined the general $\mathbf{H} \times \mathbf{M} \times \mathbf{N}$ model in the Appendix to Chapter 22.

## 2. CORNER SOLUTIONS

We have implicitly assumed that the two sets of isoquants provide a smooth locus of 'internal' tangencies, that is, the contract curve of production was assumed to lie inside the Edgeworth box. This assumption is not particularly harmful to the model. To cover cases where the tangency of the isoquants occurs outside the Edgeworth box of production (in which case the solution will be on the axes of the box, that is, there will be a 'corner solution') we must state the condition of equilibrium of production in the form of an inequality rather than an equality of the $M R T S_{L, K}$. In particular the condition

$$
M R T S_{L, K}^{x}=M R T S_{L, K}^{y}
$$

must be replaced by the condition

$$
\left(M R T S_{L, K}^{x}\right)<\left(M R T S_{L, K}^{y}\right)
$$

or

$$
\left\{\begin{array}{l}
\text { slope of the } \\
X \text { isoquants }
\end{array}\right\}<\left\{\begin{array}{l}
\text { slope of the } \\
Y \text { isoquants }
\end{array}\right\}
$$

To understand this consider the figures 23.10 and 23.11.
Point $a$ in figure 23.10 represents a 'corner solution'. At $a$ the slope of the $X$ isoquant is smaller than the slope of the $Y$ isoquant, so that $a$ shows the maximum output of $X$ (i.e. $\left.X^{*}\right)$ given the output of $Y\left(Y^{*}\right.$ in figure 23.10).

Point $b$ in figure 23.11 is not an equilibrium solution, because it does not show the maximum of $X$, given $Y$. Actually, given $Y$, the maximum quantity of $X$ is at point $b^{\prime}$. (Apparently $X^{\prime}>X$ ). Note that at $b$ the slope of the $X$ isoquant is larger than the
${ }^{1}$ See F. M. Bator, 'The Simple Analytics of Welfare Maximisation', American Economic Review (1957), pp. 22-59.


Figure 23.10


Figure 23.11
slope of the $Y$ isoquant, so that the 'inequality' equilibrium condition is not satisfied.
In summary, for a corner solution to occur the $Y$ isoquant must cut (on the axis of the Edgeworth box) the $X$ isoquant from below.

## 3. EXISTENCE OF COMMUNITY INDIFFERENCE CURVES IN OUTPUT SPACE

The bliss point, where the social welfare function was maximised, was defined in utility space, that is, on the graph on whose axes we measure the utilities of the two consumers (in ordinal indexes), while the utility-maximising position of an individual consumer is determined in output space (i.e. on a graph on whose axes we measure the quantities of the two commodities). The social welfare contours are not social or community indifference curves (equivalent to a single individual's indifference curves). For a single individual, a given $X Y$ combination (in output space) belongs to a unique indifference curve and has a unique slope ( $M R S_{x, y}^{A}$ ). However, if the particular $X Y$ combination is distributed between two consumers, a community indifference curve passing through $X Y$ (in output space) would not have a unique slope, because this slope would be sensitive to the way that the product mix $X Y$ is distributed among the two individuals. Recall that a particular product-mix can be distributed optimally among $A$ and $B$ in an infinite number of ways, along the contract curve of the Edgeworth box of exchange corresponding to this product mix. Each distribution (of the given product-mix) has a different (equalised) $M R S$ for the two individuals, because it corresponds to a different utility combination. These utility combinations, corresponding to the different distributions, form the utility possibility frontier for the particular commodity-mix. Accordingly, the community $M R S$ at a given point in commodity space (i.e. the slope of a community indifference curve) will vary with movements along the corresponding utility possibility frontier (i.e. with the distribution of the $X Y$ combination between $A$ and $B$ ).
In summary, we can say that a point in output space maps to a curve in utility space; and a point in utility space maps into a curve in output space. Not just one, but many possible $X Y$ combinations can yield a specified $U_{A} U_{B}$ mix. It is this reciprocal point-line phenomenon that lies at the heart of Samuelson's proof of the non-existence of community indifference curves. The community MRS for a given fixed $Y$ and $X$ combination depends on how $X$ and $Y$ are distributed among $A$ and $B$, i.e. on which $U_{A} U_{B}$ point on the Edgeworth contract curve of exchange is chosen. Hence the slope of a community indifference curve for a given $X Y$ mix is not uniquely determined.

However, if one can decide which is the most desirable $U_{A} U_{B}$ combination for a given 'basket' of $X$ and $Y$, then the equalised $M R S$ of the two individuals at this utility combination can be considered as the unique $M R S$ of the community as a whole, so that the community indifference curve at the $X Y$ point will have a unique
slope. Based on this, Samuelson ${ }^{1}$ proved that one can derive community indifference curves by continuous redistribution of 'incomes' until the welfare function (axiomatically assumed to exist) is maximised in utility space. To illustrate this assume an initial distribution (point $a$ in figure 23.12) which yields a total welfare of $W_{0}$ (point $a^{\prime}$ in figure 23.13). With continuous redistribution the community can reach point $e$ on $W_{2}$ where the social welfare is maximised for the particular $Y_{0} X_{0}$ output mix. (We saw that $e$ is mapped into a single point in output space.)


Figure 23.12


Figure 23.13

If we repeat this process for all output combinations, we can derive a set of social indifference curves in the output space. Note the two basic assumptions of Samuelson's proof of 'existence' of social indifference curves: (a) A social welfare function exists; (b) continuous redistribution of 'incomes' is possible.

In summary, the maximisation of social welfare procedure can be used to 'establish' the existence of community indifference curves in output space. These curves are called 'community indifference curves corrected for income distribution'. They are widely used in international trade theory and in other fields of economics. Bator (op. cit.) argues that these community indifference curves reveal the society's ranking of preferences, as reflected in a social welfare function which is defined by a government elected by political consensus. Bator believes that the rankings of the society, based on these community indifference curves is more objective than that of any 'arbitrary ethic standard', adopted subjectively by policy-makers. We think that this argument is 'circular', since the community indifference curves (in output space) are derived from a social welfare function which is assumed to exist axiomatically, and which incorporates the subjective value judgements of those who supposedly have defined it. The point is that, given the subjective nature of the welfare function, the community indifference curves will also reflect subjective valuations.

## 4. ELASTIC SUPPLY OF FACTORS

The $2 \times 2 \times 2$ model assumed given quantities of factors. This assumption can be relaxed. The supply of factors can be expressed as a function of all the prices in the system. This allows for some elasticity in the supply of factors. The analytical effect is to make the PPC a function of the factors of production. This approach has been adopted in the generalised $\mathbf{H} \times \mathbf{M} \times \mathrm{N}$ model, presented in the Appendix to Chapter 22.
${ }^{1}$ See P. A. Samuelson, 'Social Indifference Curves', Quarterly Journal of Economics (1956) pp. 1-22.

## 5. JOINT AND INTERMEDIATE PRODUCTS

It was assumed in the $2 \times 2 \times 2$ model that all products were final products, and joint products were ignored. The model can easily be extended to take into account joint production of some goods, as well as the fact that some products are partly bought by final consumers and partly by other firms which use them in their production as inputs. Analytically this is done by introducing the relevant products as inputs in the production functions of the firms. ${ }^{1}$

## 6. Decreasing returns to scale

We have assumed constant returns to scale. If this assumption is relaxed and instead it is assumed that there are decreasing returns to scale, some problems do arise.

In the case of decreasing returns the total value of output will exceed the total payments to the factors of production: product is not 'exhausted' by factor payments. This creates ambiguity about how to treat the imbalance between total value of output and total payments to factor owners in a general equilibrium framework.

Traditionally, decreasing returns to scale (increasing costs) are attributed to managerial diseconomies arising from the 'entrepreneurial factor' which is scarce even in the long run. Entrepreneurship, in this approach, defines the size of the firm (which is indeterminate in perfect competition with constant or increasing returns to scale), but is not treated explicitly as an input.

In any case no serious problems arise by assuming decreasing returns to scale. The required convexity of the production possibility curve is preserved, although the mathematical treatment of the problem becomes more tedious with the introduction of non-linearities.

## 7. EXTERNALITIES: DIVERGENCE BETWEEN PRIVATE AND SOCIAL COSTS AND BENEFITS

In our welfare-maximisation analysis we have assumed that there is no direct interaction among producers (independence of production functions), among households (independence of utilities) and between producers and households.

Furthermore, in asserting the Pareto-optimal properties of perfect competition we have implicitly assumed that all benefits and costs of producers and consumers are reflected in market prices, and that there is no divergence between private and social costs and benefits. However, there are many situations in which the effects of an individual's action is not fully reflected in market prices, and there is a difference between private and social costs and benefits.

When the action of an economic decision-maker creates benefits for others, for which he is not paid, there occurs an external economy for the others (and the economy as a whole). When the action of an individual agent creates costs for others for which he does not pay, there occurs an external diseconomy for the others (and the society as a whole).

The term externalities refers to both external economies and diseconomies. If externalities exist, the model breaks down for two reasons: first, the Paretooptimality conditions are violated; second, the constants embedded in the system lose their significance as 'prices', because they do not reflect all the costs and benefits

[^127]of an action to the society as a whole. In other words, externalities create a divergence between private and social costs and benefits. Because externalities are not reflected in market prices, these prices provide misleading information (signals) for an optimal allocation of resources.

We will examine separately the externalities in production and the externalities in consumption.

## A. Externalities in production

(a) Divergence between private and social costs

We will illustrate this case with an example. Assume that commodity $X$ is alcohol, which for simplicity we assume is manufactured in a perfectly competitive market. Each firm is in equilibrium when

$$
M C_{x}=P_{x}
$$

where $M C_{x}$ is the cost of the individual firm, or the private cost. This does not include the cost of pollution of the environment that the firm creates, nor the costs of accidents and deaths caused by drunken consumers. These are external costs to the firm. Suppose that the Health Department obtains an estimate of these costs. The marginal social cost $(M S C)$ is the sum of the private cost $\left(M C_{x}\right)$ and the marginal external cost (MEC), that is

$$
M S C_{x}=M C_{x}+M E C
$$

Obviously we have a divergence of private and social cost of alcohol. Since $M C_{x}=P_{x}$, it follows that $P_{x}<M S C_{x}$, which implies that the allocation of resources to the production of alcohol is not socially optimal; since the firm does not pay the full cost the production of alcohol in the economy is excessive. If the firm were made to pay the full social costs it would produce a smaller amount of alcohol, defined by the point where

$$
P_{x}=M S C_{x}
$$

This is shown in figure 23.14. The marginal social cost curve lies above the private marginal cost curve, given $M S C_{x}>M C_{x}$. The vertical difference between these two curves is the marginal external costs incurred in the production and consumption of alcohol. If the firm does not pay the external costs, its profit-maximising output is $X_{0}$. However, if the government required the firm to pay the external costs the firm would reduce its output to $X_{1}$.

In summary, when the private cost is smaller than the social cost, adherence to the rule $M C_{x}=P_{x}$ leads to overproduction of $X$. By an analogous argument it can be


Figure 23.14
shown that if $M C_{x}>M S C_{x}$, the level of production of $X$ will be less than the socially optimum. Divergence between private and social costs (and benefits) results to misallocation of resources in a perfectly competitive system.
(b) Divergence between price and social benefit

Even if the price is equal to the MSC there is no guarantee that social welfare is maximised, because price may be different than the social benefit. For example assume that an environmentalist uses unleaded petrol for running his car, paying $P_{g}=M C_{g}$. By using unleaded gasoline the environmentalist keeps the air cleaner, thus creating a benefit to others who breathe in a less polluted atmosphere. Since they do not pay for this benefit we have an externality for the society as a whole. If we add the value of this benefit to the price we obtain the marginal social benefit (MSB). Apparently $P_{g}<M S B_{g}$, and since the firm produces where $P_{g}=M C_{g}$, it follows that the production of gasoline is less than the socially optimal quantity. If the government added the external benefit on the price of petrol, the consumers would pay the full $M S B_{g}$, and each firm would increase its production. This is shown in figure 23.15.


Figure 23.15


Figure 23.16

The $M S B$ curve is above the $P_{g}$ curve at all levels of output. If consumers pay the full $M S B_{g}$, the firm would increase its output by the amount $X_{0} X_{1}$. If we take into account any external costs of lead-free petrol the marginal cost curve would shift to the left (figure 23.16) and equilibrium would be reached at point $e$, where

$$
M S C_{g}=M S B_{g}
$$

From the above discussion we may conclude that when externalities exist, the condition for a socially optimal production is the equality of the MSC and the MSB. In a multi-product economy the condition for optimal resource allocation is

$$
\frac{M S B_{x}}{M S C_{x}}=\frac{M S B_{y}}{M S C_{y}}=\cdots=\frac{M S B_{M}}{M S C_{M}}=1
$$

## (c) External economies in production

We said that the presence of externalities in production invalidates the conditions required for social welfare maximisation. The question is how important are externalities in the real world. Some examples may illustrate the extent of the problem.
(i) A new highway reduces the transport cost of individual firms. Since they do not pay for the construction of the highway the $M S C$ is higher than the private marginal cost.
(ii) The expansion of an industry (for example the motorcar industry) creates additional demand for the industries that supply it with raw materials, intermediate products and machinery. This increase in demand in the other industries may allow
them to reap economies of large-scale production and lower the price of their product. This is an external economy to all the buyers of the product of these industries.
(iii) A new training programme of corporation $A$ increases the supply of skilled labour for other firms in the industry. Since the latter do not pay the training costs there is an external economy for them.
(iv) If an apple producer grows more apple trees the production of a honey producer in the vicinity of the orchard will increase, because his bees have access to a larger number of apple trees. This is an external economy to the honey producer.
(v) If a honey producer expands his beehives the production of oranges of the owner of a near-by orange grove will increase, since bees help pollinate oranges. This is an external economy for the orange producer.
(vi) If a firm adopts a production method which reduces the pollution of a lake where it disposes its wastes the fish catch will increase. This is an external economy for fishermen in that lake.
(vii) Government-financed research creates external economies for all the firms which benefit from such research.

## (d) External diseconomies in production

(i) Pollution of lakes, rivers and the sea by firms reduces the fish population and hence creates an external diseconomy for the fishing industry. Pollution of this sort creates also health hazards, and therefore a diseconomy for all consumers in adjoining areas.
(ii) Pollution of the air from the smoke of factories or fumes of cars and airplanes has similar diseconomies.
(iii) Establishment of a new industry in an area increases the wage rates to all firms in that area.
(iv) Creation of new shopping centres increases traffic in the neighbourhood, causing a diseconomy to the inhabitants of that area.

The above examples show that externalities in production are very important in the real world. The model developed in this chapter cannot deal with externalities.

## B. Externalities in consumption

We have assumed that the utility level (satisfaction) of one consumer is independent of the consumption pattern of the other. This is a far cry from reality. Changes in fashion create strong imitation patterns (bandwagon effects). The desire 'to keep up with the Joneses' creates conspicuous consumption patterns (Veblen effect) which decrease the utility of at least some consumers. Snob behaviour is a widespread phenomenon in western societies. The utility of snobs is greatly affected by the purchases of other people. A smoker decreases the utility of non-smokers in a restaurant or a theatre. The change of cars every year by some consumers decreases the utility of those who cannot afford such change. If one keeps one's car in good condition, the safety of others, and hence their utility, is increased.

If externalities in consumption are present the equalisation of the marginal rate of substitution of commodities among consumers does not lead to Pareto optimality and maximisation of social welfare. Consider figures 23.17 and 23.18 , which show the indifference maps of consumers $A$ and $B$. Assume that initially the two consumers are at points $a$ and $b$ where $M R S_{x, y}^{A}=M R S_{x, y}^{B}$, i.e. the condition of Pareto optimality in exchange holds if there are no externalities in consumption. Consumer $A$ has a utility of 100 while consumer $B$ has a utility of 80 . (Utility indexes are used.)

Suppose that $A$ is not affected by $B$ 's consumption, but $B$ 's utility is reduced by $A$ 's


Figure 23.17
$A$ 's indifference map


Figure 23.18
$B$ 's indifference map
consumption of commodity $X$ (for example tobacco), but not of $Y$ (for example alcohol). Under these conditions a redistribution of the same total output of $X$ and $Y$ between the two consumers can increase social welfare. Assume that redistribution is such as to decrease the consumption of $X$ by consumer $A$. This shifts the utility map of $B$ downwards, showing the increase in the utility of $B$ arising from the reduction in the consumption of $X$ by consumer $A$. Redistribution is such that consumer $A$ moves to point $a^{\prime}$ and consumer $B$ moves to $b^{\prime}$. The total welfare has increased, despite the fact that at the new equilibrium the $M R S_{x, y}$ is not the same for the two consumers. In the new situation consumer $A$ is on the same indifference curve, while $B$ has moved to a higher indifference curve (point $b^{\prime}$ lies on the shifted indifference curve with utility 90 ). We conclude that, when externalities in consumption exist, adherence to the equalisation of the MRS of the two consumers does not ensure Pareto optimality.

## 8. KINKED ISOQUANTS

We have assumed that the isoquants are continuous and smooth, without kinks. Such smooth curvatures are mathematically convenient, because calculus can be applied in the solution of the problem of welfare maximisation. Kinked isoquants cause indeterminacy in marginal rates of substitution, that is, lead to a breakdown of calculus techniques. However, kinked isoquants can be handled with the linear programming techniques. The mathematics become more complicated, but the model retains its essential properties. All the efficiency conditions can be restated so as to take into account the kinked isoquants. Furthermore the existence of implicit 'prices' embedded in the maximum-welfare problem is, if anything, even more striking in linear programming. ${ }^{1}$

## 9. CONVEX ISOQUANTS

We have assumed that the isoquants are convex to the origin and there are constant returns to scale. These assumptions ensure the concavity of the production possibility curve, which is essential for the solution of the welfare-maximisation problem. In this paragraph we examine the effects of the relaxation of the assumption of convexity of the production isoquants. In the next section we will examine the effects of increasing returns to scale.
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Figure 23.19

If the production isoquants are concave to the origin the Edgeworth contract curve of production becomes the locus of tangencies (of the isoquants of $X$ and $Y$ ) where the output of $X$ is minimum for a given level of $Y$, and vice versa. Consider figure 23.19, where both sets of isoquants are concave. Any point on the contract curve $F F^{\prime}$ shows the minimum quantity of $X$ for a given quantity of $Y$. For example, point $h$ shows the combination $Y_{3} X_{4}$. However, given $Y_{3}$ the maximum amount of $X$ is $X_{6}$ (at a 'corner solution'), while $X_{4}$ shows the minimum amount of $X$ given $Y_{3}$.

We conclude that with concave isoquants the welfare-maximisation condition that the marginal rate of technical substitution of $X$ and $Y$ be equalised ( $M R T S_{L, K}^{x}=$ $M R T S_{L, K}^{y}$ ) will result in input combinations that give a minimum of one commodity for specified amount of the other, that is, a configuration which does not maximise social welfare.

## 10. INCREASING RETURNS TO SCALE

Returns to scale are related to the position of the isoquants, not to their shape. Assume that the isoquants are convex. Increasing returns to scale are shown by isoquants that are closer and closer (for output levels which are multiples of the original level) along any ray from the origin: to double output the firm needs less than double inputs. (See Chapter 3.)

In our simple model we assumed constant returns to scale. We also saw that decreasing returns to scale do not create serious difficulties except, perhaps, with the treatment of the imbalance between total value of the product and total payments to the factors (the product is not 'exhausted' by factor payments) within a general equilibrium approach. However, increasing returns to scale lead to serious difficulties. In this section we will examine the effects of increasing returns to scale (a) on the average cost curves of the firm, and $(b)$ on the curvature of the production possibility curve.

## (a) Increasing returns to scale and the AC curves of the firm

The consequence of increasing returns to scale is that the LAC falls as output increases. From Chapter 4 we know that when the $A C$ curve falls, the $M C$ curve lies below it. This situation is shown in figure 23.20.

The condition for profit maximisation in a perfectly competitive market is that the firm sets its $M C$ equal to the market price

$$
M C_{x}=P_{x}
$$

However, when there are increasing returns to scale, adherence to this rule would
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lead to losses, since $M C<A C$. In other words the maximisation of social welfare requires $P_{x}<A C$, that is, perpetual losses. But this situation is incompatible with perfect competition: firms which have losses close down in the long run, and the market system collapses.

Increasing returns to scale create another problem, namely the total value of the product is less than total factor payments

$$
(w \cdot L+r \cdot K)>\left(P_{x} \cdot X+P_{y} \cdot Y\right)
$$

## (b) Increasing returns to scale and the shape of the production possibility curve

We will continue to assume that the factor intensity ( $K / L$ ratio ) is different in the two commodities. In particular, the way in which we have been drawing the contract curve of production implies that the $(K / L)_{x}$ is less than the $(K / L)_{y} .{ }^{1}$ This can be seen from figure 23.21. At point $a$ we have $(K / L)_{x}<(K / L)_{y}$. Similarly at point $b$ we observe that $(K / L)_{x}$ is less than $(K / L)_{y}$. The shape of our contract curve implies that $X$ is less capital intensive than $Y$.

With different factor intensities, if the increasing returns to scale are not important, the PPC can still be concave to the origin, so that the model is valid. While doubling the inputs in the production of $X$ would more than double the output of $X$, an increase in $X$ at the expense of $Y$ will, in general, not take place by means of such proportional expansion of factors, because efficient production takes place along the contract curve, and at each point of this curve the $K / L$ ratio of $X$ and $Y$ change; as
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[^129]we have drawn the contract curve of production, labour is more important relative to capital in producing $X$, and vice versa for $Y$. Thus as the production of $X$ expands, the producers of $X$ will be coerced to use capital in greater proportion to labour. In other words, the $K / L$ ratio in $X$ becomes less 'favourable' as the production of $X$ expands. The opposite is true of the $K / L$ ratio in $Y$ as the production of $Y$ declines.

The above argument remains valid if we have unimportant increasing returns to scale in both functions. The PPC will become less curved, but so long as it stays below the diagonal of the Edgeworth box the production possibility curve will be concave, as required for the unique solution of the welfare-maximisation problem. In this 'mild' case of increasing returns to scale, with a still concave PPC, the previous maximising rules give the correct result for a maximum social welfare. Furthermore, the constants embedded in the system retain their meaning as 'prices', because they still reflect marginal rates of substitution and transformation. In this case also, the total value of maximum-welfare 'national' output ( $V^{*}=P_{x} \cdot X+P_{y} \cdot Y$ ), valued at these 'shadow prices' (constants of the system), is still at a maximum.

If, however, the increasing returns to scale are strong the production possibility curve will be convex to the origin (figure 23.22). In this case two results are possible, depending on the curvature of the community indifference curves.
(i) If the curvature of the community indifference curves is greater than the curvature of the convex production possibility curve, social welfare is maximised at $e$, where the isovalue-product line $A B$ is tangent to the production possibility curve. The constants implied by the maximum-of-welfare problem retain their meaning as 'shadow prices': they still reflect marginal rates of substitution and transformation. However, maximum social welfare is no longer associated with maximum value-ofoutput. In fact at point $e$ the value-of-output is at a a minimum. Given $P_{x} / P_{y}$ the value of output would be maximised at either $F$ or at $F^{\prime}$ (the 'corners' of the convex production possibility curve). ${ }^{1}$ Thus, if the curvature of the PPC is smaller than that of the community indifference curves, social welfare is maximised, but the value of output is at a minimum.
(ii) If, however, the curvature of the PPC is greater than the curvature of the community indifference curves, both social welfare and value of output are minimised if we apply the rules of welfare maximisation. In figure 23.23 the production possibility curve $F F^{\prime}$ is more convex than the indifference curves $(U)$, and the point of tangency $z$ is a point of both minimum welfare and minimum value of output. Welfare maximisation is attained at point $F$, a 'corner tangency' of the PPC and the highest possible community indifference curve $\left(U_{2}\right)$.

In summary: When the PPC is convex to the origin, the relative curvatures (of the
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Figure 23.23

PPC and the community indifference curves) are crucial: tangency points may be either maxima or minima of welfare.

## 11. INDIVISIBILITIES IN THE PRODUCTION FUNCTION

If the technology consists of small-scale and large-scale production processes, with large-scale methods having a lower average cost than the small-scale methods, but large-scale methods are indivisible, then perfect competition does not result in a Pareto-optimal allocation of resources, nor to a maximisation of social welfare.

Assume a situation in which perfect competition prevails with a large number of small firms being in equilibrium. Furthermore, assume that the economy has attained the equality of the MRPT and the (equalised) MRS of the two commodities among the consumers. Although in this situation (configuration) the three marginal conditions of Pareto optimality are fulfilled, the use of resources is inefficient and social welfare is not maximised if the production methods are indivisible and the small firms cannot take advantage of the lower cost of the large-scale production techniques. Under these conditions it is obvious that a few large firms, using the more efficient large-scale methods, can produce a greater amount of output with the same total quantities of inputs available in the economy. This means that the small firms produce at a point below the PPC, because, due to the indivisibilities, they cannot make full use of the available technical knowledge. Although the small firms satisfied the marginal condition for efficient production the use of resources was really inefficient in the initial situation: the small firms produced less output with the same amounts of resources.

In conclusion, the existence of indivisibilities is incompatible with the assumptions of perfect competition and the $2 \times 2 \times 2$ welfare model.

From the above examination of the assumptions of the $2 \times 2 \times 2$ model, we may conclude that the model collapses when:
(i) a welfare function does not exist;
(ii) there are externalities in production;
(iii) there are interdependencies in the utility functions;
(iv) there are strong economies of scale, which render the PPC convex to the origin and its curvature is greater than the curvature of the community indifference curves;
(v) there are indivisibilities in the production function.

## 24. Concluding Remarks

The business world is extremely complex and neo-classical microeconomic theory has proved inadequate to cope with this complexity. The nostalgia of many economists for theoretical models yielding precise equilibria is understandable; but economic analysis cannot be limited to models which describe the behaviour of monolithic firms run by owner-managers acting with omniscience and reaching decisions (aimed at the single goal of profit maximisation) with rationality possible in a world of perfect knowledge and certainty. The neo-classical model is too unrealistic for it to claim general acceptance. Contemporary theorists have not yet managed to develop a single model of the firm having the scope and precise results of the neo-classical model. Instead we have a constellation of models, all in a state of flux: models such as those of the 'full-cost' school, 'entry-forestalling' school, 'managerial' school, 'behavioural' school, and 'games-theory' school are being constantly revised, refined, tested and re-evaluated in an attempt to reach acceptable degrees of realism and predictive accuracy.

These models explore various aspects of the decision-making process of the firm that cannot be ignored in any realistic description of how the economic system works. Recent developments have drawn attention to the multiplicity of goals of modern large enterprises (objectives of managers, shareholders and workers) and stress the fact that multiple decisions have to be taken within single planning periods. Pricing decisions, which were the main concern of neo-classical theory, are only one aspect of the behaviour of the firm. These decisions are interlinked with others, such as the improvement of existing and the introduction of new products, the level of advertising expenses (and other sales efforts), the rate and direction of the growth of the firm (diversification, vertical integration, mergers and investment decisions), and the tactics towards actual and potential competition. All these aspects of the competitive behaviour must be examined simultaneously, for concentration on one aspect only (such as price policy) gives a partial picture.

In all models one can find elements of realism, contributing to the improvement of our knowledge of the decision-making process of the firms of the real world. Given the intricacies of the internal organisation of the firms (internal constraints), and the continuous change in the economic environment (external constraints), the advances achieved in micro-theory are impressive.

Whether from such fermentation of hypotheses and models a single general theory of oligopoly will emerge is questionable. There are various reasons for this scepticism. The shifts in demand, technological advance, organisational complexity and peculiarities of large firms, and the increasing concentration of productive activity in the hands of a few hundred giant multiproduct multinational firms, render reality too complex for it to be adequately described and explained by a single general model. To these complexities must be added the difficulties in securing reliable information on crucial variables, the increasing government activity in the private sector, the creation of
'blocks' at the international level, and so on, which change the economic system continuously. The number of variables that theories have to embody is extremely large.

It is hoped, however, that from the accumulation of inductive evidence, and the refinement of the tools and methods of testing hypotheses, the relevant ingredients of the plethora of existing models will be welded into a coherent general framework, flexible enough to permit the construction of specialised models to suit the purpose of the particular decision-maker.
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