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Preface to the Second Edition

This edition includes a third part, which covers the three important topics that were
omitted from the first edition, namely, the theory of factor pricing, general equilib-
rium theory, and welfare theory. Thus the book in its present form covers all the
topics usually included in textbooks on price theory.

The additional topics are presented at an intermediate level, in keeping with the
level of the first edition. The advantage of the presentation of these topics (over that
of other microeconomics textbooks) is an attempt to separate clearly the basic gen-
eral equilibrium theory from welfare economics. These two topics are usually pre-
sented together, with the result that students get confused as to the aims and nature
of general equilibrium analysis. In addition we present a summary of recent work
relating to the introduction of money in the traditional general equilibrium model.

Several new textbooks on price theory have been published since the first edition
of this book. They all suffer from the same shortcoming of earlier textbooks, namely,
they devote only a few pages to the analysis of the behaviour of oligopolistic firms,
which are typical of the real business world. Thus this textbook continues to be the
only one which devotes one-third of its total contents (length) to the new develop-
ments in the oligopoly front over the last two decades.

I would like to thank Professor John Hotson, Professor Lionel Needleman and
Professor Wayne Thirsk of the University of Waterloo for their constructive criticisms
and helpful comments. I am also indebted to my teaching assistant, Nicki Debipar-
shad, who helped me organise the contents of Part Three and clarify various issues.

January 1979 A. KOUTSOYIANNIS



Preface to the First Edition

This is an attempt to present a contemporary microeconomics textbook at an inter-
mediate level. In teaching microeconomic theory at all levels and in various countries
the author became increasingly aware of a twofold gap in the established textbooks
in this field. Most of these texts use obsolete tools of analysis, namely smooth U-shaped
cost curves and steeply sloping demand curves for the individual firms. Such cost and
demand curves bear little resemblance to the real world cost and demand conditions,
and hence are not suitable for the analysis of the behaviour of the modern large enter-
prise. Furthermore, it is a fact that in market economies oligopoly is the main market
structure. Mixed and capitalistic economies continue to be characterised by increasing
concentration in the industrial sector; still most micro-texts continue to do this fact
scant justice, by devoting only a few pages to the analysis of oligopolistic behaviour.
The impressive new developments in the oligopoly front over the last two decades are
either being ignored or treated superficially in established textbooks. In this book
we make an attempt to fill this gap.

The author has adopted the verbal method of presenting the material covered,
with extensive usc of diagrams to illustrate the verbal exposition. Mathematical
proofs, where necessary, are presented in footnotes, or, when in the text, they are
printed in small print so as not to interrupt the main theme.

The book is written at an intermediate level and is designed for undergraduate
micro-theory courses. In addition, post-graduate courses in which micro-theory is
taught not at too specialised a level, could make use of the text.

The approach adopted in this book is that of partial equilibrium analysis. We will
be examining the behaviour of buyers and sellers in a particular industry in isolation
from the conditions prevailing in other industries (markets). The interaction of
industries as studied by various general equilibrium methods is discussed in the final
chapters of this edition.

The book is divided in two parts. In Part One (Chapters 1-4) we examine the be-
haviour of the consumer and of other buyers, and we develop the basic tools of anal-
ysis of the behaviour of the firm, its revenue and cost curves. These curves determine
the equilibrium output of the firm. The market demand and the market supply define
the equilibrium of the industry. The revenue curve of the firms is closely related to
market demand, while the cost curves of the firms determine the market supply.
Thus the equilibrium of the firm defines and is defined by the equilibrium conditions
of the industry. The revenue and costs of the firm and the demand and supply of the
market determine the market price and the output of both the firm and the industry.
Chapter 1 contains some definitions and a classification of the main market structures
traditionally adopted in micro-economic theory. In Chapter 2 we develop the theory
of consumer behaviour and market demand, paying special attention to the recent
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developments in this field of microeconomics. In particular, we examine the attempts
to abandon the non-operational concept of utility and to render the demand func-
tion dynamic by incorporating into it appropriate time lags. In Chapter 3 we develop
the theory of production, stressing again the recent developments in this field. In
Chapter 4 we examine the traditional and modern theories of cost, and we attempt a
systematic analysis of the various types of economies of scale. We also present the avail-
able empirical evidence regarding the shape of cost curves, which refutes the smooth U-
shaped costs of the traditional theory. The main emphasis in Part One is on equipping
the student with a ‘kit of modern tools’ of economic analysis, which will help him under-
stand and analyse the complexities of the real business world.

Part Two of the book is divided in six sections. In Section A (Chapters 5-8) we
examine the traditional theories of perfect competition, monopoly and monopolistic
competition. In Chapters 5 and 6 we examine the behaviour of the firm in the basic
market structures of perfect competition and monopoly. In Chapter 7 we discuss
price discrimination, a practice widely used by firms in the modern business world.
In Chapter 8 we examine the equilibrium of the firm and the industry in the market
structure of monopolistic competition. The remaining five Sections of Part Two are
devoted to the examination of the behaviour of the firm in oligopolistic market struc-
tures. Thus the greatest part of this book deals with oligopoly. There are several
reasons for this. Firstly, oligopoly, as we said, is the main form of market structure
in the modern industry. Secondly, there are many theories of oligopolistic behaviour,
and each of them needs careful examination. Thirdly, theories of oligopoly developed
since 1950 have mostly been omitted from textbooks. Almost all textbooks on micro-
economics stop at the ‘theory’ of the kinked-demand curve. Even the classical oligopoly
models of collusion and price leadership are dealt with inadequately in most textbooks.
In this book we attempt a detailed examination of the main classical and modern
theories of oligopoly. In Section B (Chapters 9-10) we examine the classical models
of oligopoly (duopoly, cartels, price leadership). In Section C (Chapters 11-12) we
examine the attack on marginalism and the abortive attempts to develop a theory of
average-cost pricing as a substitute for the traditional marginalistic pricing models.
In Section D (Chapters 13-14) we review the basic models of limit-pricing (or entry-
preventing pricing). We discuss in detail the theories of J. Bain and subsequently we
examine the recent developments in the limit-price theory (Sylos’s model; Modigliani’s
formalisation of the entry-preventing models; Bhagwati’s extensions of earlier models;
Pashigian’s ‘mixed strategy’). In Section E (Chapters 15-17) we examine the managerial
theories of the firm. We discuss in detail Baumol’s ‘sales maximisation’ hypothesis,
Marris’s model of ‘managerial enterprise’, and Williamson’s model of ‘managerial
discretion’. In Section F (Chapter 18) we examine the behavioural theory of the firm
as developed by Cyert and March. Finally in Section G (Chapters 19-20) we discuss
briefly the theory of games and the linear programming model of optimal decision-
making. The models of entry-forstalling, of managerialism and behaviourism are
largely ignored in textbooks or are mentioned briefly as ‘experiments’ in the theory
of the firm. In this book we attempt to give these theories their due position in the
theory of microeconomics.

Three important topics (factor pricing, general equilibrium, welfare theory) usually
included in textbooks on price theory, are omitted from this text. The exclusion was
dictated by financial cost considerations: the length of the text had to be kept within
such limits that would make it possible to offer the book to students at a reasonable
price. Given these length limitations and faced with the choice of either omitting
part of the new material in this volume or excluding the above three topics, we felt
that the second alternative was preferable. Thus we decided to bring up to date the major
areas of micro-theory rather than rehash the material of the existing textbooks on
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price theory. It is hoped that the comprehensive treatment of the material covered
and the inclusion of the main ‘recent’ developments in the theory of the firm will
provide the student with the necessary modern tools and general theoretical framework
with which to approach and analyse with more realism the complex phenomena of
the contemporary business world.

I am greatly indebted to Professor Charles F. Carter, Vice-Chancellor of the Uni-
versity of Lancaster and former Editor of the Economic Journal, who gave me the
opportunity to write this book and made many constructive criticisms and valuable
suggestions. I am also indebted to Professor Harry Townsend of the University of
Lancaster who read through the typescript and made many helpful suggestions. From
Professor Kenneth Alexander of the University of Strathclyde, Professor R. Barback
of the University of Hull, Professor Robert Kerton and Professor Stanley Kardasz of
the University of Waterloo, Mr. George McGregor-Reid, Mr. Len Skerrat, Mr. Ronald
Akehurst, Mr. Geoffrey Dixon and Miss Susan Charles of the University of Lancaster I
received helpful comments on particular sections of the book. Mr. Tin Nguyen of the
University of Lancaster checked the examples and helped with various suggestions.

I am thankful to my students at the University of Lancaster and the University of
Waterloo, Ontario, who with their comments and general reactions helped me improve
the exposition of several parts of the book. Katherine Kossentos, Stuart James, Paul
Pezaros, John Andrew, Antony Akeroyd and Ian Horgan deserve special mention. I
have also benefited from the detailed comments of two anonymous referees. Any
mistakes and defects, however, are my responsibility.

I would like to dedicate this book to Charles F. Carter, who taught me the real
meaning of economics, and to Janet Carter, who taught me, in her own way, ‘what the
Ithakas mean’.!

Waterloo, Ontario, 1975 A. KOUTSOYIANNIS

! C. P. Cavaly, ‘Ithaka’, in Four Greek Poets (Penguin, 1966).



PART ONE

BASIC TOOLS OF ANALYSIS



1. Introduction

I. ECONOMIC MODELS

In this chapter we will introduce some definitions which will be needed throughout the
book, and we will examine the classification of the main market structures traditionally
adopted in microeconomic theory.

Economic theory aims at the construction of models which describe the economic
behaviour of individual units (consumers, firms, government agencies) and their in-
teractions which create the economic system of a region, a country or the world as a
whole.

A model is a simplified representation of a real situation. It includes the main features
of the real situation which it represents. A model implies abstraction from reality which is
achieved by a set of meaningful and consistent assumptions, which aim at the simplifi-
cation of the phenomenon or behavioural pattern that the model is designed to study.
The degree of abstraction from reality depends on the purpose for which the model is
constructed. The series of assumptions in any particular case are chosen carefully so as
to be consistent, to retain as much realism as possible and attain a ‘reasonable’ degree of
generality. Abstraction is necessary, given that the real economic world is extremely
complex and any attempt to study it in its true form would lead to an analysis of un-
manageable dimensions. Thus models do not describe the true economic world since by
their nature they are constructed as abstractions from the ‘truth’. However, abstraction
does not imply unrealism, but is a simplification of reality. It is the beginning of under-
standing the great complexity of the real economic world.

A model can be constructed at different levels of aggregation, detail and sophistication
depending on its purpose. There are two main purposes for which a model is built-
analysis and prediction.

Analysis implies the explanation of the behaviour of economic units, consumers or
producers. From a set of assumptions we derive certain ‘laws’ which describe and explain
with an adequate degree of generality the behaviour of consumers and producers.

Prediction implies the possibility of forecasting the effects of changes in some mag-
nitudes in the economy. For example, a model of supply might be used to predict the
effects of imposition of a tax on the sales of firms.

The validity of a model may be judged on several criteria. Its predictive power, the
consistency and realism of its assumptions, the extent of information it provides, its
generality (that is, the range of cases to which it applies) and its simplicity.

There is no general agreement regarding which of the above attributes of a model is
more important. The views of economists range from Milton Friedman’s position’ that
the most important criterion of the validity of the model is its predictive performance,

! See M. Friedman, Essays in Positive Economics (Chicago University Press, 1953).



4 Basic Tools of Analysis

to Paul Samuelson’s position’ that realism of assumptions and power of the model in
explaining the behaviour of the economic agents, producers or consumers, is the most
important attribute of a model.

Most economists take the position that what is the most important attribute of a model
depends on its purpose, the use to which one puts the model. Predictive performance is
important when the purpose of the model is forecasting the effects of a certain change in
a variable. Realism of assumptions and explanatory power are important features of a
model if the purpose of the model is the explanation of why a system behaves as it does.
Ideally a model should fulfil both criteria: it should be the best predictor of the behaviour
of the system and provide the most complete explanation of this behaviour. However,
this ideal is rarely met in practice, one reason being that the relationships in a model
change continuously over time. Another reason is the skills of model-builders. A person
that gives the best forecasts does not necessarily also provide the most accurate ex-
planations. The model-builder must define the primary purpose of his model before
constructing it. He should then build the model in such a way as to best attain its primary
objective, even if this course of action means that the model will not be suitable for other
secondary objectives. In particular, the number and nature of the assumptions of the
model, its degree of detail (or level of aggregation) and the amount of information it can
yield will depend on the purpose of building the model.

The purpose of the theory of the firm is to provide models for the analysis of the de-
cision-making in the firm in various market structures. A theory of the firm should ex-
plain how the decisions of the firm are taken: how the firms set their price, decide the
level and style of their output, the level of advertising expenses and other selling activ-
ities, the level of research and development expenditures, their financial policies, their
investment decisions and so on.

A theory of the firm must have a minimum degree of generality so as to be applicable
to the explanation of the behaviour of a ‘group’ of firms rather than to the explanation of
the behaviour of a particular firm. Individual case studies are of interest to the particular
firms to which they refer, but several case studies are required before a theoretical model
of the behaviour of firms may be constructed.

We finally note that a model should be constructed in such a way so as to be testable,
that is, to be capable of being verified or refuted when confronted (compared) with the
true economic facts.

II. CLASSIFICATION OF MARKETS

Various criteria have been suggested for the classification of markets. The basic criteria
are the existence and closeness of substitutes (substitutability of products criterion) and the
extent to which firms in the industry take into account the reactions of competitors
(interdependence criterion). The latter criterion is closely related to the number of firms
in the industry and the degree of differentiation of the product. If there are many firms
in the industry each one of them will tend to ignore its competitors and act atomistically.
If there are few firms in the industry each one will be conscious of its interdependence with
the others and will take into account their reactions. Bain? has suggested a third criterion
for market classification, namely the ‘condition of entry’ which measures the ‘ease of
entry’ in the various markets (see below).

! See P. Samuelson, Foundations of Economic Analysis (Harvard University Press, 1947).

% See J. S. Bain, ‘Chamberlin’s Impact on Microeconomic Theory’, in R. E. Kuenne (ed.),
Studies in Impact of Monopolistic Competition Theory (Wiley, 1967); reprinted in H. Townsend
(ed.), Readings in Price Theory (Penguin, 1971).
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Traditionally the following market structures are distinguished.

Perfect competition

In perfect competition there is a very large number of firms in the industry and the
product is homogeneous. Competition is perfect in the sense that every firm considers
that it can sell any amount of output it wishes at the going market price, which cannot
be affected by the individual producer whose share in the market is very small. Thus
although competition is perfect, there is no rivalry among the individual firms. Each one
firm acts atomistically, that is, it decides its level of output ignoring the others in the
industry. The products of the firms are perfect substitutes for one another so that the
price-elasticity of the demand curve of the individual firm is infinite. Entry is free and
easy.

Monopoly

In a monopoly situation there is only one firm in the industry and there are no close
substitutes for the product of the monopolist. The demand of the monopolist coincides
with the industry demand, which has a finite price elasticity. Entry is blockaded.

Monopolistic competition

In a market of monopolistic competition there is a very large number of firms, but
their product is somewhat differentiated. Hence the demand of the individual firm has
a negative slope, but its price elasticity is high due to the existence of the close substitutes
produced by the other firms in the industry. Despite the existence of close substitutes
each firm acts atomistically, ignoring the competitors’ reactions, because there are too
many of them and each one would be very little affected by the actions of any other
competitor. Thus each seller thinks that he would keep some of his customers if he raised
his price, and he could increase his sales, but not much, if he lowered his price: his de-
mand curve has a high price elasticity, but is not perfectly elastic because of the attach-
ment of customers to the slightly differentiated product he offers. Entry is free and easy
in the industry.

Oligopoly

In an oligopolistic market there is a small number of firms, so that sellers are con-
scious of their interdependence. Thus each firm must take into account the rivals’ re-
actions. The competition is not perfect, yet the rivalry among firms is high, unless they
make a collusive agreement. The products that the oligopolists produce may be homo-
geneous (pure oligopoly) or differentiated (differentiated oligopoly). In the latter case the
elasticity of the individual market demand is smaller than in the case of the homogeneous
oligopoly. The sellers must ‘guess’ at the rivals’ reactions (as well as at the consumers’
reactions). Their decisions depend on the ease of entry and the time lag which they fore-
cast to intervene between their own action and the rivals’ reactions. Given that there is a
very large number of possible reactions of competitors, the behaviour of firms may
assume various forms. Thus there are various models of oligopolistic behaviour, each
based on different reaction patterns of rivals.

From the above brief description of the characteristics of the various markets we may
present a scheme of market classification using the following measures for the degree of
product substitutability, sellers’ interdependence and ease of entry.
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The degree of substitutability of products may be measured by the conventional
price cross-elasticity (e,) for the commodities produced by any two firms'

dq; i

e i = —
P dp; q;

This measures the degree to which the sales of the jth firm are affected by changes in the
price charged by the ith firm in the industry. If this elasticity is high, the products of the
Jjth and the ith firms are close substitutes. If the substitutability of products in a market
is perfect (homogeneous products) the price cross-elasticity between every pair of pro-
ducers approaches infinity, irrespective of the number of sellers in the market. If the
products are differentiated but can be substituted for one another the price cross-
elasticity will be finite and positive (will have a value between zero and infinity). If the
products are not substitutes their price cross-elasticity will tend to zero.

The degree of interdependence of firms may be measured by an unconventional
quantity cross-elasticity for the products of any two firms®

o %%

“' 7 dq, ',
This measures the proportionate change in the price of the jth firm resulting from an
infinitesimally small change in the quantity produced by the ith firm. The higher the
value of this elasticity is, the stronger the interdependence of the firms will be. If the
number of sellers in a market is very large, each one will tend to ignore the reactions of
competitors, irrespective of whether their products are close substitutes; in this case the
quantity cross-elasticity between every pair of producers will tend to zero. If the number
of firms is small in a market (oligopoly), interdependence will be noticeable even when
products are strongly differentiated; in this case the quantity cross-elasticity will be
finite.?

For a monopolist both cross-elasticities will approach zero, since ex hypothesi there
are no other firms in the industry and there are no close substitutes for the product of the
monopolist.

The ease of entry may be measured by Bain’s concept of the ‘condition of entry’, which
is defined by the expression

where E = condition of entry
P, = price under pure competition
, = price actually charged by firms.

The condition of entry is a measure of the amount by which the established firms in an
industry can raise their price above P, without attracting entry (see Chapter 13).

! See R. L. Bishop, ‘Elasticities, Cross-Elasticities, and Market Relationships’, American
Economic Review (1952); comments by W. Fellner and E. Chamberlin and reply by Bishop
American Economic Review (1953) pp. 898-924; comment by R. Hieser and reply by Bishop,
American Economic Review (1955) pp. 373-86. Also see R. L. Bishop, ‘Market Classification
Again’, Southern Economic Journal (1961).

2 Alternatively, one might use the number of firms in a market as a measure of the degree of
interdependence. This measure, however, may be misleading when the number of firms is
large, but the market is dominated by one (or a few) large seller(s). Under these conditions
interdependence would obviously be strong despite the large number of firms in the industry.
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The market classification which emerges from the application of the above three
criteria is shown in table 1.1.

It should be noted that the dividing lines between the different market structures are
to a great extent arbitrary. However, markets should be classified in one way or another
for analytical purposes.

Table 1.1 Classification of markets!

Substitutability- Interdependence- Ease-of-entry
of-product criterion of-sellers criterion criterion
dqui dqui Pn_Pc
ep ;i =—— ey i =——— E=
Type of market o dp, q; @5 dg, p; P,
Pure competition - -0 -0
Monopolistic com- O<epji<® -0 -0
petition
Pure oligopoly — 0<ep < E>0
Heterogeneous
oligopoly 0<epji< 0<ep i< E>0
Monopoly* -0 -0 blockaded entry

* For the monopolist the price and quantity cross-elasticities refer to products and sellers in
other industries.

III. THE CONCEPT OF AN ‘INDUSTRY’

In this book we will adopt the partial equilibrium approach. The basis of this approach
is the study of the industry. In this section we will attempt to define this concept and show
its usefulness in economic theory.

A. THE IMPORTANCE OF THE CONCEPT OF AN ‘INDUSTRY’

The concept of an industry is important for economic analysis. It is also important to
the businessman, to the government, to those involved in the collection and processing
of economic data, and to all research investigators.

In economic analysis the concept of an industry is very important in the study of com-
petition. Firstly, it reduces the complex interrelationships of all firms of an economy to
manageable dimensions. In a broad sense each firm is competing with any other firm in
the economy. This might lead one to think that a general equilibrium approach in which
the behaviour of each firm would be depicted by an equation (the Walrasian-type analysis)
is more appropriate for the study of the economic reality. However, the general equili-
brium has not as yet yielded a satisfactory framework for the analysis of the individual
economic units, consumers or firms. The general equilibrium approach and its current
applications (input-output analysis and aggregate econometric models) are designed
to deal with a different range of problems than the partial equilibrium approach. The
aggregate econometric models (and the input-output models) are relevant for the study
and the prediction of aggregate magnitudes, such as total output of any economy, total
employment, consumption, investment, etc. By their nature they cannot include the

! See J. Bain, ‘Chamberlin’s Impact on Microeconomic Theory’, in R. E. Kuenne (ed.),
Studies in Impact of Monopolistic Competition Theory (Wiley, 1967) pp. 147-76; reprinted in
H. Townsend (ed.), Readings in Price Theory (Penguin, 1971).
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detailed information required for the study and the prediction of the behaviour of in-
dividual economic units. The study of the behaviour of firms makes it necessary to
demarcate areas of close interaction of firms in order to gain some insight into their
decision-making process. The concept of an industry has been developed to include the
firms which are in some form of close relationship with one another. Irrespective of the
criterion used in order to draw the borderlines between the various groups, the firms in
each group are behaviourally interdependent. Secondly, the concept of the industry
makes it possible to derive a set of general rules from which we can predict the behaviour
of the competing members of the group that constitute the industry. Thirdly, the concept
of the industry provides the framework for the analysis of the effects of entry on the
behaviour of the firm and on the equilibrium price and output.

Empirical research would be unmanageable if one had to work with data of the in-
dividual firms of all the economy simultaneously. Even Triffin, who argued in favour of
the abandonment of the concept of the industry as a tool of analysis, recognised its
importance for empirical research. He argued that the concept is useful in concrete
empirical investigations after the industry’s ‘content’ has been empirically determined to
suit the purpose of the research.!

The businessmen act with the consciousness of belonging to an industry, which they
perceive as comprising those firms more closely linked with them. All decisions are
taken under some assumptions about probable reactions of those firms which the
businessman thinks will be influenced in some way by his actions. The businessman
perceives that the industry comprises the firms which will be affected by his decisions
and hence will react in one way or another.

Published data are grouped on the basis of standard industrial classifications. The
grouping is based on some criteria which may change over time. The compatibility of the
data of different sources which publish data ‘by industry’ is one of the main concerns of
any empirical investigator.

The government policy is designed with regard to ‘industries’. Government measures
aim in general at the regulation of the activity and performance of industries rather than
of individual firms.

B. CRITERIA FOR THE CLASSIFICATION OF FIRMS INTO INDUSTRIES

Two criteria are commonly used for the definition of an industry, the product being
produced (market criterion), and the methods of production (technological criterion).
According to the first criterion firms are grouped in an industry if their products are
close substitutes. According to the second criterion firms are grouped in an industry on
the basis of similarity of processes and/or of raw materials being used.

Which classification is more meaningful depends on the market structure and on the
purpose for which the classification is chosen. For example, if the government wants to
impose excise taxes on some industries the most meaningful classification of firms would
be the one based on the product they produce. If, on the other hand, the government
wants to restrict the imports of some raw material (e.g. leather), the classification of
firms according to similarity of processes might be more relevant.

Market criterion: similarity of products

Using this criterion we include in an industry those firms whose products are suffici-
ently similar so as to be close substitutes in the eyes of the buyer. The degree of similarity

! See R. Triffin, Monopolistic Competition and General Equilibrium Theory (Harvard Uni-
versity Press, Cambridge, Mass., 1939).
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is measured by the cross-elasticity of demand, which we defined as
e = %97
dp; q j
where g; = quantity produced by the jth firm
p; = price charged by the ith firm.

What is the required value of the cross-elasticity in order to classify the ith and jth firms
in the same industry ? The answer to this question cannot be based on a priori theoretical
grounds if the products are differentiated. In this event the degree of closeness or simil-
arity is defined on an empirical basis, depending on the purpose of the study in each
particular case. For scme purposes a broad definition of products is more appropriate,
while for other purposes a narrower definition based not only on the technical sub-
stitutability but also on the economic substitutability (in the sense of similar price ranges)
of commodities, may be more desirable. For example, the motor-car industry would
include all types of motor-cars, from the cheapest Mini to the most expensive Rolls-
Royce and the specialised sports cars. This classification is used by the tax authorities in
Britain where car taxation is uniform for all types of cars. However, this classification is
not appropriate if one wants to analyse the pricing decisions of the car manufacturers.
For this purpose one should use a narrower definition of an industry, for example the
‘popular’ models, the ‘luxury’ models and the ‘sports’ models.! In each such ‘group’ the
products are both technical and economic substitutes.

It is useful to examine the concept of an industry as applied in the different traditional
market structures, so as to illustrate the importance of substitutability.

In pure competition the application of the product criterion for the definition of an
industry is straightforward. In this market structure the product is assumed to be
homogeneous and the number of sellers is large. Under these conditions the cross-
elasticity of demand for the product of each firm is infinite. There is perfect substituta-
bility between the products of the various firms and this leads to a unique price in the
market, since no buyer would be prepared to pay a higher price for a product technically
identical with that of other firms.

In monopolistic competition products are differentiated by design, quality, services
associated with its supply, trade marks, etc. Thus the products are not perfect sub-
stitutes in the eyes of the buyer, and the question arises of how close substitutes the
commodities must be if they are to be grouped in the same ‘industry’. Both Chamberlin
and Joan Robinson recognised that with differentiated products each firm has its own
market, and hence some degree of monopoly power in setting its own price. However,
they both recognised the necessity of retaining the concept of an industry in order to
give their theory the required degree of generality, and develop it within the partial-
equilibrium framework. Joan Robinson? defined the product as ‘a consumable good,
arbitrarily demarcated from other kinds of goods, but which may be regarded for
practical purposes as homogeneous within itself’. Thus, she views products as forming a
chain of substitutes, the continuity of which is broken by gaps between successive
products along the chain. Products thus isolated by such gaps can be classified in an
industry despite their minor differences. Basically this definition of the industry uses the
measure of price cross-elasticity. An industry includes the firms whose demand curves
exhibit high price cross-elasticity. She brushed aside the problem of how high this cross-
elasticity should be by assuming that there would be gaps in the values of cross-elasticity
and these gaps would demarcate the industrial groups.

! See H. R. Edwards, Monopoly and Competition in the British Soap Industry (Oxford Uni-
versity Press, 1964).
2 Joan Robinson, Theory of Imperfect Competition (Macmillan, 1933).
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A similar definition was adopted by Kaldor.! He views products as occupying a given
position on a scale, with products on either side being more close substitutes as compared
with products further away on this scale:

Each ‘product’ can be conceived as occupying a certain position on a ‘scale’; the scale being
so constructed that those products are neighbouring each other between which the consu-
mer’s elasticity of substitution is the greatest (a ‘product’ itself can be defined as a collection
of objects between which the elasticity of substitution of all relevant consumers is infinite).
Each producer then is faced on each side with his nearest rivals; the demand for his own
product will be most sensitive with respect to the prices of these; less and less sensitive as
one moves further away from him.

Chamberlin, in his original formulation of the Theory of Monopolistic Competition
(Harvard University Press, 1933) defined his large ‘group’ as comprising firms which
produce very similar although differentiated commodities: ‘... The difference between
(the varieties of products) are not such as to give rise to differences in cost. This might be
approximately true where say similar products are differentiated by trade marks’ (p. 83).
The conceptual and empirical difficulties implied in the above definition of an industry
lead Triffin? to preach the abandonment of the concept of the industry as being incon-
sistent with the notion of ‘product differentiation’ and the unique character of each
firm’s product:

The monopolistic competition writers resorted to the limping device of keeping intact, for the
purpose of analysis, that concept of an industry, which their study of differentiation showed to
be untenable.

Triffin argued that all goods are to some degree substitutable for one another in that
they compete for a part of the income of the consumer. Every firm competes with all the
other firms in the economy, but with different degrees of closeness. Thus, he concluded,
the concept of an industry is irrelevant as a tool of analysis. The best way for analysing the
economic relationships of firms is to adopt a general equilibrium approach. This view
was later adopted by Chamberlin.?

Andrews* has severely criticised the abandonment of the concept of an industry. He
argued that the rejection of the concept of the industry is both unnecessary and un-
desirable. The concept is of great importance both in economic analysis and in real-
world situations (see above, pp. 7-8). Andrews advocated the classification of industries
on the basis of similarity of processes, arguing that this classification is more relevant for
analysing the pricing decisions of the firm (see below).

Edwards’ in dealing with oligopolistic markets, has attempted to retain the definition
of an industry in terms of the product. He argues that the retention of the concept of an
industry as a tool of analysis is essential to the economist as well as to the businessman
and the government. He says that product differentiation does not necessitate the aband-
onment of the concept of an industry. He accepts Chamberlin’s view that a ‘group’ or
‘industry’ is not a definite economic entity (with definite edges) like the Marshallian
concept of an industry, but an analytical tool which should be used with all degrees of
generality. In a broad definition an industry includes all the range of products which are

!'N. Kaldor, ‘Market Imperfection and Excess Capacity’, Economica (1935) pp. 38-9.

2 R. Triffin, Monopolistic Competition and General Equilibrium Theory (Harvard University
Press, Cambridge, Mass., 1939) pp. 88-9.

3 E. Chamberlin, ‘Monopolistic Competition Revisited’, Economica (1951).

4 P. W. S. Andrews ‘Industrial Analysis in Economics’, in P. W. S. Andrews and T. Wilson
(eds.), Oxford Studies in the Price Mechanism (1951) pp. 143.

5 H. R. Edwards, Monopoly and Competition in the British Soap Industry (Oxford University
Press, 1964).
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technical substitutes in that they satisfy the same need (for example the motor-car industry
includes all firms which produce all types of cars). Within this broad group of products
there are definite subgroups (popular models, luxury models, sports cars) which tend to
have very similar technical characteristics. Thus, for each subgroup there will be a
unique price in the long run (because the products are technically identical or very similar
and there will be no cost differences), but consumers’ preferences create a separate
market for each firm. For the broad group of products there will be a cluster of prices in
the long term reflecting the differences in the technical characteristics and therefore the
differences in costs of the different varieties. Edwards argues that there is a tendency in
British manufacturing for the pattern of production within an industry (in the broad
definition) to stabilise (in normal conditions) into a conventional product-pattern with a
corresponding conventional price-pattern (Edwards, Monopoly and Competition in the
British Soap Industry pp. 54-5). If the price-quality pattern is strictly stable then the
various subgroups of products can be treated as one for demand purposes.! Edwards
recognises that in the real world the price—quality pattern does not in fact remain strictly
stable. However, he argues that the degree of stability is sufficient to justify the assump-
tion that the price-quality is approximately constant and can be treated as such for all
practical purposes.

The technological criterion: similarity of processes

According to this criterion, an industry is defined so as to include firms which use
similar processes of production. The similarity may lie in the methods of production, the
raw materials used, or the channels of distribution.

Chamberlin, before Triffin’s attack on his ‘large group’ model, attempted the extension
of the concept of the industry to cover the supply aspects of a market. He said that the
‘group’ need not necessarily be defined on the basis of the substitutability between pro-
ducts. Industry classifications based upon technological criteria rather than upon the
possibility of market substitution were perfectly legitimate for all purposes.?

Andrews® also advocated the definition of an industry on the basis of similarity of
processes.

Joan Robinson* in her later writings recognised that her original definition of the
industry was not adequate for oligopolistic market structures and suggested a rede-
finition of the industry based on the technological criterion of similarity of processes:

The concept of an industry, though amorphous and impossible to demarcate sharply at the
edges, is of importance for the theory of competition. It represents the area within which
a firm finds it relatively easy to expand as it grows. There are often certain basic processes
required for the production of the most diverse commodities (tennis balls, motor tyres and
mattresses) and economies in the utilisation of by-products under one roof. The know-how
and trade connections established for one range of products make it easier to add different
commodities of the same technical nature to a firm’s output than it is to add mutually sub-
stitutable commodities made of different materials, or made or marketed by radically dif-
ferent methods.

! See J. R. Hicks, Value and Capital (Oxford University Press, 1946) pp. 311-12. Also P. A.
Samuelson, Foundations of Economic Analysis (Harvard University Press, Cambridge, Mass.,
1947) pp. 141-3.

2 E. Chamberlin, ‘Monopolistic or Imperfect Competition?, Quarterly Journal of Economics
(1937) p. 574.

3See P. W. S. Andrews, ‘Industrial Analysis in Economics’ in T. Wilson and P. W. S.
Andrews (eds.), Oxford Studies in the Price Mechanism (Oxford University Press, 1951). Also
Andrews, On Competition in Economic Theory (Macmillan, 1964) and Andrews, Manufacturing
Business (Macmillan, 1949).

4 Joan Robinson, ‘Imperfect Competition Revisited’, The Economic Journal (1953).
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It should be noted that the technological criterion of similarity of processes suffers
from the same defects as the product-substitutability criterion. How similar should the
processes employed by various firms be in order to group them in the same industry?
The advocates of the technological criterion do not discuss such problems.

In conclusion we can say that in markets where the product is differentiated the
‘industry’ concept cannot be as definite as in markets where the product is homogeneous.
The definition of the borderlines between industries will be to some extent arbitrary,
irrespective of the criterion used for the classification of firms into industries.

Regarding the two criteria traditionally used for industrial classifications, no general
conclusion can be drawn as to which is better. The choice depends on the purpose of the
classification. It seems, however, that the integration of the two criteria (substitutability
of products and technological similarity of processes) is most desirable in analysing the
behaviour of the firm in oligopolistic market structures which are typical of the modern
business world. It is generally accepted that entry considerations are important in
explaining the observed behaviour of firms. (See Part Two, Chapters 13-14.) Entry can-
not be satisfactorily analysed unless both the demand substitutability and the supply
conditions are simultaneously considered. It is via substitutability of the products that
the entry of additional firms can affect the demand of established firms. Thus the effects
of entry cannot be analysed on the basis of technological similarity alone.

In general all decisions of firms (pricing, level of output, changes in style, selling activi-
ties, financial policies, investment decisions) are taken in the light of actual as well as of
potential competition by new entrants. This suggests that product considerations as
well as technological similarities of processes should be integrated in analysing the
behaviour of firms.



2. Theory of Demand

The purpose of the theory of demand is to determine the various factors that affect
demand. One often reads that the raison d’étre of the theory of demand is the establish-
ment of the ‘law of demand’ (that the market demand is negatively related to the price)
but this is misleading in that it concentrates on price as the sole determinant of demand,
ceteris paribus.

Demand is a multivariate relationship, that is, it is determined by many factors simul-
taneously. Some of the most important determinants of the market demand for a par-
ticular product are its own price, consumers’ income, prices of other commodities,
consumers’ tastes, income distribution, total population, consumers’ wealth, credit
availability, government policy, past levels of demand, and past levels of income.

The traditional theory of demand has concentrated on four of the above determinants,
the price of the commodity, other prices, income and tastes. Some of the other factors
have been introduced in the theory of demand recently. We will first examine the tradi-
tional static theory of demand and subsequently we will briefly discuss some recent
developments in this field.

It should be noted that the traditional theory of demand examines only the final
consumers’ demand for durables and non-durables. It is partial in its approach in that
it examines the demand in one market in isolation from the conditions of demand in
other markets. An important implicit assumption of the theory of demand is that firms
sell their products directly to the final consumers. This is not the general case in the
modern business world (as we will see in section IV), and this has serious implications for
the determination of prices. Another shortcoming of the traditional theory is that it does
not deal with the demand for investment goods, nor with the demand for intermediate
products. Total demand includes final demand and intermediate demand. Final demand
is subdivided into consumers’ demand and demand for investment goods. Traditional
theory of demand deals only with consumers’ demand, which is only a fraction' of the
total demand in the economy as a whole. In this section we examine the traditional
theory of consumers’ demand. In section IV we look at the demand of the individual
firm, and we discuss the various sources of demand for the product of manufacturing
firms in particular. This analysis will cover some aspects of the demand for intermediate
commodities and for investment goods.

I. THEORY OF CONSUMER BEHAVIOUR

The traditional theory of demand starts with the examination of the behaviour of the
consumer, since the market demand is assumed to be the summation of the demands of

! Consumers’ demand ranges between 30 and 40 per cent of total demand in developed
economies.
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individual consumers. Thus we will first examine the derivation of demand for an in-
dividual consumer.

The consumer is assumed to be rational. Given his income and the market prices of
the various commodities, he plans the spending of his income so as to attain the highest
possible satisfaction or utility. This is the axiom of utility maximisation. In the traditional
theory it is assumed that the consumer has full knowledge of all the information relevant
to his decision, that is he has complete knowledge of all the available commodities, their
prices and his income. In order to attain this objective the consumer must be able to
compare the utility (satisfaction) of the various ‘baskets of goods’ which he can buy with
his income. There are two basic approaches to the problem of comparison of utilities,
the cardinalist approach and the ordinalist approach.

The cardinalist school postulated that utility can be measured. Various suggestions
have been made for the measurement of utility. Under certainty (complete knowledge of
market conditions and income levels over the planning period) some economists have
suggested that utility can be measured in monetary units, by the amount of money the
consumer is willing to sacrifice for another unit of a commodity. Others suggested the
measurement of utility in subjective units, called utils.

The ordinalist school postulated that utility is not measurable, but is an ordinal
magnitude. The consumer need not know in specific units the utility of various com-
modities to make his choice. It suffices for him to be able to rank the various ‘baskets of
goods’ according to the satisfaction that each bundle gives him. He must be able to
determine his order of preference among the different bundles of goods. The main
ordinal theories are the indifference-curves approach and the revealed preference hy-
pothesis.

In examining the above approaches we will first state the assumptions underlying each
approach, derive the equilibrium of the consumer, and from this determine his demand
for the individual products. Finally we point out the weaknesses of each approach.

A. THE CARDINAL UTILITY THEORY!
Assumptions

1. Rationality. The consumer is rational. He aims at the maximisation of his utility
subject to the constraint imposed by his given income.

2. Cardinal utility. The utility of each commodity is measurable. Utility is a cardinal
concept. The most convenient measure is money: the utility is measured by the monetary
units that the consumer is prepared to pay for another unit of the commodity.

3. Constant marginal utility of money. This assumption is necessary if the monetary unit
is used as the measure of utility. The essential feature of a standard unit of measurement
is that it be constant. If the marginal utility of money changes as income increases (or
decreases) the measuring-rod for utility becomes like an elastic ruler, inappropriate for
measurement.

4.  Diminishing marginal utility. The utility gained from successive units of a commodity
diminishes. In other words, the marginal utility of a commodity diminishes as the con-
sumer acquires larger quantities of it. This is the axiom of diminishing marginal utility.

! The concept of subjective, measurable utility is attributed to Gossen (1854), Jevons (1871)
and Walras (1874). Marshall (1890) also assumed independent and additive utilities, but his
position on utility is not clear in several aspects.
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S. The total utility of a ‘basket of goods’ depends on the quantities of the individual
commodities. If there are n commodities in the bundle with quantities x,, x,, ... , x,,
the total utility is

U= f(x;,x3,...,X,)

In very early versions of the theory of consumer behaviour it was assumed that the
total utility is additive,

U= Ul(xl) + UZ(XZ) + -+ Un(xn)

The additivity assumption was dropped in later versions of the cardinal utility theory.
Additivity implies independent utilities of the various commodities in the bundle, an
assumption clearly unrealistic, and unnecessary for the cardinal theory.

Equilibrium of the consumer

We begin with the simple model of a single commodity x. The consumer can either
buy x or retain his money income Y. Under these conditions the consumer is in equili-
brium when the marginal utility of x is equated to its market price (P,). Symbolically we
have

MU, =P,

If the marginal utility of x is greater than its price, the consumer can increase his wel-
fare by purchasing more units of x. Similarly if the marginal utility of x is less than its
price the consumer can increase his total satisfaction by cutting down the quantity of
x and keeping more of his income unspent. Therefore, he attains the maximisation of his
utility when MU, = P!

If there are more commodities, the condition for the equilibrium of the consumer is the
equality of the ratios of the marginal utilities of the individual commodities to their
prices

MU, MU, MU
P, P, P

x y n

! Mathematical derivation of the equilibrium of the consumer
The utility function is

U= f@q,)

where utility is measured in monetary units. If the consumer buys g, his expenditure is g, P, .
Presumably the consumer seeks to maximise the difference between his utility and his expendi-
ture

U—qux

The necessary condition for a maximum is that the partial derivative of the function with respect
to g, be equal to zero. Thus

U _AP.g) _
oq, 0q,
Rearranging we obtain
ou
— =P, or MU,=P,
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The utility derived from spending an additional unit of money must be the same for all
commodities. If the consumer derives greater utility from any one commodity, he can
increase his welfare by spending more on that commodity and less on the others, until
the above equilibrium condition is fulfilled.

Derivation of the demand of the consumer

The derivation of demand is based on the axiom of diminishing marginal utility.
The marginal utility of commodity x may be depicted by a line with a negative slope
(figure 2.2). Geometrically the marginal utility of x is the slope of the total utility
function U = f(q,). The total utility increases, but at a decreasing rate, up to quantity

U, MU,
I
I
|
: TU
I
]
|
I
|
I
0 x q, o] x\ q,
MU,
Figure 2.1 Figure 2.2

x, and then starts declining (figure 2.1). Accordingly the marginal utility of x declines
continuously, and becomes negative beyond quantity x. If the marginal utility is
measured in monetary units the demand curve for x is identical to the positive
segment of the marginal utility curve. At x, the marginal utility is MU, (figure 2.3).
This is equal to P,, by definition. Hence at P, the consumer demands x; quantity
(figure 2.4). Similarly at x, the marginal utility is MU ,, which is equal to P,. Hence
at P, the consumer will buy x,, and so on. The negative section of the MU curve
does not form part of the demand curve, since negative quantities do not make sense
in economics.

MU, A
Y7778 S N P,
MUZ _______________ PZ
MU, N A
0 x X X x\ q, 0 x, x,xx q,

Figure 2.3 Figure 2.4
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Critique of the cardinal approach

There are three basic weaknesses in the cardinalist approach. The assumption of
cardinal utility is extremely doubtful. The satisfaction derived from various commodities
cannot be measured objectively. The attempt by Walras to use subjective units (utils)
for the measurement of utility does not provide any satisfactory solution. The assump-
tion of constant utility of money is also unrealistic. As income increases the marginal
utility of money changes. Thus money cannot be used as a measuring-rod since its own
utility changes. Finally, the axiom of diminishing marginal utility has been ‘established’
from introspection, it is a psychological law which must be taken for granted.

B. THE INDIFFERENCE-CURVES THEORY!
Assumptions

1. Rationality. The consumer is assumed to be rational — he aims at the maximisation
of his utility, given his income and market prices. It is assumed he has full knowledge
(certainty) of all relevant information.

2. Utility is ordinal. It is taken as axiomatically true that the consumer can rank his
preferences (order the various ‘baskets of goods’) according to the satisfaction of each
basket. He need not know precisely the amount of satisfaction. It suffices that he ex-
presses his preference for the various bundles of commodities. It is not necessary to
assume that utility is cardinally measurable. Only ordinal measurement is required.

3. Diminishing marginal rate of substitution. Preferences are ranked in terms of in-
difference curves, which are assumed to be convex to the origin. This implies that the
slope of the indifference curves increases. The slope of the indifference curve is called the
marginal rate of substitution of the commodities. The indifference-curve theory is based,
thus, on the axiom of diminishing marginal rate of substitution (see below).

4. The total utility of the consumer depends on the quantities of the commodities
consumed

U= f@192:-+>9% dy>--- > 9w

5. Consistency and transitivity of choice. It is assumed that the consumer is consistent
in his choice, that is, if in one period he chooses bundle A over B, he will not choose
B over A in another period if both bundles are available to him. The consistency assump-
tion may be symbolically written as follows:

IfA>B,thenB » A

Similarly, it is assumed that consumer’s choices are characterised by transitivity: if
bundle A is preferred to B, and B is preferred to C, then bundle A4, is preferred to C.
Symbolically we may write the transitivity assumption as follows:

IfA>B,and B> C,then A4 > C

! See J. Hicks and R. J. Allen, ‘A Reconsideration of the Theory of Value’, Economica (1934).
See also Hicks, Value and Capital (Oxford University Press, 1939).
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Equilibrium of the consumer

To define the equilibrium of the consumer (that is, his choice of the bundle that maximises
his utility) we must introduce the concept of indifference curves and of their slope
(the marginal rate of substitution), and the concept of the budget line. These are the
basic tools of the indifference curves approach.

Indifference curves. An indifference curve is the locus of points — particular combinations
or bundles of goods-which yield the same utility (level of satisfaction) to the consumer,
so that he is indifferent as to the particular combination he consumes.*

An indifference map shows all the indifference curves which rank the preferences of
the consumer. Combinations of goods situated on an indifference curve yield the same
utility. Combinations of goods lying on a higher indifference curve yield higher level of
satisfaction and are preferred. Combinations of goods on a lower indifference curve
yield a lower utility.?

An indifference curve is shown in figure 2.5 and a partial indifference map is depicted
in figure 2.6. It is assumed that the commodities y and x can substitute one another to a

dy
ax m

Figure 2.5 Figure 2.6

certain extent but are not perfect substitutes (see footnote, p. 20). The negative of the
slope of an indifference curve at any one point is called the marginal rate of substitu-
tion of the two commodities, x and y, and is given by the slope of the tangent at that
point:

slope of dy
indifference | = — —~ = MRS, ,
curve dx

The marginal rate of substitution of xfor y is defined as the number of units of commodity
y that must be given up in exchange for an extra unit of commodity x so that the con-
sumer maintains the same level of satisfaction. With this definition the proponents of
the indifference-curves approach thought that they could avoid the non-operational
concept of marginal utility. In fact, what they avoid is the assumption of diminishing

! Symbolically an indifference curve is given by the equation
U= f(x;,x5,...,%,) =k

where k is a constant.
2 An indifference map may be derived by assigning to k every possible value.
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individual marginal utilities and the need for their measurement. The concept of
marginal utility is implicit in the definition of the MRS, since it can be proved' that the
marginal rate of substitution (the slope of the indifference curve) is equal to the ratio of
the marginal utilities of the commodities involved in the utility function:

MU

y

MU,

MU,
x5y = M_l_]y or MRSy_x =

MRS
Furthermore, the indifference-curves theorists substitute the assumption of diminishing
marginal utility with another which may also be questioned, namely the assumption
that the indifference curves are convex to the origin, which implies diminishing MRS
of the commodities.

Properties of the indifference curves. 1. An indifference curve has a negative slope,
which denotes that if the quantity of one commodity (y) decreases, the quantity of the
other (x) must increase, if the consumer is to stay on the same level of satisfaction.

2. The further away from the origin an indifference curve lies, the higher the level
of utility it denotes: bundles of goods on a higher indifference curve are preferred by
the rational consumer.

3. Indifference curves do not intersect. If they did, the point of their intersection
would imply two different levels of satisfaction, which is impossible.

! Proof: The slope of a curve at any one point is measured by the slope of the tangent at that
point. The equation of a tangent is given by the total derivative or total differential, which shows
the total change of the function as all its determinants change.

The total utility function in the case of two commodities x and y is

U=f(xy))
The equation of an indifference curve is
U= fx,y)=k

where k is a constant. The total differential of the utility function is

ou ou
dU = —dy + —dx = (MU))dy + (MU ) dx
dy 0x

It shows the total change in utility as the quantities of both commodities change. The total
change in U caused by changes in y and x is (approximately) equal to the change in y multiplied
by its marginal utility, plus the change in x multiplied by its marginal utility.

Along any particular indifference curve the total differential is by definition equal to zero.
Thus for any indifference curve

dU = (MU ) dy + (MU,)dx = 0

Rearranging we obtain

MU dx MU
* _ MRS S22 MRs
= 0 T T MU, y.x

. y
eith - ==
T T ax T MU,
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4. The indifference curves are convex to the origin.! This implies that the slope of
an indifference curve decreases (in absolute terms) as we move along the curve from
the left downwards to the right: the marginal rate of substitution of the commodities
is diminishing. This axiom is derived from introspection, like the ‘law of diminishing
marginal utility’ of the cardinalist school. The axiom of decreasing marginal rate of
substitution expresses the observed behavioural rule that the number of units of x the
consumer is willing to sacrifice in order to obtain an additional unit of y increases as
the quantity of y decreases. It becomes increasingly difficult to substitute x for y as we
move along the indifference curve. In figure 2.9 the fifth unit of y can be substituted
for x by the consumer giving up x, x, of x; but to substitute the second unit of y and
still retain the same satisfaction the consumer must give up a much greater quantity
of x, namely x3 x4.

The budget constraint of the consumer. The consumer has a given income which sets
limits to his maximising behaviour. Income acts as a constraint in the attempt for
maximising utility. The income constraint, in the case of two commodities, may be
written

Y=p.q,.+ D4, 1)

We may present the income constraint graphically by the budget line, whose equation
is derived from expression 2.1, by solving for g, :

1 P,
=5 Y5 4

y y

Assigning successive values to g, (given the income, Y and the commodity prices, P,,
P,), we may find the corresponding values of g,. Thus, if g, = 0 (that is, if the con-
sumer spends all his income on y) the consumer can buy Y/P, units of y. Similarly, if
g, = 0 (that is, if the consumer spends all his income on x) the consumer can buy Y/P,
units of x. In figure 2.10 these results are shown by points 4 and B. If we join these points

! This assumption implies that the commodities can substitute one another, but are not
perfect substitutes. If the commodities are perfect substitutes the indifference curve becomes a
straight line with negative slope (figure 2.7). If the commodities are complements the indifference
curve takes the shape of a right angle (figure 2.8).

y y
o X (0] x
Figure 2.7 Perfect substitutes Figure 2.8 Complementary goods

In the first case the equilibrium of the consumer may be a corner solution, that is, a situation
in which the consumer spends all his income on one commodity. This is sometimes called
‘monomania’. Situations of ‘monomania’ are not observed in the real world and are usually
ruled out from the analysis of the behaviour of the consumer. In the case of complementary
goods, indifference-curves analysis breaks down, since there is no possibility of substitution
between the commodities.
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with a line we obtain the budget line, whose slope is the ratio of the prices of the two
commodities. Geometrically the slope of the budget line is

oA _Y/P, P,

OB Y/P, P,
Mathematically the slope of the budget line is the derivative

94y _ Py
dg, P,
y
Y
)
A
Y
A
(o} 8 x
Figure 2.10

Derivation of the equilibrium of the consumer. The consumer is in equilibrium when he
maximises his utility, given his income and the market prices. Two conditions must
be fulfilled for the consumer to be in equilibrium.

The first condition is that the marginal rate of substitution be equal to the ratio of
commodity prices

M
Mis,, = MU _P:
' MU, P,
This is a necessary but not sufficient condition for equilibrium. The second condition
is that the indifference curves be convex to the origin. This condition is fulfilled by the
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axiom of diminishing MRS, ,, which states that the slope of the indifference curve
decreases (in absolute terms) as we move along the curve from the left downwards to
the right.

Graphical presentation of the equilibrium of the consumer. Given the indifference map
of the consumer and his budget line, the equilibrium is defined by the point of tangency
of the budget line with the highest possible indifference curve (point e in figure 2.11).

y

A

* e

y \

0 x* 8 X

Figure 2.11

At the point of tangency the slopes of the budget line (P,/P)) and of the indifference
curve (MRS, , = MU,/MU,) are equal:

MU, P,

MU, P

y

Thus the first-order condition is denoted graphically by the point of tangency of the
two relevant curves. The second-order condition is implied by the convex shape of the
indifference curves. The consumer maximises his utility by buying x* and y* of the two
commodities.

Mathematical derivation of the equilibrium. Given the market prices and his income, the consumer
aims at the maximisation of his utility. Assume that there are n commodities available to the
consumer, with given market prices P,, P,, ..., P,. The consumer has a money income (Y),
which he spends on the available commodities.

Formally the problem may be stated as follows.

Maximise U= (41,92, ---:94)
subjectto Zqui=q1P1+q2P2+"'+ann=Y
i=1

We use the ‘Lagrangian multipliers’ method for the solution of this constrained maximum.
The steps involved in this method may be outlined as follows:
(a) Rewrite the constraint in the form

(q;Py + ;P +---+q,P,—Y)=0
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(b) Multiply the constraint by a constant 4, which is the Lagrangian multiplier
Mg,P, + q,P, +---+q,P,—Y)=0
(c) Subtract the above constraint from the utility function and obtain the ‘composite function’
¢=U-AUqP, +q;P, +--- +¢,P, = Y)

It can be shown that maximisation of the ‘composite’ function implies maximisation of the

utility function.
The first condition for the maximisation of a function is that its partial derivatives be equal to

zero. Differentiating ¢ with respect to q,, ..., g, and A, and equating to zero we find
op oU
—=——-MP)=0
dq, 0q, !
op oU
—=——AP,)=0
dq, da, °
0 ou
¢ = - AP,)=0
0q, 04,
o¢
—=-(q P, +q,P,+--+4q,P,—Y)=0
dA
From these equations we obtain
ad AP
dq, S
ou
—— = AP
09, z
ou
= AP,
aq, "
But
ou ou ou
— = MU,, —=MU,,..., = MU,
aql q; a n
Substituting and solving for 4 we find
A_MUl_MUZ_ _ MU,
P, P, P

Alternatively, we may divide the preceding equation corresponding to commodity x, by the
equation which refers to commodity y, and obtain
MU, P,

=% = MRS
MU, P, x>

We observe that the equilibrium conditions are identical in the cardinalist approach
and in the indifference-curves approach. In both theories we have
MU, MU, _ MU, MU, = MU,

P, P, P, P, P,
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Thus, although in the indifference-curves approach cardinality of utility is not required,
the MRS requires knowledge of the ratio of the marginal utilities, given that the first-
order condition for any two commodities may be written as

MU, = P = MRS,
MU, P, Y

Hence the concept of marginal utility is implicit in the definition of the slope of the

indifference curves, although its measurement is not required by this approach. What is

needed is a diminishing marginal rate of substitution, which of course does not require

diminishing marginal utilities of the commodities involved in the utility function.

Derivation of the demand curve using the indifference-curves approach

Graphical derivation of the demand curve. As the price of a commodity, for example of x,
falls, the budget line of the consumer shifts to the right, from its initial position (4B)
to a new position (4B’), due to the increase in the purchasing power of the given money
income of the consumer. With more purchasing power in his possession the consumer
can buy more of x (and more of y). The new budget line is tangent to a higher indifference
curve (e.g. curve II). The new equilibrium occurs to the right of the original equilibrium
(for normal goods) showing that as price falls more of the commodity will be bought.
If we allow the price of x to fall continuously and we join the points of tangency of succes-
sive budget lines and higher indifference curves we form the so-called price-consumption
line (figure 2.12), from which we derive the demand curve for commodity x. At point e,
the consumer buys quantity x, at price y,. At point e, the price, y,, is lower than y,,
and the quantity demanded has increased to x,, and so on. We may plot the price-
quantity pairs defined by the points of equilibrium (on the price-consumption line)
to obtain a demand curve, as shown in figure 2.13.

The demand curve for normal commodities! will always have a negative slope,
denoting the ‘law of demand,’ (the quantity bought increases as the price falls).

In the indifference-curves approach the ‘law of demand’ is derived from what is known
as Slutsky’s theorem, which states that the substitution effect of a price change is always
negative (relative to the price: if the price increases, the quantity demanded decreases
and vice versa). The formal proof of Slutsky’s theorem involves sophisticated math-
ematics. However, we may show graphically the implications of this theorem.

We saw that a fall in the price of x from P, to P, resulted in an increase in the quantity
demanded from x, to x,. This is the total price effect which may be split into two separate

y

- price-consumption line

Figure 2.12

! A commodity is defined as ‘normal’ when its demand changes in the same direction as
income. If the demand of a commodity decreases when income increases, the commodity is
called ‘inferior’.
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effects, a substitution effect and an income effect. The substitution effect is the increase
in the quantity bought as the price of the commodity falls, after ‘adjusting’ income so as
to keep the real purchasing power of the consumer the same as before. This adjustment
in income is called compensating variation and is shown graphically by a parallel shift
of the new budget line until it becomes tangent to the initial indifference curve (figure
2.14). The purpose of the compensating variation is to allow the consumer to remain
on the same level of satisfaction as before the price change. The ‘compensated-budget
line’ will be tangent to the original indifference curve (I) at a point (€} to the right of
the original tangency (e, ), because this line is parallel to the new budget line which is
less steep than the original one when the price of x falls. The movement from point e,
to ¢} shows the substitution effect of the price change: the consumer buys more of x
now that it is cheaper, substituting y for x. However, the compensating variation is a
device which enables the isolation of the substitution effect, but does not show the
new equilibrium of the consumer. This is defined by point e, on the higher indiffer-
ence curve II. The consumer has in fact a higher purchasing power, and, if the
commodity is normal, he will spend some of his increased real income on x, thus
moving from x| to x,. This is the income effect of the price change. The income effect
of a price change is negative for normal goods and it reinforces the negative substitu-
tion effect (figure 2.14). If, however, the commodity is inferior, the income effect of
the price change will be positive: as the purchasing power increases, less of x will be

y

income
effect

‘compensated’

substitution budget line

effect

Figure 2.14

! Note that the income effect per se is positive for normal goods: as income increases, more of
x is demanded. We state here that the income effect is negative because we relate the change in
the purchasing power of money income to the change in the price of x.
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bought. Still for most of the inferior goods the negative substitution effect will more
than offset the positive income effect, so that the total price effect will be negative.
Thus the negative substitution effect is in most cases adequate for establishing the
law of demand.

(It is when the income effect is positive and very strong that the ‘law of demand’
does not hold. This is the case of the Giffen goods, which are inferior and their
demand curve has a positive slope. Giffen goods are very rare in practice.)!

It should be noted that although Slutsky’s theorem can be proved mathematically,
its proof is based on the axiomatic assumption of the convexity of the indifference
curves.

Mathematical derivation of the demand curve. The demand curve may be derived from the
equilibrium condition

and the budget constraint

Y= Zpiqi

i=1

For example, assume that there are only two commodities and that the total utility function is
multiplicative of the form

U =149,
The marginal utilities of x and y are
ou
MU, = PP 1q,

and

ou

y
y
Substituting the marginal utilities in the equilibrium condition we obtain
a, _ B,
P, P,
or
dyPy = 4xPx

(Note that the equality of expenditures of the two commodities is not a general rule; the expendi-
tures depend on the specific form of the utility function.)
We may derive the demand for commodity x by substituting g,p, in the budget constraint:

4Py + qpx=Y
29,p.=Y

qx"sz

! For a discussion of other cases of ‘irregular’ demand patterns see H. Leibenstein, ‘Band-
wagon, Snob and Veblen Effects in the Theory of Consumers’ Demand’, Quarterly Journal of
Economics (1950) pp. 183-207.
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Thus the demand for x is negatively related to its own price p, and positively to income Y.
Similarly the demand for y is obtained by substituting g, p, in the budget constraint:

1

qy=2_py

In our particular example the demand curves are symmetric due to the particular multiplicative
form of the consumer’s utility function which we assumed.

Critique of the indifference-curves approach

The indifference-curves analysis has been a major advance in the field of consumer’s
demand. The assumptions of this theory are less stringent than for the cardinal utility
approach. Only ordinality of preferences is required, and the assumption of constant
utility of money has been dropped.

The methodology of indifference curves has provided a framework for the measure-
ment of the ‘consumer’s surplus’, which is important in welfare economics and in design-
ing government policy. The measurement of the consumers’ surplus is discussed in
section D below (p. 32).

Perhaps the most important theoretical contribution of this approach is the establish-
ment of a better criterion for the classification of goods into substitutes and comple-
ments. Earlier theorists were using the total effect of a price change for this purpose,
without compensating for the change in real income. The classification was based on the
sign of the cross-elasticity of demand

_9%, p.
op, 4,

where the total change in the quantity of y was considered as a result of a change in the
price of x. A positive sign of the cross-elasticity implies that x and y are substitutes;
a negative sign implies that the commodities are complements. This approach may easily
lead to absurd classifications if the change in the price of x is substantial. For example,
if the price of beef is halved it is almost certain that both the consumption of beef and
of pork will be increased, due to the increase of the real income of the consumer. This
would imply a negative cross-elasticity for pork, and hence pork would be classified as
a complementary commodity to beef!

Hicks! suggested measuring the cross-elasticity after compensating for changes in
real income. Thus, according to Hicks, goods x and y are substitutes if, after com-
pensating for the change in real income (arising from the change in the price of x) a
decrease in the price of x leads to a decrease in the quantity demanded of y.

Although this criterion is theoretically more correct than the usual approach based
on the total change in the quantity of y as a result of a change in the price of x, in practice
its application is impossible because it requires knowledge of the individual preference
functions, which cannot be statistically estimated. On the other hand, the usual approach
of the total price effect is feasible because it requires knowledge of the market demand
functions which can be empirically estimated.

Although the advantages of the indifference-curves approach are important, the
theory has indeed its own severe limitations. The main weakness of this theory is its axio-
matic assumption of the existence and the convexity of the indifference curves. The
theory does not establish either the existence or the shape of the indifference curves. It
assumes that they exist and have the required shape of convexity. Furthermore, it is

yx

! J. Hicks, Value and Capital (Oxford Universiy Press, 1946) 2nd edn, pp. 42-52.



28 Basic Tools of Analysis

questionable whether the consumer is able to order his preferences as precisely and
rationally as the theory implies. Also the preferences of the consumers change con-
tinuously under the influence of various factors, so that any ordering of these preferences,
even if possible, should be considered as valid for the very short run. Finally, this theory
has retained most of the weaknesses of the cardinalist school with the strong assumption
of rationality and the concept of the marginal utility implicit in the definition of the
marginal rate of substitution.

Another defect of the indifference curves approach is that it does not analyse the
effects of advertising, of past behaviour (habit persistence), of stocks, of the inter-
dependence of the preferences of the consumers, which lead to behaviour that would
be considered as irrational, and hence is ruled out by the theory.! Furthermore specula-
tive demand and random behaviour are ruled out. Yet these factors are very important
for the pricing and output decisions of the firm.?

C. THE REVEALED PREFERENCE HYPOTHESIS?3

Samuelson introduced the term ‘revealed preference’ into economics in 1938. Since
then the literature in this field has proliferated.

The revealed preference hypothesis is considered as a major breakthrough in the
theory of demand, because it has made possible the establishment of the ‘law of demand’
directly (on the basis of the revealed preference axiom) without the use of indifference
curves and all their restrictive assumptions. Regarding the ordering of consumers’
preferences, the revealed preference hypothesis has the advantage over the Hicks-
Allen approach of establishing the existence and the convexity of the indifference curves
(it does not accept them axiomatically). However, the indifference curves are redundant
in the derivation of the demand curve. We will first examine the derivation of the
‘law of demand’; we will then show how indifference curves can be established.

Assumptions

1. Rationality. The consumer is assumed to behave rationally, in that he prefers bundles
of goods that include more quantities of the commaodities.

2. Consistency. The consumer behaves consistently, that is, if he chooses bundle A
in a situation in which bundle B was also available to him he will not choose B in any
other situation in which A4 is also available. Symbolically

ifA> B,thenB *» A
3. Transitivity. If in any particular situation A > Band B > C, then 4 > C.

4. The revealed preference axiom. The consumer, by choosing a collection of goods in
any one budget situation, reveals his preference for that particular collection. The chosen
bundle is revealed to be preferred among all other alternative bundles available under

! See H. Leibenstein, ‘Bandwagon, Snob, and Weblen Effects in the Theory of Consumers’
Demand’, Quarterly Journal of Economics (1950) pp. 183-207.

2 For a summary discussion of indifference-curves analysis and its limitations see E. J. Mishan,
‘Theories of Consumers’ Behaviour: A Cynical View’, Economica (1961) pp. 1-11; reprinted in
Readings in Microeconomics, ed. D. R. Kamerschen (John Wiley, 1969).

3 P. Samuelson, Foundations of Economic Analysis (Harvard University Press, Cambridge,
Mass., 1947).
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the budget constraint. The chosen ‘basket of goods’ maximises the utility of the con-
sumer. The revealed preference for a particular collection of goods implies (axio-
matically) the maximisation of the utility of the consumer.

Derivation of the demand curve

Assume that the consumer has the budget line AB in figure 2.15 and chooses the
collection of goods denoted by point Z, thus revealing his preference for this batch.
Suppose that the price of x falls so that the new budget line facing the consumer is AC.
We will show that the new batch will include a larger quantity of x.

(o X, x,B8x, 68 c x
Figure 2.15

Firstly, we make a ‘compensating variation’ of the income, which consists in the
reduction of income so that the consumer has just enough income to enable him to
continue purchasing Z if he so wishes. The compensating variation is shown in figure
2.15 by a parallel shift of the new budget line so that the ‘compensated’ budget line A'B’
passes through Z. Since the collection Z is still available to him, the consumer will not
choose any bundle to the left of Z on the segment A'Z, because his choice would be
inconsistent, given that in the original situation all the batches on A’Z were revealed
inferior to Z. Hence the consumer will either continue to buy Z (in which case the
substitution effect is zero) or he will choose a batch on the segment ZB', such as W,
which includes a larger quantity of x (namely x,). Secondly, if we remove the (fictitious)
reduction in income and allow the consumer to move on the new budget line AC,
he will choose a batch (such as N) to the right of W (if the commodity x is normal with
a positive income effect). The new revealed equilibrium position (N) includes a larger
quantity of x (i.e. x;) resulting from the fall in its price. Thus the revealed preference
axiom and the implied consistency of choice open a direct way to the derivation of the
demand curve: as price falls, more of x is purchased.

Derivation of the indifference curves

Although not needed for establishing the law of demand, indifference curves can be
derived and their convexity proved by the revealed preference hypothesis.

The indifference-curves approach requires less information than the neoclassical
cardinal utility theory. But still it requires a lot from the consumer, since the theory
expects him to be able to rank rationally and consistently all possible collections of
commodities.

Samuelson’s revealed preference theory does not require the consumer to rank his
preferences or to give any other information about his tastes. The revealed preference
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permits us to construct the indifference map of the consumer just by observing his
behaviour (his choice) at various market prices, provided that (a) his choice is consistent,
(b) his tastes are independent of his choices over time and do not change, (c) that the
consumer is rational in the Pareto sense, that is, he prefers more goods to less.

¥

Al ignorance
zone

// 2 ignorance
inferior zone
batches
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0 B X
Figure 2.16

Assume that the initial budget line of the consumer is AB in figure 2.16 and he chooses
the batch Z. All the other points on the budget line and below it denote inferior batches
to Z. If we draw perpendiculars through Z, CZ and ZD, all the batches on these lines,
and in the area defined by them to the right of Z, are preferred to Z because they contain
more quantity of at least one commodity. Batches of goods in the remaining area (below
CZD and above the budget line) are still not ordered. However, we may rank them
relative to Z by adopting the following procedure. Let the price of x fall so that the
new budget line EF passes below Z (figure 2.17).

Figure 2.17

The consumer will choose either G or a point to the right of G (on GF), since points
on EG would imply inconsistent choice, being below the original budget line and hence
inferior to G. Assume that the consumer chooses G. Using the transitivity assumption
we have

Z>G (in the original situation)
G > (GBF) (in the new budget situation)
hence Z > (GBF)
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In this way we managed to rank all the batches in GBF relative to Z. We may repeat
this procedure by drawing budget lines below Z and defining gradually all the batches
of the ‘lower ignorance zone’ that are inferior to Z. Similarly we may rank (relative to Z)
all the batches of the ‘upper ignorance zone.” For example, assume that the price of x
increases and the new budget line KL passes through Z. The consumer will either stay

0 L B X
Figure 2.18

at Z or choose a point such as U on KL (figure 2.18). Using the rationality assumption
we find

(MUN)> U
From the revealed preference principle
U>2Z
and from the transitivity postulate
(MUN) > Z

Thus we managed to rank the batches in (MUN) as preferred to Z. Repeating this
procedure we may gradually narrow down the ‘ignorance zone’ until we locate the in-
difference curve within as narrow a range as we wish. Hence the revealed preference
axiom permits us to derive the indifference curve from the behaviour (actual choice)
of the consumer in various market situations.

The convexity of the indifference curve may be established graphically as follows.
Let us redraw the original budget situation (figure 2.19). We observe that the indifference
curve through Z must be somewhere in the ignorance zone and must be convex, because
it cannot have any other shape. The indifference curve cannot be the straight line AB
because the choice of Z shows that all the other points on AB are inferior to Z (hence the
consumer cannot be at the same time indifferent between them). It cannot be a curve or
line cutting AB at Z, because the points below Z would imply indifference of the con-
sumer, while he has already revealed his preference for Z. Finally, the indifference curve
cannot be concave through Z, because all its points have already been ranked as inferior
to Z (they contain less goods). Hence the only possible shape of the indifference curve
is to be convex to the origin.
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Critique of the revealed preference hypothesis'

We have already said that Samuelson’s revealed preference theory is a major advance-
ment to the theory of demand. It provides a direct way to the derivation of the demand
curve, which does not require the use of the concept of utility. The theory can prove the
existence and convexity of the indifference curves under weaker assumptions than the
earlier theories. It has also provided the basis for the construction of index numbers of
the cost of living and their use for judging changes in consumer welfare in situations
where prices change. This topic is discussed in section E below.

D. THE CONSUMERS’ SURPLUS

The Marshallian surplus

The consumers’ surplus is a concept introduced by Marshall, who maintained that
it can be measured in monetary units, and is equal to the difference between the amount
of money that a consumer actually pays to buy a certain quantity of a commodity x,
and the amount that he would be willing to pay for this quantity rather than do without it.

Graphically the consumers’ surplus may be found by his demand curve for commodity
x and the current market price, which (it is assumed) he cannot affect by his purchases
of this commodity. Assume that the consumer’s demand for x is a straight line (4B in
figure 2.20) and the market price is P. At this price the consumer buys g units of x and
pays an amount (g) - (P) for it. However, he would be willing to pay P, for q,, P, for
4, P; for g, and so on. The fact that the price in the market is lower than the price he
would be willing to pay for the initial units of x implies that his actual expenditure is
less than he would be willing to spend to acquire the quantity g. This difference is the
consumer’s surplus, and is the area of the triangle PAC in figure 2.20.

The Marshallian consumers’ surplus can also be measured by using indifference-
curves analysis.

! For an interesting review of the various theories of consumers’ behaviour see E. J. Mishan,
“Theories of Consumers’ Behaviour: A Cynical View’, loc. cit.
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In figure 2.21 the good measured on the horizontal axis is x, while on the vertical
axis we measure the consumer’s money income. The budget line of the consumer is MM’
and its slope is equal to the price of commodity x (since the price of one unit of monetary
income is 1). Given P,, the consumer is in equilibrium at E: he buys 0Q quantity of
x and pays AM of his income for it, being left with 04 amount of money to spend on
all other commodities.

We next must find the amount of money which the consumer would be willing to
pay for the 0Q quantity of x rather than do without it. This is attained by drawing an
indifference curve passing through M. Under the Marshallian assumption that the MU
of money income is constant, this indifference curve (and any other of the indifference
map) will be vertically parallel to the indifference curve I,; the indifference curves will
have the same slope at any given quantity of x. For example, at Q the slope of I, is the
same as the slope of I,

MU,
= MU,

for Q ] = MRS, ,, =

slope I,
units of x

(given that MU,, = 1)

M
income
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Figure 2.21

Al




34 Basic Tools of Analysis

Similarly
slope I, MU
forQ | =MRS, y= n Z=MU,
units of x

Given that the quantity of x is the same at E and B, the two slopes are equal.

The indifference curve I, shows that the consumer would be willing to pay A'M
for the quantity 0Q, since point B shows indifference of the consumer between having
0Q of x and 04’ of income to spend on other goods, or having none of x and spending
all his income M on other goods. In other words A’M is the amount of money that the
consumer would be willing to pay for 0Q rather than do without it.

The difference

A'M — AM = AA' = EB

is the difference between what the consumer actually pays (4M, given P,) and what he
would be willing to pay for 0Q of x. That is, this difference is the Marshallian consumers’
surplus.

An alternative measure of the consumer’s surplus

In the above analysis it was assumed that the marginal utility of money is constant.
Clearly this assumption is very strong. If we relax this assumption, the size of the
consumer’s surplus is smaller than the Marshallian theory of cardinal utility implies.
To see this, in figure 2.22 we start from an initial equilibrium E, defined by the tangency
of the budget line MM’ to the highest possible indifference curve I,. Here the consumer
buys 0Q, of x at the market price P,, which is the slope of indifference curve I, at point E,
since at this point

P
MRS =—~=P
x, M PM x
given P, = 1. The actual expenditure of the consumer for 0Q, is P- Q, = AM.
To find the maximum amount of money the consumer would be willing to pay for
the same quantity (0Q,) rather than do without, we draw an indifference curve I, through
M, in figure 2.22. This indifference curve is flatter than I,, for any given quantity of x,

M
income

M
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Figure 2.22
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showing that the marginal utility of money changes inversely with the amount of money
income. Thus the consumer would be willing to pay BM for Q, rather than do without,
and the consumers’ surplus is the difference

BM — AM = BA = BE

To compare this measurement of the consumer’s surplus with the Marshallian measure
we draw through M the indifference curve I, vertically parallel to I,, implying con-
stant MU of money. Under this assumption the (Marshallian) consumer surplus
is EA” which is clearly larger than EB', the surplus under the assumption of decreasing
MU of money income.

Note: Both at E and B’ the quantity of x is the same (0Q,), so that the MU, is constant
at these two points. However, the income left to be spent on other goods (0A4) is larger
at E as compared with B’ (where the remainder income is 0B). Hence at B’ the MU of
money income is higher than at E. Thus, comparing the slopes of I, at E and of I, at B’
we see that

slope I, | MU, < MU, [slopc 1,
atB | MU,, MU,, | atE

that is, the slope of I, is smaller than I, for any given quantity of x.

E. SOME APPLICATIONS OF INDIFFERENCE-CURVES ANALYSIS

The leisure—income trade-off and the need for overtime rates higher than the normal
wage rate

Indifference-curves analysis may be used to explain why firms must pay higher
rates for overtime work.

We first derive the income-leisure curve of an individual consumer. This curve shows
different combinations of income, earned by working, and leisure time. Assume that we
measure money income on the vertical axis and leisure time on the horizontal axis.
Assume further that the maximum time available for either leisure or work is 0Z hours
a day. The individual can either use all the 0Z hours for leisure, in which case he earns
zero income, or he can choose to work all the 0Z hours and earn a maximum money
income OM (given the current market wage rate w) or he can use part of the 0Z hours
for leisure (e.g. 04) and the remaining (AZ) hours for work, in which case he would earn

income income
slope = w
M »
M, H I I,
3
I, L
~-—————>A<—>27 leisure (o] leisure
leisure work

Figure 2.23 Income-leisure constraint. Figure 2.24 Income-leisure trade-off
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0M, income. The line MZ is the income-leisure curve, which shows how much time of
his leisure an individual must give up if he wants to earn a certain income.

The slope of the income-leisure line is equal to the market wage rate.’

We may next construct the indifference map of the individual, which shows the ranking
of his preferences as between income and leisure. Each indifference curve shows
various combinations of income and leisure which yield the same level of satisfaction
(utility) to the individual. The indifference curves have the usual properties: they are
convex to the origin, they do not intersect and they show a higher level of satisfaction
the further away from the origin they are.

The individual’s equilibrium is determined by the point of tangency of his income-
leisure line with the highest possible trade-off curve (point e in figure 2.25). Given the
wage rate w, the individual maximises his utlity by working L, Z hours, earning income
0M, and using the remaining time (0L,) for leisure.

If firms want more hours of work they will have to pay a higher hourly rate than
the normal w in order to give an incentive to the individual to reduce his leisure time. An
increase in the overtime rate is depicted by a leisure-income line which is steeper to the
left of e (figure 2.25). With higher overtime payment the individual will be induced to
give up some of his leisure time because in this way he will reach a higher indifference
curve. The income-leisure line becomes kinked at e, and the new equilibrium of the
individual is at ¢’ on indifference curve I,, showing that he will increase his working
hours (by L,L,) and earn a higher income (0M, > 0M,).

Evaluation of alternative government policies using indifference-curves analysis

Indifference curves may be used to evaluate the effects of alternative government
policies. For example, assume that the government considers either the adoption of a

! Proof:
The slope of MZ is OM/0Z
But OM = total income earned for working 0Z hours
0Z = total hours worked to obtain OM income

Therefore OM/0Z = w
Another way to establish this relation is the following:

(a) OM is the maximum income obtainable given the market wage rate w. The hours that the
individual must work to obtain this income are OM/w.

(b) OZ are ex hypothesi the maximum hours available for either work or leisure (or any
combination of both).

(¢) Therefore OM/w = 0Z or OM/0Z = w.
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food subsidisation policy for pensioners or granting a supplementary income to them.
Which of these measures costs less to the government (and hence to the tax payer)?
What are the effects of these policies on the demand patterns of a pensioner? Such
questions may be answered by using indifference-curves analysis. We will illustrate the
way in which the above information may be obtained, assuming for simplicity that there
is a single pensioner and two commodities, x (food) and y (money income).

The initial equilibrium of the pensioner is at point e,, where his budget line, AB, is
tangent to indifference curve I,: he consumes 0X,, units of food, paying ZA of his
income, and having 0Z income left over to spend on other commodities. The goal of
the government is to make it possible for the pensioner to move to the higher level of
welfare (satisfaction) denoted by the indifference curve I,.

The effects of the food subsidy. Assume that the government gives food coupons to the
pensioner which allow him to buy food at half the market price. Following this measure
the budget line of the pensioner shifts to AB’, which is tangent to I, at point e,. At his
new equilibrium position the pensioner buys 0X, units of food, paying for this quantity
AL of his income. If there were no food subsidy the pensioner would have to spend
AK of his income to buy 0.X, units of food. Since he pays only AL, the difference LK =
(AK — AL) must be paid to the food producers by the government. Thus, if the govern-
ment adopts the food subsidy policy we have the following effects: (a) The cost to the
government (and to the taxpayer) is LK. (b) the market price of food is not affected
by this policy, so that other consumers continue to pay the original price. (c) the govern-
ment is certain that the pensioners will consume more food. This effect may be partic-
ularly desirable (as a subsidiary goal of the government) if there are surpluses of food.
Actually it is often the case that food subsidies are designed in such a way as to benefit
not only the consumers but also the producers of foodstuff. (d) the assistance to pen-
sioners via the food subsidy imposes a certain pattern of consumption, a certain choice
of spending their income.

The effects of a supplementary income policy. Assume that the government considers
granting to the pensioner a supplementary income which will enable him to reach the
higher welfare level implied by indifference curve I,. To find the amount of such a
supplementary income we simply draw a budget line (CD), parallel to the original budget
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line (AB) and tangent to I, (at point e,). The pensioner will now buy 0X ; units of food.
The cost to the government of the supplementary income policy is equal to CA, which
(in our example) is smaller than the cost of the food subsidy policy.! Furthermore the
quantity of food in this case (0X ;) is smaller than the quantity which would be bought
under a food subsidy programme (0X,).

Comparing the two alternative policies we observe that both policies achieve the
government’s goal of enabling the pensioner to reach the higher welfare state implied
by I,. But the food subsidy programme is more costly (in our example) than the supple-
mentary income policy. In fact if the government were to give to the pensioner the cost
of the subsidy in the form of supplementary income, the pensioner would attain a higher
level of satisfaction (an indifference curve above I,). However, the consumption of
food will be greater in the case of the food subsidy policy.

Which one of these alternative policies the government will adopt depends not only
on the above considerations, but also on the other goals of the government and the
indirect effects of each policy. For example, if there is a surplus food production, the
government may adopt the more costly subsidisation policy, which, apart from increas-
ing the welfare of the consumer, also benefits the producers by reducing or even elimina-
ting the surplus. Furthermore, supplementary incomes policies are in general more
inflationary than price subsidies to specific individuals (especially if there is a surplus
of the subsidised commodities). Increasing the incomes of some groups of ‘needy’
consumers may lead to increases of the market prices of commodities for all consumers,
thus decreasing their welfare.

The above discussion illustrates how indifference-curves analysis may give insight into
the implications of selective government measures, and thus help efficient policy formula-
tion.

Indifference-curve analysis and the theory of exchange

Indifference-curves analysis may be used to explain why exchange of commodities
among individuals (or groups of individuals, countries, regions, and so on) takes place.
We will show that, under certain conditions, exchange of commodities leads to an
increase in the welfare of at least one individual without any reduction in the welfare
of the other, so that the overall welfare which can be enjoyed from a given bundle of
commodities is increased.

We will use the device of the Edgeworth box.2 We assume that there are only two
individuals, A and B, and two commodities, x and y, whose quantities are given. These
quantities are measured along the sides of the Edgeworth box. Any point of the Edge-
worth box shows a certain distribution of the available quantities of x and y between
individuals A and B.

The preferences of consumer A are represented by a set of indifference curves (denoted
by A with an appropriate subscript) which are convex to the origin 0. The preferences

! From figure 2.26 we see that CA = MN, since these lines are opposite sides of the parallelo-
gram ANMC. Also LK = e, N. Bute, N = e, M + MN = LK. Therefore

MN < LK
or
CA < LK

cost of cost of
income | < | food
policy subsidy

2 Named after Edgeworth, who first used this construction.

that is
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of consumer B are represented by the set of indifference curves (denoted by B with an
appropriate subscript) which are convex to 0gz. The indifference maps have the usual
properties. For example, the further down an indifference curve of B lies, the greater is
the satisfaction. The two sets of indifference curves, being of opposite curvature, have
points of tangency which form the so-called Edgeworth’s contract curve (0,0 in figure
2.27). In other words the contract curve is the locus of points of tangency of the indif-
ference curves of A and B, and therefore the locus of points at which the MRS of the
two commodities is the same for both consumers

MRS}, = MRS?

Only points lying on the contract curve represent optimal distribution of the avail-
able quantities of x and y between the two consumers, in the sense that any diver-
gence from this curve implies a lower level of satisfaction for at least one individual.
For example, consider point Z off the contract curve. At this point consumer A owns 0X ,
of commodity x and 0Y, of commodity y, with the remaining quantities (X ,X and
Y,Y) owned by consumer B. With this distribution of the two commodities consumer
A is on indifference curve A, while consumer B is on indifference curve B,. We will show
that point Z represents a suboptimal distribution of x and y, because if A and B exchange
some of the quantities of the two commodities so as to move to any point on the section
WR of the contract curve at least one (and probably both) of them will be better off
(on a higher indifference curve) without the other being worse off.

If the consumers exchange x for y so that they arrive at the distribution denoted by R
(consumer A giving away Y, Y’, of commodity y in exchange for X , X, of commodity
x), consumer A will reach a higher welfare situation (moving from indifference curve
A, to the higher one A4¢) while consumer B retains his initial level of satisfaction (both
Z and R lying on the same indifference curve Bj).

If the consumers reach, via exchanging commodity x for y, to the distribution denoted
by W the opposite situation will obtain: consumer A will retain his initial level of satis-
faction (since Z and W lie on the initial indifference curve 4,) while consumer B will
attain a higher indifference curve (B,).

If the consumers reach any other distribution between W and R, e.g. the one denoted
by H, they will both be better off, reaching higher indifference curves (45 and Bg re-
spectively) as compared to their initial positions at Z.
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If exchange takes place who will benefit more, A or B? The answer to this question
cannot be given on purely economic criteria. The final distribution of x and y and the
‘gains’ from the exchange of these commodities will largely depend on the bargaining
skills and power of the two individuals. Usually the consumers will reach a point
between W and R, both gaining some welfare in the process.

In summary: the contract curve includes optimal allocation of the commodities,
in the sense that if the individuals are at a point off this curve they will gain by moving
to a point on it, since at least one (or both) of them will be better off without the other
becoming worse off.!

It is implicit in the above elementary analysis of exchange that the tastes of A and B
do not change and that the quantities of the two commodities are given. If these assump-
tions do not hold, the result of the act of exchange may be different.

Indifference-curves analysis of the cost of living

Indifference-curve analysis and the theory of revealed preference can be used to
establish whether, over a period of time during which both money incomes and prices
have been changing, the consumer is better or worse off.

The assumption underlying the following discussion is that the consumer spends all
his money income in all time periods, that is, he chooses a point on his budget line in
any particular period.?

In the initial (base) period the consumer’s income and expenditure is:

Yo = Z qoPo
and in the current period

Y, =Y aqnp

Assuming that both prices and money income changed between the base and the
current periods, how can we decide whether the consumer is better off? To answer
this question we require index numbers of income and prices.

An index of income changes is given by the expression

)4
1= (3)-100
%

where Y, = money income in the base period
Y, = money income in the current period

The index number of the income in the base period is 100. If in period ¢ the index number
is 125 we conclude that money income has increased by 25 per cent in period ¢ as com-
pared with the base period.

Changes in the price level are measured by two traditional price indexes, the Laspeyres

price index, defined by
L = (Zq0p1> . 100
Z 90Po

! An interesting illustration of the above type of analysis may be found in S. Enke, ‘Using
Costs to Select Weapons’, American Economic Review (1965); and S. Enke, ‘Some Economic
Aspects of Fissionable Materials’, Quarterly Journal of Economics (1954).

2 Savings can be treated as one commodity in the bundle of goods selected by the consumer at
any time.
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and the Paasche index, defined by

p=(&22). 100

where ¢, = quantities of the commodities bought in the base period
po = prices of the commodities in the base period
g, = quantities of the commodities bought in period ¢
p, = prices of the commodities in period ¢

Given the above index numbers we will prove that:
(i) the consumer is better off in period ¢ as compared with the base period if the index
number of income is greater than the Laspéyres price index, that is, if

Y

(ii) the consumer is worse off in period t as compared with the base period if the index
number of income is smaller than the Paasche price index, that is, if

<£>JW<P
YO

The use of the Laspeyres price index. Assume that the initial income and expenditure
of the consumer is

Y, = Z%Po

In period ¢t prices have changed to p,, and if we estimate the cost of the ‘basket g’
at the new prices we find

Zqopx

If Y gop, < X, the initial ‘basket g,’ is available to the consumer in the current price
(and income) situation. That is, with his current income (Y;) the consumer can still
purchase the original basket of goods if he so wishes. If he actually makes this choice in
period ¢ then

Y doPo = Y dop. = Y,

and the consumer retains the same level of satisfaction in period ¢ as in the base period
(he remains on the same indifference curve). However, if the consumer chooses in
period t another basket of goods g, (while g, continues to be available) then two situa-
tions may occur:

either 3 qop, < }.4.P, 22)

which implies that g, is below the new budget line of the consumer, who, buying g,
is better off (because he can buy basket g, which was beyond his means in the base
period)

or Zqop( = zqux

which implies that both baskets are equally expensive (g, and g, both lie on the new
budget line), but the consumer reveals his preference for g, presumably because g,
gives him more satisfaction (lies on a higher indifference curve).
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Dividing equation (2.2) through by Z qoPo (the initial income) and multiplying by 100

we obtain
2 90P: 100] [Zar 100}
qoPo 9oPo

The left-hand side of this inequality is the Laspéyres price index, while the right-hand
side is the income index number (3 g, p, being the current income and Y. g, p,, being the
income of the base period). Thus we may write

L< [5-100]
YO

which shows that the consumer is better off if the Laspéyres price index is smaller than
the income index. This conclusion may be illustrated diagrammatically by using
indifference curves.

In figure 2.28 the initial budget line is MM, defined by the equation

Y, = Zqopo = (4y,0)(Px,0) + (‘Iy. o)(Py, 0)

The consumer is in equilibrium at point 4, buying g, , and g, , of the two commodities.

y
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Figure 2.28

The new budget line is M'M’defined by the expression

Yo=Y ap =405 + @,)0,,)

The new budget line passes through the initial equilibrium point A4,! showing that
‘basket g’ is still available to the consumer at the new set of prices (p,). The consumer
can, therefore, continue to purchase g,, thus remaining on the initial indifference
curve I,. But he can reach a higher indifference curve (I,) by choosing basket g, shown
by point B in figure 2.28. This point was above the initial budget line, and hence beyond
the reach of the consumer (given Y; and p,). In other words the cost of bundle g, (= point
B) estimated at the original prices (p,) was higher than the cost of bundle g, (at p,).
In the new price situation both bundles have the same cost since they lie on the new

! If A lies below M’M’, although available, it will not be chasen, because part of the income Y,
would be unspent, contrary to our assumption. If 4 lies above M’M’, the consumer is worse off
in period t. This case is examined in the next section.
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budget line (M'M’). Yet g, is chosen because it lies on a higher indifference curve: the
consumer is better off with the new income (Y,) and the new set of prices (p,).

The use of the Paasche price index. Assume, as before, that in the base period the con-
sumer has income Y, and chooses basket q,, spending on it all his income }_ gopo = Y,.
In the period t the consumer chooses a new basket g,, spending all his income
Z q,p, =Y.
The cost of basket g,, estimated at the prices of the base period, is Y. g, po-

If Y doPo > Y. 4:Po (2.3)

then the basket chosen in period t (¢,) was available in the base period, but was not chosen
by the consumer, because presumably it was lying on a lower indifference curve than g,.
Given that in period t the consumer does actually choose g,, spending all his income
(3 g,p,) on it, it follows that basket g, is now beyond his means (i.e. g, is above the new
budget line of the consumer). Hence the consumer is worse off in period ¢.
Dividing equation (2.3) through by ' g, p, and multiplying by 100 we obtain

—Z‘IOPO.IOO > Zq'po-IOO

[ Yar, 1 [Tar

Taking the inverse of each side we find

_ 1
24P 100 | <[ 29P 100

LZ 9oPo _ _Z q,Po _

The left-hand side is the income index number and the right-hand side is the Paasche
price index. Hence we may write
Y,
[—'- 100] <P
Y,

that is, the consumer is worse off in period t as compared with the base period if the
income index is smaller than the Paasche price index. We may show this result on a
graph using indifference-curves analysis.

In figure 2.29 the equilibrium of the consumer in the base period is defined by C.
Although basket D (including g, , and g, ,) was on his original budget line, the consumer
did not choose it, because it was lying on the lower indifference curve I,.
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Figure 2.29
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In period ¢ the new budget line (M'M’) defined by the expression

Y, =Y q,p =)+ @,)0,)

lies below basket g, : the consumer cannot afford to buy the original bundle at the new
prices (p,). Thus the consumer chooses basket g,, that is, he is worse off as compared to
the base period. (If g, was available in period ¢ and the consumer chose g,, he would be
inconsistent, since in the base period he had preferred g, to g,).

It should be noted that comparisons of the above type are valid only if tastes and
quality of the commodities have not changed in the two periods.

II. THE MARKET DEMAND

A. DERIVATION OF THE MARKET DEMAND

The market demand for a given commodity is the horizontal summation of the de-
mands of the individual consumers. In other words, the quantity demanded in the
market at each price is the sum of the individual demands of all consumers at that price.
In table 2.1 we show the demands of four consumers at various prices of a certain com-
modity and the total market demand. These data are presented graphically in figure
2.30. We observe that although for consumer B commodity x is a Giffen good, the market
demand has the normal negative slope, because the demands of other consumers more
than offset the Giffen case.

Table 2.1 Individual and market demand

Quantity Quantity Quantity Quantity
demanded demanded demanded demanded
by by by by Market
Price consumer A consumer B consumer C consumer D demand
2 40 4 45 18 107
4 30 2 35 16 83
6 24 5 30 13 72
8 18 7 20 12 57
10 14 10 15 11 50
12 10 7 13 8 38
14 8 5 10 6 29
16 6 3 8 4 21
18 4 2 0 0 6
20 3 0 0 0 3

Economic theory does not define any particular form of the demand curve. Market
demand is sometimes shown in textbooks as a straight line (linear-demand curve) and
sometimes as a curve convex to the origin. The linear-demand curve (figure 2.31) may
be written in the form

Q=b,—-b,P

and implies a constant slope, but a changing elasticity at various prices. The most com-
mon form of a non-linear-demand curve is the so-called ‘constant-elasticity-demand
curve’, which implies constant elasticity at all prices; its mathematical form is

Q=bo‘Pbl

where b, is the constant price elasticity (see section III). The concept of elasticity is
discussed in the following section.
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B. DETERMINANTS OF DEMAND

We said at the beginning of this chapter that demand is a multivariate function; it is
determined by many variables. Traditionally the most important determinants of the
market demand are considered to be the price of the commodity in question, the prices
of other commodities, consumers’ income and tastes. The result of a change in the price
of the commodity is shown by a movement from one point to another on the same
demand curve, while the effect of changes in other determinants is shown by a shift of
the demand curve. Thus these factors are called shift factors, and the demand curve is
drawn under the ceteris paribus assumption, that the shift factors (prices of other com-
modities, incomes and tastes) are constant. The distinction between movements along
the curve and shifts of the curve is convenient for the graphical presentation of the de-
mand function. Conceptually, however, demand should be thought of as being deter-
mined by various factors (is multivariate) and the change in any one of these factors
changes the quantity demanded.
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Figure2.31 Movement along Figure 2.32 Shifts of the de-
the demand curve as the price mand curve as, for example,
of x changes. income increases.

Apart from the above determinants, demand is affected by numerous other factors,
such as the distribution of income, total population and its composition, wealth, credit
availability, stocks and habits. The last two factors allow for the influence of past be-
haviour on the present, thus rendering demand analysis dynamic. The incorporation of
the latter factors into the demand function will be examined in section IIL
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C. ELASTICITIES OF DEMAND

There are as many elasticities of demand as its determinants. The most important of
these elasticities are (a) the price elasticity, (b) the income elasticity, (c) the cross-elasticity
of demand.

The price elasticity of demand

The price elasticity is a measure of the responsiveness of demand to changes in the
commodity’s own price. If the changes in price are very small we use as a measure of the
responsiveness of demand the point elasticity of demand. If the changes in price are not
small we use the arc elasticity of demand as the relevant measure.

The point elasticity of demand is defined as the proportionate change in the quantity
demanded resulting from a very small proportionate change in price. Symbolically we
may write

dQ |[dP
e, = 0 / 7 (24)
or
o =P
P dP Q
If the demand curve is linear
Q=by,—b,P
its slope is dQ/dP = —b,. Substituting in the elasticity formula we obtain
e, = —b, -g

which imblies that the elasticity changes at the various points of the linear-demand curve.
Graphically the point elasticity of a linear-demand curve is shown by the ratio of the
segments of the line to the right and to the left of the particular point. In figure 2.33 the
elasticity of the linear-demand curve at point F is the ratio

FD'
FD

0 Q, Q, o Q
Figure 2.33
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Proof

From figure 2.33 we see that
AP = PP, = EF

AQ = 0,0, = EF
P =0P,
Q=OQ1

If we consider very small changes in P and Q, then AP = dP and AQ = dQ. Thus, substituting
in the formula for the point elasticity, we obtain
dQ P 0,0, OP, EF 0Pl

»=4p'Q " PP, 00, EF 00,

From the figure we can also see that the triangles FEF' and FQ,D’ are similar (because each
corresponding angle is equal). Hence
EF QD Q,D

EF FQ, OP,

Thus

Furthermore the triangles DP,F and FQ, D’ are similar, so that

QID’ P,F OQl
FD'  FD FD

Rearranging we obtain
0,0 FD
00, FD

Thus the price elasticity at point F is
QID' FD'
e, =
P09, ~FD

Given this graphical measurement of point elasticity it is obvious that at the mid-point
of a linear-demand curve e, = 1 (point M in figure 2.34). At any point to the right of M

P

ep-—co

o] o’ Q
Figure 2.34
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the point elasticity is less than unity (e, < 1); finally at any point to the left of M, e, > 1.
At point D the e, — oo, while at point D" the e, = 0. The price elasticity is always
negative because of the inverse relationship between Q and P implied by the ‘law of
demand’. However, traditionally the negative sign is omitted when writing the formula
of the elasticity.
The range of values of the elasticity are
0<e, <
If e, = 0, the demand is perfectly inelastic (figure 2.35)
If e, = 1, the demand has unitary elasticity (figure 2.36)
If e, = oo, the demand is perfectly elastic (figure 2.37)
If 0 < e < 1, we say that the demand is inelastic.
If 1 < e < o0, we say that the demand is elastic.

P P P
0
P D
D
(o) e =0 Q o e =1 Q (o) e, =00 Q
Figure 2.35 Figure 2.36 Figure 2.37

The basic determinants of the elasticity of demand of a commodity with respect to its
own price are:

(1) The availability of substitutes; the demand for a commodity is more elastic if there
are close substitutes for it.

(2) The nature of the need that the commodity satisfies. In general, luxury goods are
price elastic, while necessities are price inelastic.

(3) The time period. Demand is more elastic in the long run.

(4) The number of uses to which a commodity can be put. The more the possible uses
of a commodity the greater its price elasticity will be.

(5) The proportion of income spent on the particular commodity.
The above formula for the price elasticity is applicable only for infinitesimal changes in
the price. If the price changes appreciably we use the following formula, which measures
the arc elasticity of demand:

P, +P,

L 202 M0 e+ 5

P AP Q,+Q, AP (Q,+ Q) ’
2

The arc elasticity is a measure of the average elasticity, that is, the elasticity at the mid-
point of the chord that connects the two points (4 and B) on the demand curve defined
by the initial and the new price levels (figure 2.38). It should be clear that the measure of
the arc elasticity is an approximation of the true elasticity of the section 4B of the de-
mand curve, which is used when we know only the two points A and B from the demand
curve, but not the intermediate ones. Clearly the more convex to the origin the demand
curve is, the poorer the linear approximation attained by the arc elasticity formula.
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The income elasticity of demand

The income elasticity is defined as the proportionate change in the quantity demanded
resulting from a proportionate change in income. Symbolically we may write

Q/ Y dy @Q
The income elasticity is positive for normal goods. Some writers have used income
elasticity in order to classify goods into ‘luxuries’ and ‘necessities’. A commodity is
considered to be a ‘luxury’ if its income elasticity is greater than unity. A commodity is a
‘necessity’ if its income elasticity is small (less than unity, usually).

The main determinants of income elasticity are:

1. The nature of the need that the commodity covers: the percentage of income
spent on food declines as income increases (this is known as Engel’s Law and has some-
times been used as a measure of welfare and of the development stage of an economy).

2. The initial level of income of a country. For example, a TV set is a luxury in an
underdeveloped, poor country while it is a ‘necessity’ in a country with high per capita
income.

3. The time period, because consumption patterns adjust with a time-lag to changes
in income.

€y

The cross-elasticity of demand

We have already talked about the price cross-elasticity with connection to the classific-
ation of commodities into substitutes and complements (see section I).

The cross-elasticity of demand is defined as the proportionate change in the quantity
demanded of x resulting from a proportionate change in the price of y. Symbolically we
have

_4Q. [dP, _dQ. P, 7
e"—Qx/Py—dPy 0 (2)

The sign of the cross-elasticity is negative if x and y are complementary goods, and
positive if x and y are substitutes. The higher the value of the cross-elasticity the stronger
will be the degree of substitutability or complementarity of x and y.

The main determinant of the cross-elasticity is the nature of the commodities relative
to their uses. If two commodities can satisfy equally well the same need, the cross-
elasticity is high, and vice versa.

The cross-elasticity has been used for the definition of the firms which form an in-
dustry (see Chapter 1).
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D. MARKET DEMAND, TOTAL REVENUE AND MARGINAL REVENUE

Demand and total revenue

From the market-demand curve we can derive the total expenditure of the consumers,
which forms the total revenue of the firms selling the particular commodity.
The total revenue is the product of the quantity sold and the price

TR=P-Q

If the market demand is linear the total-revenue curve will be a curve which initially
slopes upwards, reaches a maximum point and then starts declining (figure 2.40).

P TR

D
Y e § Rinox

: g %=1 T
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Py} ¢ i

. D' !
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Figure 2.39 Figure 2.40

At any one price the total revenue is the area of the rectangle defined by drawing
perpendiculars from that price and the corresponding quantity to the demand curve.
For example, in figure 2.39, the total revenue at price P, is the area of the rectangle
P,AQ,O0.

Of particular interest to the theory of the firm is the concept of marginal revenue.
The marginal revenue is the change in total revenue resulting from selling an additional
unit of the commodity.

Graphically the marginal revenue is the slope of the total-revenue curve at any one
level of output. If the demand curve is linear, it is obvious that in order to sell an ad-
ditional unit of x its price must fall. Since the whole quantity will be sold at the new lower
price, the marginal revenue will be equal to the price of the extra unit sold minus the loss
from selling all previous units at the new lower price:

MR:Pn+1_(Pn_Pn+l)Qn

where Q, is the quantity sold before the fall in price. Clearly at all prices the MR is
smaller than the price, given that (P, — P, ,)(=AP) is positive and Q, is positive.
Graphically the marginal revenue can be derived from the demand curve as follows.
Choose any point of the demand curve (such as point 4) and draw perpendiculars from
it on the price and the quantity axes (4P and AQ respectively). Next find the mid-point
of the perpendicular PA. In figure 2.41 the mid-point of PA is C. Draw a straight line from
D through C and extend it until it cuts the perpendicular AQ (at point B in figure 2.41).
This line is the marginal-revenue curve. To see that, we first note that the total revenue
at price P(= OPAQ)is the sum of the marginal revenues of all individual units (= ODBQ)
The two areas, OPAQ and ODBQ, are in fact equal because they have in common the
area OPCBQ, and the triangles DPC and CAB are equal (they have the corresponding
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Figure 2.41

angles equal and one side equal: by construction PC = CA). Hence the MR curve is
the line DCBG, and may be derived by joining the midpoints of perpendiculars
drawn from the demand curve to the price-axis. In other words, the MR curve cuts
any such perpendicular at its midpoint (provided that the demand is a straight line).

Mathematically the MR is the derivative of the TR function :

_ d(TR) _ d(PQ)

MR="40 = a0
or
dpP
MR=P+Q-‘E (2.8)

If the demand curve is linear its equation is

Q = bo - blP
or, solving for P,
P=a, —a,Q
where
b 1
ap = i and a, = l—’:

Substituting P in the total revenue function we find
TR=PQ=‘10Q"‘11Q2
The MR is then

TR
MR=%—)=GO—2a,Q

This proves that the MR curve starts from the same point (a,) as the demand curve, and that the
MR is a straight line with a negative slope twice as steep as the slope of the demand curve. This is
the same result that we established above using simple geometry.
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The relationship between marginal revenue and price elasticity
The marginal revenue is related to the price elasticity of demand with the formula

MR = P(l - 1) (2.9)

e

This is a crucial relationship for the theory of pricing.

Proof
Assume that the demand function is
P=f(Q)
The total revenue is
TR = PQ = [/(2)]Q
The MR is
d(p d dpP dp
MR=%=P£+QE=P+QBE

The price elasticity of demand is defined as

Rearranging we obtain
_e2_4%
P dP
P 4P

eQ dQ
Substituting dP/dQ in the expression of the MR we find
P

dpP P
o

1
MR = P(l ——)
e

Total revenue, marginal revenue and price elasticity

MR =P+ Q

or

We said that if the demand curve is falling the TR curve initially increases, reaches a
maximum, and then starts declining. We can use the earlier derived relationship between
MR, P and e to establish the shape of the total-revenue curve.

The total-revenue curve reaches its maximum level at the point where e = 1, because
at this point its slope, the marginal revenue, is equal to zero:

MR=P(1—%)=0
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If e > 1 the total-revenue curve has a positive slope, that is, it is still increasing, and
hence has not reached its maximum point given that

1
P>0 and (1—->>0; hence MR >0
e

If e < 1 the total-revenue curve has a negative slope, that is, it is falling, given
1
P>0 and (1 —;)<0; hence MR <0

We may summarise these results as follows:

If the demand is inelastic (e < 1), an increase in price leads to an increase in total
revenue, and a decrease in price leads to a fall in total revenue.

If the demand is elastic (e > 1), an increase in price will result in a decrease of the total
revenue, while a decrease in price will result in an increase in the total revenue.

If the demand has unitary elasticity, total revenue is not affected by changes in price,
since if e = 1, then MR = 0.

IIT. RECENT DEVELOPMENTS IN THE THEORY OF MARKET
DEMAND

A. THE PRAGMATIC APPROACH TO DEMAND ANALYSIS

Many writers have questioned the usefulness of the various theories of consumers’
behaviour. There has been an increasing awareness that although the various approaches
to utility are theoretically impressive, there is very little an applied economist can use to
explain the complexity of the real world. Thus many writers have followed a pragmatic
approach to the theory of demand. They accepted the fundamental ‘law of demand’ on
trust, and formulated demand functions directly on the basis of market data without
reference to the theory of utility and the behaviour of the individual consumer. Demand
is expressed as a multivariate function, and is estimated with various econometric
methods. Such demand functions refer obviously to the market behaviour of the con-
sumers, that is, to the behaviour of all consumers as a group, and not to the behaviour of
single individuals. Furthermore, in most cases the demand functions refer to a group of
commodities, e.g. demand for food, demand for consumer durables, etc.

Serious difficulties arise in estimating demand functions. The aggregation of demand
over individuals and over commodities makes the use of index numbers inevitable, but
the problems associated with such indexes are numerous. Furthermore, there are various
other estimation problems which impair the reliability of the statistically-estimated
demand functiens. The most important of these difficulties arise from the simultaneous
change of all the determinants, which makes it extremely difficult to assess the influence
of each individual factor separately. However, there has been a continuous improve-
ment in the econometric techniques and currently demand functions are fairly easy to
estimate statistically.

The constant-elasticity demand function

The most commonly used form of demand function in applied research has been the
‘constant-elasticity’ type

0. = by P2 Py Yo
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where Q, = quantity demanded of commodity x
P_ = price of x

P, = prices of other commodities
Y = consumers’ aggregate income
eb' = a trend factor for tastes’ (¢ = base of natural logarithms)
b, = price elasticity of demand
b, = cross-elasticity of demand

b, = income elasticity of demand

The term ‘constant elasticity demand function’ is due to the fact that in this form the
coefficients h,, b,, b, are elasticities of demand which are assumed to remain constant.

Proof

It will be proved that b, is the (constant) price elasticity of demand. Expressing the above demand
function in the logarithms of the variables we obtain:

log O, = log by + b, log P, + b, log P, + by log Y
(The term for the trend is ignored for simplicity.)
The partial derivative of the function with respect to the price P, is
¢logQ,
dlogP, !

From a basic property of logarithms it is known that the change of the logarithm of a variable
is equal to the proportionate change of the variable. Applying this property to the above partial
derivative we obtain

0 oP
dlogQ, = O and dlog P, = —
and by substituting we have
00,/Q,
= b,
aP,/P,

Clearly b, is the price elasticity of demand:

e =§gx/Qx_an.§ b
? 0P,/P, '

P, 0,

Since b, is constant in the above formulation of the demand function, the price elasticity (and
the other elasticities) is constant.

Usually the followers of the pragmatic approach, although not adhering to utility
functions, express the demand function in such a way as to incorporate the assumption of
‘no money illusion’ postulated by the traditional theory of the consumer. In technical
jargon they express the demand as a homogeneous function of degree zero. This has been
(most commonly) effected by introducing real income and relative prices in the function,

that is
P\ [P\ [Y\P
=bf==) .[22) . (2
e (P) (P) <P>

where P is a general price index. In this formulation it is obvious that if prices and income
change by the same proportion, for example by k per cent, the quantity demanded of x
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will not change, because k will appear in both the numerator and the denominator of the
relative prices and real income, and hence will cancel out. The new quantity demanded
will be the same as the initial one: there is no money illusion in the behaviour of the
consumer.!

Dynamic versions of demand functions: Distributed-lag models of demand

A recent development in demand studies is the expression of demand functions in
dynamic form.

Dynamic demand functions include lagged values of the quantity demanded and of
income as separate variables influencing the demand in any particular period. Dynamis-
ation of the demand functions expresses the generally accepted idea that current pur-
chasing decisions are influenced by past behaviour.

To express the idea that current decisions are influenced by past behaviour we must
postulate a particular type of relationship between the past and the present. The most
common assumption in this respect is that current behaviour depends on past levels of
income and past levels of demand. If the commodity is a durable past purchases con-
stitute a ‘stock’ of this commodity which clearly affects the current (and future) purchases
of such durable. If the commodity is non-durable (for example, tobacco, food, etc.),
past purchases reflect a habit which is acquired by buying and consuming the commodity
in the past, so that the level of purchases in previous periods influences the current (and
future) patterns of demand. Incorporating the influence of past decisions and experiences
in the demand function is a way for rendering it dynamic. Another usual assumption
concerning the way in which past behaviour affects the present is that the more recent of
past levels of income or demand have a greater influence on present consumption
patterns than the more remote ones (for example, we are more infiuenced by our income
in the last year than by the income we earned five or ten years ago).

Models (functions), including lagged values of demand, of income (or of other vari-
ables) are called ‘distributed-lag models’. In general form a distributed-lag model may be
expressed as

Qx(l) = f{Px(l)’ Px(l—l)’ MR Qx(t—l)’ Qx(t—Z)’ ceto },(l)’ ),(l-'l)’ ° }

The number of lags depends on the particular relationship being studied.
The necessity of a dynamic approach has long been recognised for the study of the de-
mand of certain commodities (consumer durables). R. Stone? extended the dynamic

! The assumption of ‘no money illusion’ is called assumption of ‘zero homogeneity’ because
the coefficients of prices and income must add to zero if the consumer is not to suffer from money
illusion. Thus the initial quantity demanded is

Q.= b Py - Py
If prices and income change by k per cent the new quantity demanded will be
Q% = bo(kP ) "(kPo)*(kY)>
or Q: = (bo le sz yb:)k(bx +b2+b3)

The new quantity differs from the initial one by the term k' **2*%3). For the two quantities to be
the same (l.e., for the consumer not to suffer from money illusion) this term must be equal to
unity, which occurs if the sum of the coefficients is equal to zero: (b, + b, + b3) = 0.

2 R. Stone and D. A. Rowe, ‘The Durability of Consumers Durable Goods’, Econometrica

(1960).
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formulation to a wider range of commodities. Houthakker and Taylor' generalised the
dynamisation of demand functions.

A widely used model, both in demand functions and in investment functions, is the
model based on the ‘stock-adjustment principle’ ,which has been developed by Nerlove.
This model has initially been applied to the study of demand functions for consumer dur-
ables. Recently Houthakker and Taylor have extended the ‘stock-adjustment principle’
to non-durables, giving it the name ‘habit-creation principle’.

Nerlove's ‘stock-adjustment principle’. The model as applied to consumer durables re-
sults in a demand function of the form

Qu=a,Yy + a,Q-y

The model is derived as follows. There is a desired level of durables Qf,, which is deter-
mined by the current level of income:

Qif) = bYu)

However, the consumer cannot immediately acquire the desired level of durables due to
limited income, credit limitations, etc. Thus in each period the consumer acquires only
a part of the desired level. In other words, the acquisition of the desired level of durables
is gradual; in each period we come closer to Q).

In each period we purchase a certain quantity Q,,. There is an actual change from the
quantity bought in the previous period denoted by the difference Q) — Q,_,,. This
change in actual purchases is only a fraction k of the desired change, Q¢ — Q- ,. Thus

[Q(:) - Qu—l)] = k[Qz) - Q(x—- 1):'

actual change desired change

where k is the coefficient of stock adjustment. (The value of k lies between zero and one.)
If in this expression of stock adjustment we substitute for Q, we obtain

Qun— Qu-n= k(bY(n = Qu-1)

Rearranging we have
Q(:) = (kb)Y(t) + (] - k)Q(r—l)

Setting kb = a, and (1 — k) = a, we obtain the final form of the stock-adjustment
model

Qn= aly(t) + aZQ(t—l)

Houthakker’s and Taylor’s dynamic model. Their model is based on Nerlove’s formul-
ation. They extended the idea of stock adjustment to non-durables. The current demand
for durables depends on, among other things, the stock of such commodities (stock-
adjustment process). The current demand for non-durables depends on, among other
things, the purchases of the commodities in the past, because by consuming a certain
commodity we get accustomed to it (habit-formation process). The demand function is
of the form

Q,=ay+ aP, + a,AP, + a3 Y, + a,AY, + a50,_,

' H. S. Houthakker and L. D. Taylor, Consumer Demand in the United States (Harvard
University Press, Cambridge, Mass., 1966).
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where AY, is the change in income and AP, is the change in price between period t and
t — 1. The demand function is derived as follows.

Demand in any particular period depends on price, on stocks of the commodity and
on the current level of income

Q,= by + b,P, + b,S, + b, Y, (2.10)

where S, = stocks of durables, if the function refers to such goods
S, = ‘stocks of habits’, if the function refers to non-durables

The sign of the coefficient of S will be negative for durables: the more we have of
furniture, electrical appliances, etc., the less our demand for such commodities will be.

The sign of the coefficient of S will be positive for non-durables: the higher our pur-
chases of non-durables the stronger our habit becomes.

Stocks S, however, cannot be measured: (i) The stock of durables is composed of
heterogeneous items of various ages—the electrical equipment we have is not of the same
age, some items may be very old and need scrapping and replacing, some others are new.
Their heterogeneity also makes direct measurement difficult. What we ideally want for
stocks is the sum of depreciated inventories of durables; but the appropriate deprecia-
tion rates are not known. (ii) The ‘stock of habits’ is a psychological variable and cannot

be quantified.
However, we can eliminate algebraically stocks, S,, from the demand function and

replace it with other measurable variables by making some ‘reasonable’ assumptions.

For durables the elimination process may be outlined as follows:
(1) The net change in stocks realised in any period (S, — S,_,) is equal to our purchases in that
period minus the depreciation of our old possessions:

S, — S,-, = Q, — depreciation
(2) Assume that depreciation is equal in all the periods of the life of the durable, i.e.,
Depreciation = 48,

where ¢ is a constant depreciation rate (for example, if the life of the durable is ten years, we
assume that the yearly depreciation is 10 per cent of the value of the durable). Thus

(S, = S,-) =0, -6, (2.11)
(3) From the demand function
Q,=by + b,P, +b,S, + b,Y,

solving for S, we obtain

1
Sl=b_(Ql_b0—blPr_b3Yr) (2.12)
2

Substituting this value in the right-hand side of equation 2.11 we have

1
(S,—S,_,)=Q,—5B—(Q,—bo—b1P,—b3Y,) (2.13)

2

(4) Since the relation Q, = b, + b, P, + b, S, + b, Y, holds for period ¢, the relationship
Q-y=bo+bP_y+b,S_, +bY_,

will hold for period t — 1.
Subtracting these two equations we have

Qr - Ql—l = bl(Pt - Px- l) + bz(sx - sr-l) + bJ(YI - Yl"l) (214)
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(5) Substituting equation 2.13 in equation 2.14 we find
o
Qx - Qx—l = bl(Px - Pl—l) + bz Qr - —(Q: - bo - blPt - bJY, + b3(Y, - Yl-l)
b,

Rearranging this expression we obtain
Q: = Qr—l + bl(P: - Pl—l) + sz. - 5(Q: - bo - blPl - bJY:) + b,(Y; - Yl—l)
Q1 = by + 9) = (6bo) + (9b))P, + b,(AP) + (6b,)Y, + by(AY) + Q,_,

3b, ob, b,
C=1Th, 7o 1 oh, v0 T 1h, 7000
5b, b, 1

Y, AY)+———(Q,.

YT Th, 7 T, v A YTy, s &Y

Setting a,, a,, a,, a3, a, and a, for the coefficients of this equation we arrive at the final form of
Houthakker’s and Taylor’s formulation

Q. =ay + a,P, + a,(AP)) + a3 Y, + a,(AY) + a50Q,_,

Note: The above exposition is an approximation to Houthakker’s version. The basic procedure
and the final form of the demand function are the same, but some of the intermediate steps have
been simplified to facilitate the exposition.

B. LINEAR EXPENDITURE SYSTEMS

These are models which deal with groups of commodities rather than individual
commodities. Such groups, when added, yield total consumer expenditure. Linear
expenditure systems are thus of great interest in aggregate econometric models, where
they provide desirable disaggregation of the consumption function. One of the earliest
linear expenditure models was suggested by R. Stone (Economic Journal, 1954). The
linear expenditure systems (LES) are usually formulated on the basis of a utility function,
from which demand functions are derived in the normal way (by maximisation of the
utility function subject to a budget constraint). In this respect the approach of LES is
the same as that of models based on indifference curves. However, LES differ in that
they are applied to ‘groups of commodities’ between which no substitution is possible,
while the indifference-curves approach is basically designed for handling commodities
which are substitutes. The very notion of an indifference curve is the substitutability of
the commodities concerned. Actually the indifference map of a LES would appear as in
figure 2.42, implying the non-substitutability of groups of commodities. The utility
function is additive, that is, total utility (U) is the sum of the utilities derived from the

o] B8

Figure 242 Indifference map for complementary goods
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various groups of commodities. For example, assume that all the commodities bought by
the consumers are grouped in five categories:

A Food and beverages

B Clothing

C Consumers’ durables

D Household-operation expenses

E Services (transport, entertainment, etc.).
The total utility is

U=ZU|'
or

Additivity implies that the utilities of the various groups are independent, that is, that
there is no possibility of substitution (or complementarity) between the groups 4, B, C,
D and E.

In linear expenditure systems the commodities bought by the consumers are grouped
in broad categories, so as to be compatible with the additivity postulate of the utility
function. Thus each group must include all substitutes, and complements. In this way
substitution between groups is ruled out, but substitution can occur within each group.

The consumers buy some minimum quantity from each group, irrespective of prices.
The minimum quantities are called ‘subsistence quantities’ because they are the minimum
requirements for keeping the consumer alive. The income left (after the expenditure on
the minimum quantities is covered) is allocated among the various groups on the basis of
prices.

The income of the consumer is, therefore, split into two parts: the ‘subsistence income’,
which is spent for the acquisition of the minimum quantities of the various commodities,
and the ‘supernumerary income’, the income left after the minimum expenditures are
covered.

A simple linear expenditure system

The utility function may take any additive form. Stone’s utility function, for example, is additive
in the logarithms of the group utilities:

U= Zbl log(q; — 7)

i=1
ie.,
U= (q; = )" @2 = 72" @y = 7)™
or
U = b, loglg, — 7,) + b, log(q; — ;) + --- + b, loglg, — 7,)
where 7y, = minimum quantity of group i
, = marginal budget shares; that is, each b; shows by how much the expenditure on

group i will increase if total income changes by one unit (see below)

It is assumed that the total income is spent (budget constraint). Hence Y b, = 1, since the
changes of expenditures must be equal to the change in income (by the budget constraint).
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Other crucial assumptions of this model are:

(1) Rationality of the consumers
(2) Additivity of utilities
() 0<b <1

y; = 0 (there is no negative minimum quantity)
(g; — 7)) > 0 (some quantity above the minimum is purchased)

The consumers maximise their total utility, subject to the (total) income constraint. In the case of
Stone’s utility function we have:

Maximise U =b,loglg, —y,) + -+ + b, logg, — 7,)
subject to Y=Y pg;

Maximisation of the constrained utility function yields the following demand functions:

b,
%=%+;W—me

where g; = quantity demanded of group i

y; = minimum quantity of group i
b; = marginal budget share
Y = consumers’ total income

p; = price index of group i
Z p;y: = subsistence income
(Y — Z pi¥;) = supernumerary income

[

The demand function may be written in the slightly different form:

Pi4; = YiDi +  b(Y - ZP-‘V.’)
or

expenditure subsistence supernumerary
on group i B expenditure expenditure

From this form it is easy to see why the coefficients b, are marginal budget shares. It is clear that
b, is the partial derivative of the expenditure on i with respect to the supernumerary income:

_ Olgip)

ay — ZP.‘)’.‘)
There are various versions of the linear expenditure model, depending on the form of the utility
function. Various writers assume a different form of the utility function and hence they derive

a different formulation of the demand functions. The examination of more complicated LES
models goes beyond the scope of this book.

b;

IV. THE DEMAND FOR THE PRODUCT OF A FIRM

The shape of the individual firm’s demand curve

The analysis of the previous section was concentrated on the aggregate demand for
consumers’ goods. However, for the theory of the firm and the understanding of the
decision-making process of the firm we must look at the demand for the product of
the individual firm. Consumers’ demand is a small fraction of the aggregate demand for
manufacturing products. The majority of manufacturing commodities is sold to other
businesses, other firms for further processing, or to traders (wholesalers and retailers).’

! For a detailed discussion of this topic see P. W. S. Andrews, Manufacturing Business
(Macmillan, 1949).
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Even if the firm produces final consumers’ goods, it seldom sells them directly to the
consumers. Most products reach the consumer through a retailer. Traditional economic
theory has ignored the distribution methods of the commodities produced and their
effect on the pricing policy of the firm. Furthermore, traditional theory has ignored the
distinction between short-run and long-run demand. The long run is not defined from
the standpoint of demand, as it is from the standpoint of production and costs. It is
usually stated that in the long run demand is more elastic than in the short run, but the
time periods involved in this statement are left in obscurity.

In traditional economic theory the shape of the demand curve of the firm is different
in various market structures.

In pure competition the demand of the individual firm is perfectly elastic (figure 2.43).
This shape is the consequence of the assumptions of the purely competitive model,
the assumptions of an homogeneous product and of large numbers of sellers. In pure
competition the firm, however large, offers a small part of the total quantity in the market
and hence it cannot affect the price. The firm is a price-taker. The market price is deter-
mined by the market supply and demand functions (see Chapter 5) and at this price the
firm can sell any quantity it wishes.

P

(0] X
Figure 2.43 Demand of the firm in pure competition
In monopoly the firm’s demand is the demand of the industry (see Chapter 6), and

the monopolist decides his price and output on the basis of the market demand which is
downward-sloping, obeying the general ‘law of demand’ (figure 2.44).

P

Dl
(0] X
Figure 244 Demand of the monopolist

In monopolistic competition (see Chapter 8) the demand of the individual firm is
downward-sloping, as is the market demand. Chamberlin was the first economist who
stressed the multivariate nature of the demand of the individual firm. He postulated that
as a consequence of product differentiation the firm has some freedom in setting its own
price. Each firm has its own customers, who have a preference for the firm’s products.
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To strengthen the preferences of consumers and secure its market the firm pays parti-
cular attention to the style and quality of its product. Furthermore the firm undertakes
advertising and other selling activities in an attempt to enlarge its market (shift its
demand outwards) and make its demand more inelastic. Thus the demand for the product
of a firm is multivariate

d, = f(P;, Py, P, A;, Ay, S;, So, Yo 8, .. )

where d; = demand of the ith firm
P, = price of the ith firm
P, = price of competitors
P = price of other commodities
A; = advertising and other selling expenses of the ith firm
A, = advertising and other selling activities of competitors
S; = style of the product of the ith firm
S, = style of the product of other competitors
Y = consumers’ income
t = consumers’ tastes

The firm’s demand curve (figure 2.45) is drawn under the usual ceteris paribus assump-
tion: it shows the quantity demanded of the product of the ith firm at different prices
charged by the firm given the style of the product, the selling activities, and so on. If any
one of these factors changes, the demand for the product of the firm will shift (figure 2.46).

P P d \d'
% \
\
\
\
\
\
\
dl
Ny d
0 X () X
Figure 2.45 Demand of Figure 2.46 Shift in the
the firm in monopolistic firm’s demand curve due,
competition say, to an improvement in

style of its product

The main criticism against Chamberlin’s demand function is that it refers only to the
demand of final consumers, thus ignoring the other buyers of the product of a manu-
facturing business, as well as the channels of distribution of the commodities.!

Some writers have argued that Chamberlin’s demand curve is valid only for the short
run; in the long run the demand curve cannot have a negative slope, because this would
imply irrational preferences of the consumers.! We think that this criticism implies a
special definition of rational behaviour. In particular it is implicitly assumed that
consumers are irrational if they pay a higher price for technically identical or very similar
products. This definition of rationality is too narrow.? The rational consumer aims

! See P. W. S. Andrews, Competition in Economic Theory (Macmillan, 1964).
2 See W. J. Baumol, Business Behaviour, Value and Growth, Harcourt, Brace, revised edition
1967, pp. 46-7.
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at the maximisation of his utility or satisfaction. What gives him a higher satisfaction
is a purely subjective matter. If the shopping from a ‘trendy’ shop gives the consumer
a ‘conspicuous’ satisfaction despite his having to pay a higher price for the same (or very
similar) commodities, surely one cannot say that the consumer behaves irrationally.
He would be irrational if he adopted a course of action inconsistent with his preferences.

In oligopolistic models various shapes of the firm’s demand curve have been adopted.
It is generally agreed that there is great uncertainty regarding the demand curve of the
oligopolist, due to the interdependence of competitors and the uncertainty as to their
reaction to any particular decision of a firm within the group.

Some writers have made specific assumptions about the competitors’ reactions
and have drawn a downward-sloping demand curve for the firm based on the assump-
tions they made (see Chapter 9).

Other writers have based their analysis on a market-share demand curve. This
individual demand curve is derived from the market demand curve (which is assumed
to be known) on the assumption that the firm keeps a constant share of the market at all
price levels. The constant-share demand curve has the same elasticity as the market-
demand curve at all prices (see Chapter 13).

Some economists have assumed a ‘kinked’ shape of the firm’s demand curve (see
Chapter 9). The kink implies that the firm expects that its competitors will follow suit
with price cuts, but not price rises. Thus to the left of the kink the demand curve has a
greater elasticity than at points to the right of the kink.

Other economists have developed their models using a long-run demand curve
which is very elastic without, however, attempting to define the determinants of this
demand, or the time dimensions of their analysis.!

It has been argued in economic literature that the uncertainty surrounding the
demand curve of the individual firm is so great that it has little or no relevance as a
tool of analysis in the decision-making process in a firm.2

Finally, several modern theorists have taken the firm’s demand as given, on the
grounds that interdependence is largely ignored in the day-to-day decisions of the firm.?

The widely differing views stem from a widespread confusion between the demand
curve and the demand function. The demand curve depicts the relationship between
the quantity demanded and the price of the product of the particular firm under the
ceteris paribus clause, while the demand function includes all the determinants of the
demand which may change simultaneously. The fact that prices in some oligopolistic
markets are sticky (except when rising costs render price increases inevitable) has been
interpreted mistakenly as implying the non-existence of the individual demand curve.
Yet the fluctuation of sales at the prevailing (sticky) market prices suggests that some of
the other determinants of the demand function caused the demand curve to shift. The
observed constancy of price implies that we cannot measure the price elasticity of the
firm’s curve, and the changes in sales must be attributed to the change in some of the
other determinants of demand. These determinants will be better understood if we
examine the sources of demand of the firm, that is, the buyers of the typical manu-
facturing business.

Sources of demand for the product of a firm

In the modern business world the typical buyer of a firm is another firm and not the
consumer as the traditional theory accepted. Even in the case of a firm producing

! See, for example, R. Harrod, Economic Essays, (Macmillan, 1952).
2 See P. W. S. Andrews, Manufacturing Business, (Macmillan, 1949).
3 See, for example, W. J. Baumol, Business Behaviour, Value and Growth (1967).
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consumer goods, the firm markets its products through wholesalers and retailers (in
most cases). These intermediaries are profit-seeking enterprises and hence behave in a
different way than the consumer.’

Let us examine in detail the probable shape of the demand of the various types of
buyers of a manufacturing firm.

The final consumers. It has been argued by some writers that in the long run the demand
of consumers (for the product of a firm) will not be downward sloping for technically
identical or very similar products, because this would imply irrational preferences.?
Consumers’ preferences, they argue, are not sticky in the long run. Consumers’ tastes
change continuously over time, and even the same person, if he is rational, will try the
cheaper products and change his supplier in the long run. We do not agree with this
reasoning. It is an observed fact that different brands of commodities are sold at different
prices and still keep their market share over periods that may by any standard be
considered long (ten or twenty years). This may be due to habit persistence, inertia,
incomplete knowledge, conspicuous-consumption effects, and other reasons. Whatever
the cause, it remains a fact that very similar commodities are sold over long periods
of time at different prices. Thus consumers’ preferences for particular brands are
persistent and give rise to a demand curve with a negative slope. This is more so for
consumer durables, where the amounts of money involved in each item are substantial
for the household. In these cases the choice of the consumer is mostly based on brand
names and on information of friends and relatives who have already tried the products
and have acquired experience about their quality.

Other manufacturing firms. Here we must distinguish between investment goods and
intermediate goods which will be used as parts of the product of the buying firm.

Regarding investment goods, brand names play an important role. Machinery and
other equipment involve large expenditures and are to be used for a considerable time
period. Thus the investing firms will be expected to have a strong preference for the
machinery supplied by well-established firms even if they have to pay a higher price.
This behaviour will give rise to a negatively-sloping demand curve for investment goods.
For intermediate commodities, however, which are often standardised, no firm will
be prepared to pay a higher price if it can buy them from another supplier at a lower
price. Thus, for firms who produce standardised intermediate products the demand
curve will be infinitely elastic, not only in the long run but also in the short run. The
market share of such firm-suppliers will be determined by factors other than the price,
such as prompt delivery and ‘good service’ in general.

Wholesalers. Wholesalers are profit-seeking businessmen and can affect to a certain
extent their customers’ demand by their stock policy. They will prefer to buy and stock
(in order to resell) commodities on which their profit margins are larger, that is, products
which, though similar to others, can be bought at a lower price. However, we believe
that their discretion is limited. If they are wholesalers of final commodities, surely they
can pass on to their customers a higher price if they have a strong demand for a product,
thus keeping their profit margins at the desired level. If they are wholesalers of inter-
mediate goods which are of standard specifications, they will not be prepared to pay
a higher price for goods technically identical, because they can influence their buyers
by offering the cheaper products, even if the brand is not as yet long-established. If the

! For many industrial firms the government is an important buyer. However, the analysis
of the purchasing policies of public agencies will not be attempted here.
2 See, for example, P. W. S. Andrews, Manufacturing Business (1949).
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wholesaler deals in spare parts, naturally he has no power on the price that the manu-
facturing firm will supply him at, except if he is a very big dealer in such spare parts and
stocks parts of products of other producers (e.g. spare parts of cars). Thus the demand
of wholesalers for the product of a manufacturing firm will have in most cases a negative

slope.

Retailers. Here also we must distinguish between two types of action of the retailer: he
may resell the manufactured product branded, or he may sell it under his own brand
name. Large supermarkets sell an increasing number of products with their own brand
name (Spar, St Michael, Co-op, Tesco), but they also sell other brands. They can infiu-
ence to a certain degree the final consumer by not stocking a particular brand. The
effectiveness of such policy depends on whether they have a locational monopoly, and in
any case their discretion can only be important in the short run. The locational advantage
can easily be lost, by a new retailer establishing a new shop close to them. Furthermore,
retailers are interested in their profit margin, and there is no reason why they should
not pay a higher price for a certain branded commodity if they can pass it on to the
consumers who have a preference (rational or irrational) for this particular brand. It is
only if they buy goods to resell under their own brand name that they will not be prepared
to pay a higher price for a ‘raw material’ they can obtain cheaper from another supplier.
In summary, if the retailer buys a commodity already branded in order to resell it,
his demand (from the manufacturer of the branded product) will be downward sloping,
reflecting the preferences of the final consumers; if, however, he buys the commodity
as a ‘raw material,’ to resell it under his own brand name, then his demand will be
infinitely elastic.

The conclusion of the above discussion is that the shape of the demand curve of an
oligopolist will depend on the nature of his procduct and his distribution channels. The
demand function of the oligopolist is multivariate. Thus even if prices are sticky, there
are other factors that influence the demand to the firm. In principle, the demand for
the product of a firm can be estimated statistically from historical observations of sales,
prices charged by the firm and its competitors, advertising expenditures, and other
relevant factors. However, the difficulties involved in this process are so great that very
few firms attempt to estimate statistically tneir own demand function. Even if the
estimation difficulties are overcome, the environment of the firm in the real world
changes so fast that any statistical (historical) demand function becomes inappropriate
for future decision unless continuously revised. Given the uncertainties of the environ-
ment (and the scarcity of good econometricians), firms tend to avoid price competition

P
ds dy d;
- ‘sticky’
P price level
ds | d, | @;
0 Xy Xy X X

Figure 247 Changing market share of an oligopolist
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and to rely on other competitive weapons. The predominance of non-price competition
in the modern highly competitive oligopolistic world suggests that the demand curve
is often a subjective concept in the decision-making process of businessmen: because
they are uncertain about the effects of price changes, businessmen prefer to use other
instruments, such as style of the product, advertising, research and development
programmes, which they consider as less dangerous. Their market share at the given
price will be determined by the effectiveness of such policies, as well as by the dynamic
changes in the market conditions. In oligopolistic markets the determinants of the
market share (at the given price) are the determinants of the demand function of the
firm, and their effect is shown graphically by shifts of the (subjective) demand curve
at the going price (figure 2.47). If sales, and hence market-share, change at a given price
one must look at the other determinants of demand in order to explain the change.

We will discuss in detail the determinants of demand (and of the market share)
of the individual firm in various market structures in several chapters of this book.



3. Theory of Production

I. THE PRODUCTION FUNCTION FOR A SINGLE PRODUCT

The production function is a purely technical relation which connects factor inputs
and outputs. It describes the laws of proportion, that is, the transformation of factor
inputs into products (outputs) at any particular time period.! The production function
represents the technology of a firm of an industry, or of the economy as a whole. The
production function includes all the technically efficient methods or production
(see below).

A method of production (process, activity) is a combination of factor inputs required for
the production of one unit of output. Usually a commodity may be produced by various
methods of production. For example, a unit of commodity x may be produced by the
following processes:

Process P, Process P, Process P,

=T

Capital units 3
Activities may be presented graphically by the length of lines from the origin to the
point determined by the labour and capital inputs. The three processes above are shown
in figure 3.1. A method of production A is technically efficient relative to any other

Figure 3.1

! If the technology changes we have technological progress. See section (I1I).
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method B, if A uses less of at least one factor and no more from the other factors as
compared with B. For example, commodity y can be produced by two methods:

A B
Labour |2 3
Capital |3 3
Method B is technically inefficient as compared with A. The basic theory of production
concentrates only on efficient methods. Inefficient methods will not be used by rational
entrepreneurs.
If a process A uses less of some factor(s) and more of some other(s) as compared with

any other process B, then A and B cannot be directly compared on the criterion of
technical efficiency. For example, the activities

A B
Labour |2 1
Capital |3 4
are not directly comparable. Both processes are considered as technically efficient and are
included in the production function (the technology). Which one of them will be chosen
at any particular time depends on the prices of factors. The theory of production
describes the laws of production. The choice of any particular technique (among the
set of technically efficient processes) is an economic one, based on prices, and not a
technical one. The choice of technique by a firm is discussed in Section IV below. We
note here that a technically efficient method is not necessarily economically efficient.
There is a difference between technical and economic efficiency.
An isoquant includes (is the locus of) all the technically efficient methods (or all the
combinations of factors of production) for producing a given level of output.

The production isoquant may assume various shapes depending on the degree of
substitutability of factors.

Linear isoquant. This type assumes perfect substitutability of factors of production:
a given commodity may be produced by using only capital, or only labour, or by an
infinite combination of K and L (figure 3.2).

Input-output isoquant. This assumes strict complementarity (that is, zero substitut-
ability) of the factors of production. There is only one method of production for any one
commodity. The isoquant takes the shape of a right angle (figure 3.3). This type of
isoquant is also called ‘Leontief isoquant’ after Leontief, who invented the input-
output analysis.

Kinked isoquant. This assumes limited substitutability of K and L. There are only a
few processes for producing any one commodity. Substitutability of the factors is
possible only at the kinks (figure 3.4). This form is also called ‘activity analysis-iso-
quant’ or ‘linear-programming isoquant’, because it is basically used in linear pro-
gramming.

Smooth, convex isoquant. This form assumes continuous substitutability of K and L
only over a certain range, beyond which factors cannot substitute each other. The
isoquant appears as a smooth curve convex to the origin (figure 3.5).

It should be noted that the kinked isoquants are more realistic. Engineers, managers,
and production executives consider the production processes as discrete rather than
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in a continuous array. However, traditional economic theory has mostly adopted the
continuous isoquants, because they are mathematically simpler to handle by the
simple rules of calculus. We may consider the continuous isoquant as an approximation
to the more realistic form of a kinked isoquant: as we increase the number of processes
the kinks come closer and closer, until at the limit (as the number of processes becomes
infinite) the isoquant becomes a smooth curve.

The production function describes not only a single isoquant, but the whole array of
isoquants, each of which shows a different level of output. It shows how output varies
as the factor inputs change.

Production functions involve (and can provide measurements of)concepts which are
useful tools in all fields of economics. The main concepts are:

The marginal productivity of the factors of production.

The marginal rate of substitution and the elasticity of substitution.
Factor intensity.

The efficiency of production.

The returns to scale.

These concepts will be discussed below.
The general mathematical form of the production function is

Y=f(L,K,R,S,v,7)

LNB W=

where Y = output
L = labour input
K = capital input
R = raw materials
S = land input
v = returns to scale
= efficiency parameter.
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All variables are flows, that is, they are measured per unit of time. In its general form the
production function is a purely technological relationship between quantities of inputs
and quantities of output. Prices of factors or of the product do not enter into the produc-
tion function. They are used only for the production decision of the firm or other
economic entities. (See section 1V.) However, in practice it has been observed that raw
materials bear a constant relation to output at all levels of production. For example,
the number of bricks for a given type of house is constant, irrespective of the number of
houses built; similarly the metal required for a certain type of car is constant, irrespective
of the number of cars produced. This allows the subtraction of the value of raw materials
from the value of output, and the measurement of output in terms of value added (X)

X=Y-R

Of course, in this way we destroy the pure technological nature of the production func-
tion, since the prices of raw materials and of the output are utilised: value added is
measured, by necessity, in monetary units.

The input of land, S, is constant for the economy as a whole, and hence does not enter
into an aggregate production function. However, S is not constant for individual
sectors or for individual firms. In these cases land-inputs are lumped together with
machinery and equipment, in the factor K.

Thus the production function in traditional economic theory assumes the form

X =f(LLK,v,y)

The factor v, ‘returns to scale’, refers to the long-run analysis of the laws of production,
since it assumes change in the plant. It will be discussed in detail in a subsequent section.

The efficiency parameter, y, refers to the entrepreneurial-organisational aspects of
production. Two firms with identical factor inputs (and the same returns to scale) may
have different levels of output due to differences in their entrepreneurial and organisa-
tional efficiency.

Graphically, the production function is usually presented as a curve on two-dimen-
sional graphs. Changes of the relevant variables are shown either by movements along
the curve that depicts the production function, or by shifts of this curve. The most
commonly used diagrams for the production function of a single commodity’® are
shown in figures 3.6 and 3.7. In figure 3.6 each curve shows the relation between X
and L for given K, v and y. As labour increases, ceteris paribus, output increases: we

X= '(L)'-(.\P;Sv ;!

X= '(K)[Sv;SO ;5

X=f(KY. 5. 3.

X f(L)i'v ;h ;1 . 4

o L (] K
Figure36 K, <K, <K, Figure3.7 L, <L, <L,

! For the production function of jointly produced commodities (multiproduct case) see
section VI.
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move along the curve depicting the production function. If capital (and/or v, and/or 7)
increase, the production function X = f(L) shifts upwards.

In figure 3.7 each curve shows the relation between X and K for given L, v and 7.
As capital increases, ceteris paribus, output increases: we move along the curve. If L
(and/or v, and/or y) increase the production function X = f(K) shifts upwards.

The slopes of the curves in figures 3.6 and 3.7 are the marginal products of the factors
of production. The marginal product of a factor is defined as the change in output resul-
ting from a (very small) change of this factor, keeping all other factors constant.

Mathematically the marginal product of each factor is the partial derivative of the
production function with respect to this factor. Thus

X 171). ¢
MPL:E and MPK:a_K

Graphically the marginal product of labour is shown by the slope of the production
function

X = fx(L)K,\';,v
and the marginal product of capital is shown by the slope of the production function

X = fz(K)E.Vﬁ

In principle the marginal product of a factor may assume any value, positive, zero or
negative. However, basic production theory concentrates only on the efficient part of the
production function, that is, on the range of output over which the marginal products
of the factors are positive. No rational firm would employ labour beyond 0B, or capital
beyond OD, since an increase in the factors beyond these levels would result in the
reduction of the total output of the firm. Ranges of output over which the marginal
products of the factors would be negative (ranges beyond 0B’ in figure 3.8, and 0D’ in
figure 3.9) imply irrational behaviour of the firm, and are not considered by the theory
of production.

Furthermore, the basic theory of production usually concentrates on the range of
output over which the marginal products of factors, although positive, decrease, that is,
over the range of diminishing (but non-negative) productivity of the factors of pro-
duction: the ranges of output considered by the traditional theory are A’'B’ in figure 3.8
and C’'D' in figure 3.9. These ranges of output have been shown in figures 3.6 and 3.7.

Alternatively we may say that the theory of production concentrates on levels of
employment of the factors over which their marginal products are positive but decrease:
in figure 3.10 the range of employment of L examined by the theory of production is
AB; over that range

AMP),
oL

MP, >0 but <0

Similarly, in figure 3.11 the range of employment of capital examined by the theory of
production is CD; over that range

<0

MP; >0 but AMP)y
K
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Formally the above discussion may be stated as follows:
X =f(L,K,v,y)

o >0 TX < o] thesi

oL iti =3 < e slope

oL ?n(;srlgi‘r/;l oL? of marginal
ox products o*X product curves
K> 0 K2 < 0] is negative

These conditions imply that the traditional theory of production concentrates on the
range of isoquants over which their slope is negative and convex to the origin.

In figure 3.12 the production function is depicted in the form of a set of isoquants.
By construction the higher to the right an isoquant, the higher the level of output it
depicts. Clearly isoquants cannot intersect, by their construction. We said that traditional
economic theory concentrates on efficient ranges of output, that is, ranges over which the
marginal products of factors are diminishing but positive. The locus of points of iso-
quants where the marginal products of the factors are zero form the ridge lines. The
upper ridge line implies that the M P of capital is zero. The lower ridge line implies that
the MP of labour is zero. Production techniques are only (technically) efficient inside
the ridge lines. Outside the ridge lines the marginal products of factors are negative and
the methods of production are inefficient, since they require more quantity of both
factors for producing a given level of output. Such inefficient methods are not considered
by the theory of production, since they imply irrational behaviour of the firm. The
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K

pper ridge line

lower ridge line

Figure 3.12

condition of positive but declining marginal products of the factors defines the range of
efficient production (the range of isoquants over which they are convex to the origin).

The slope of the isoquant (—dK/0L) defines the degree of substitutability of the
factors of production (figure 3.13).

K

oK

K X
aL

Figure3.13

The slope of the isoquant decreases (in absolute terms) as we move downwards along
the isoquant, showing the increasing difficulty in substituting K for L. The slope of the
isoquant is called the rate of technical substitution, or the marginal rate of substitution
(MRS) of the factors:

0K
- a‘ = MRSL,K

It can be proved that the MRS is equal to the ratio of the marginal products of the factors
0K 0X/OL MP,
L~ 0X/0K  MPy

MRS, x =

Proof

The slope of a curve is the slope of the tangent at any point of the curve. The slope of the tangent
is defined by the total differential. In the case of the isoquant the total differential is the total
change in X resulting from small changes in both factors K and L. Clearly if we change K by
0K, the output X will change by the product 0K times the marginal product of capital

oX
o 5x)
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Similarly, if we change labour by an infinitesimal amount dL, the resulting change in X is

é‘L(aX)
( )ﬁ

Now along any isoquant the quantity X is constant, so that the total change in X (the total
differential) must be equal to zero. Thus

dX = (61()(2—;) + (6L)(Z—f) =0

Solving for K /L we obtain

0K _8X/3L  MP,
0L 0X/0K MP,

Along the ridge lines the MRS = 0. In particular along the upper ridge we have

06X /oK 0
MRS, = ———=—=
KL aX/0L  aX/oL
and along the lower ridge
0X /oL 0
MPS, , = 9XjoL __0__y

The marginal rate of substitution as a measure of the degree of substitutability of
factors has a serious defect: it depends on the units of measurement of the factors. A
better measure of the ease of factor substitution is provided by the elasticity of sub-
stitution. The elasticity of substitution is defined as the percentage change in the capital-
labour ratio, divided by the percentage change in the rate of technical substitution

percentage change in K/L
g =
percentage change in MRS

or

s = AK/DAK/L)
d(MRS)/(MRS)

The elasticity of substitution is a pure number independent of the units of measurement
of K and L, since both the numerator and the denominator are measured in the same
units.

The factor intensity of any process is measured by the slope of the line through the
origin representing the particular process. Thus the factor intensity is the capital-labour
ratio. In figure 3.14 process P, is more capital intensive than process P,. Clearly

K, K,

L, L,

The upper part of the isoquant includes more capital-intensive processes. The lower
part of the isoquant includes more labour-intensive techniques.
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K
KF--3
]
]
! P
[ 2
Kl 7" l
) ! x
o L, L, L
Figure 3.14

Example

Let us illustrate the above concepts with a specific form of production function, namely
the Cobb-Douglas production function. This form is the most popular in applied
research, because it is easiest to handle mathematically.

The Cobb-Douglas function is of the form

X = by L¥ - K"

1. The marginal product of factors

(@) The MP,
ox }
MP, = =b; -bo- L™ K"
= b,(byL"K*)L "
X
= b, = b(AP)

where AP, = the average product of labour
(b) Similarly

X
MPx=b2‘E= by(APy)

2. The marginal rate of substitution

3. The elasticity of substitution

. _ dK/LAK/L)
d(MRS)/(MRS)
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Proof
Substitute the MRS and obtain
d(K/L)(K/L)

DR
5)4C)

given that b, /b, is constant and does not affect the derivative.

4. Factor intensity. In a Cobb-Douglas function factor intensity is measured by the
ratio b,/b,. The higher this ratio the more labour intensive the technique. Similarly
the lower the ratio b, /b, the more capital intensive the technique.

5. The efficiency of production. The efficiency in the organisation of the factors of
production is measured by the coefficient b,. Intuitively it is clear that if two firms
have the same K, L, b, and b, and still produce different quantities of output, the differ-
ence can be due to the superior organisation and entrepreneurship of one of the firms,
which results in different efficiencies. The more efficient firm will have a larger b, than
the less efficient one.

6. The returns to scale. This concept will be developed in the next section, since it
refers to the long-run analysis of production. We state here that in a Cobb-Douglas
function the returns to scale are measured by the sum of the coefficients b, + b,.
The proof is given on page 78.

II. LAWS OF PRODUCTION

The laws of production describe the technically possible ways of increasing the level
of production. Output may increase in various ways.

Output can be increased by changing all factors of production. Clearly this is possible
only in the long run. Thus the laws of returns to scale refer to the long-run analysis of
production.

In the short run output may be increased by using more of the variable factor(s),
while capital (and possibly other factors as well) are kept constant. The marginal
product of the variable factor(s) will decline eventually as more and more quantities
of this factor are combined with the other constant factors. The expansion of output
with one factor (at least) constant is described by the law of (eventually) diminishing
returns of the variable factor, which is often referred to as the law of variable propor-
tions.

We will first examine the long-run laws of returns of scale.

A. LAWS OF RETURNS TO SCALE: LONG-RUN ANALYSIS OF PRODUCTION

In the long run expansion of output may be achieved by varying all factors. In the
long run all factors are variable. The laws of returns to scale refer to the effects of scale
relationships.

In the long run output may be increased by changing all factors by the same proportion,
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or by different proportions. Traditional theory of production concentrates on the first
case, that is, the study of output as all inputs change by the same proportion. The term
‘returns to scale’ refers to the changes in output as all factors change by the same pro-
portion.!

Suppose we start from an initial level of inputs and output

XO = f(La K)

and we increase all the factors by the same proportion k. We will clearly obtain a new
level of output X*, higher than the original level X,

X* = f(kL, kK)

If X* increases by the same proportion k as the inputs, we say that there are constant

returns to scale.
If X* increases less than proportionally with the increase in the factors, we have

decreasing returns to scale.
If X* increases more than proportionally with the increase in the factors, we have

increasing returns to scale.

Returns to scale and homogeneity of the production function
Suppose we increase both factors of the function
Xo = f(L,K)
by the same proportion k, and we observe the resulting new level of output X*
X* = f(kL, kK)

If k can be factored out (that is, may be taken out of the brackets as a common factor),
then the new level of output X* can be expressed as a function of k (to any power v)
and the initial level of output

X* =k f(L, K)
or
X* = kX,

and the production function is called homogeneous. If k cannot be factored out, the
production function is non-homogeneous. Thus:

A homogeneous function is a function such that if each of the inputs is multiplied by &,
then k can be completely factored out of the function. The power v of k is called the
degree of homogeneity of the function and is a measure of the returns to scale:

If v = 1 we have constant returns to scale. This production function is sometimes
called linear homogeneous.

If v < 1 we have decreasing returns to scale.

If v > 1 we have increasing returns to scale.

! ‘Returns to scale’ are only one part of the ‘economies of scale’. Returns to scale are technical.
while economies of scale include the technical as well as monetary economies. See Chapter 4,
section V.
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Returns to scale are measured mathematically by the coefficients of the production
function. For example, in a Cobb-Douglas function

X = b L"K"

the returns to scale are measured by the sum (b, + b,) = v.

Proof
Let L and K increase by k. The new level of output is
X* = by(kL)(kK)>
= (bo Lblez)k(bn +b2)

or
X* = kbr+bar y
Thus v = (b, + b,).

For a homogeneous production function the returns to scale may be represented
graphically in an easy way. Before explaining the graphical presentation of the returns
to scale it is useful to introduce the concepts of product line and isocline.

Product lines

To analyse the expansion of output we need a third dimension, since along the two-
dimensional diagram we can depict only the isoquant along which the level of output is
constant. Instead of introducing a third dimension it is easier to show the change of
output by shifts of the isoquant and use the concept of product lines to describe the
expansion of output.

A product line shows the (physical) movement from one isoquant to another as we
change both factors or a single factor. A product curve is drawn independently of the
prices of factors of production. It does not imply any actual choice of expansion, which
is based on the prices of factors and is shown by the expansion path (see section 1V).
The product line describes the technically possible alternative paths of expanding
output. What path will actually be chosen by the firm will depend on the prices of factors.

The product curve passes through the origin if all factors are variable. If only one
factor is variable (the other being kept constant) the product line is a straight line parallel
to the axis of the variable factor (figure 3.15). The K/L ratio diminishes along the product
line.

product line
K K . K
product line
product line

product line
- product
K line
(0] L 0 L [0} L
Figure 3.15 Product line Figure 3.16 Homogeneous Figure 3.17 Non-homogen-

for K given. production function. eous production function.
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Among all possible product lines of particular interest are the so-called isoclines.!
An isocline is the locus of points of different isoquants at which the MRS of factors is
constant.

If the production function is homogeneous the isoclines are straight lines through the
origin. Along any one isocline the K/L ratio is constant (as is the MRS of the factors).
Of course the K/L ratio (and the MRS) is different for different isoclines (figure 3.16).

If the production function is non-homogeneous the isoclines will not be straight
lines, but their shape will be twiddly. The K/L ratio changes along each isocline (as well
as on different isoclines) (figure 3.17).

Graphical presentation of the returns to scale for a homogeneous production function

The returns to scale may be shown graphically by the distance (on an isocline)
between successive ‘multiple-level-of-output’ isoquants, that is, isoquants that show
levels of output which are multiples of some base level of output, e.g., X, 2X, 3X, etc.

Constant returns to scale. Along any isocline the distance between successive multiple-
isoquants is constant. Doubling the factor inputs achieves double the level of the initial
output; trebling inputs achieves treble output, and so on (figure 3.18).

K

3K X
b

\
2K .
a b

K . 3x

¥ 2x
0 L 2L 3L L

Figure 3.18 Constant returns to scale: Oa = ab = bc

Decreasing returns to scale. The distance between consecutive multiple-isoquants
increases. By doubling the inputs, output increases by less than twice its original level.
In figure 3.19 the point a’, defined by 2K and 2L, lies on an isoquant below the one
showing 2X.

K
c
b
\\ ¢
)
2K e b 3X
KARLa > 2x
| S~
" A X
0O L2L L

Figure 3.19 Decreasing returns to scale: 0a < ab < bc

! The ‘isocline’ is useful for the choice of the firm. See section 1V below.
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Increasing returns to scale. The distance between consecutive multiple-isoquants
decreases. By doubling the inputs, output is more than doubled. In figure 3.20 doubling
K and L leads to point b’ which lies on an isoquant above the one denoting 2X.

K

\

A
\b

2K — — °N\C ~

ab \\ C
Kr—-— | -

| g b 33X

i X X 2X
0] L 2L L

Figure 3.20 Increasing returns to scale: Oa > ab > bc

Returns to scale are usually assumed to be the same everywhere on the production
surface, that is, the same along all the expansion-product lines. All processes are assumed
to show the same returns over all ranges of output: either constant returns everywhere,
decreasing returns everywhere, or increasing returns everywhere. However, the techno-
logical conditions of production may be such that returns to scale may vary over dif-
ferent ranges of output. Over some range we may have constant returns to scale, while
over another range we may have increasing or decreasing returns to scale. In figure
3.21 we see that up to the level of output 4X returns to scale are constant; beyond that
level of output returns to scale are decreasing. Production functions with varying returns
to scale are difficult to handle and economists usually ignore them for the analysis of
production.

6X

5Xx
ax
33X
X Nex

Figure 3.21 Varying returns to scale

With a non-homogeneous production function returns to scale may be increasing,
constant or decreasing, but their measurement and graphical presentation is not as
straightforward as in the case of the homogeneous production function. The isoclines
will be curves over the production surface and along each one of them the K/L ratio
varies. In most empirical studies of the laws of returns homogeneity is assumed in order
to simplify the statistical work. Homogeneity, however, is a special assumption, in
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some cases a very restrictive one. When the technology shows increasing or decreasing
returns to scale it may or may not imply a homogeneous production function.

Causes of increasing returns to scale. The increasing returns to scale are due to technical
and/or managerial indivisibilities. Usually most processes can be duplicated, but it may
not be possible to halve them.

One of the basic characteristics of advanced industrial technology is the existence of
‘mass-production’ methods over large sections of manufacturing industry. ‘Mass-
production’ methods (like the assembly line in the motor-car industry) are processes
available only when the level of output is large. They are more efficient than the best
available processes for producing small levels of output. For example, assume that we
have three processes:

L (men) K (machines) X (in tons)
A: small-scale process: 1 1
B: medium-scale process: 50 50 100
C: large-scale process: 100 100 400

The K/L ratio is the same for all processes and each process can be duplicated (but
not halved). Each process has a different ‘unit’-level. The larger-scale processes are
technically more productive than the smaller-scale processes. Clearly if the larger-scale
processes were equally productive as the smaller-scale methods, no firm would use
them: the firm would prefer to duplicate the smaller scale already used, with which it is
already familiar. Although each process shows, taken by itself, constant returns to scale,
the indivisibilities will tend to lead to increasing returns to scale.

For X < 50 the small-scale process would be used, and we would have constant
returns to scale. For 50 < X < 100 the medium-scale process would be used. The
switch from the smaller scale to the medium-scale process gives a discontinuous increase
in output (from 49 tons produced with 49 units of L and 49 units of X, to 100 tons
produced with 50 men and 50 machines). If the demand in the market required only
80 tons, the firm would still use the medium-scale process, producing 100 units of X,
selling 80 units, and throwing away 20 units (assuming zero disposal costs). This is one
of the cases in which a process might be used inefficiently, because this process operated
inefficiently is still relatively efficient compared with the small-scale process. Similarly,
the switch from the medium-scale to the large-scale process gives a discontinuous
increase in output from 99 tons (produced with 99 men and 99 machines) to 400 tons
(produced with 100 men and 100 machines). If the demand absorbs only 350 tons, the
firm would use the large-scale process inefficiently (producing only 350 units, or pro-
ducing 400 units and throwing away the 50 units). This is because the large-scale process,
even though inefficiently used, is still more productive (relatively efficient) compared
with the medium-scale process.

The various types of economies of scale and their sources are discussed in detail in
Chapter 4.

Causes of decreasing returns to scale. The most common causes are ‘diminishing returns
to management’. The ‘management’ is responsible for the co-ordination of the activities
of the various sections of the firm. Even when authority is delegated to individual
managers (production manager, sales manager, etc.) the final decisions have to be taken
from the final ‘centre of top management’ (Board of Directors). As the output grows,
top management becomes eventually overburdened and hence less efficient in its role
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as co-ordinator and ultimate decision-maker. Although advances in management
science have developed ‘plateaux’ of management techniques, it is still a commonly
observed fact that as firms grow beyond the appropriate optimal ‘plateaux’, management
diseconomies creep in.

Another cause for decreasing returns may be found in the exhaustible natural re-
sources: doubling the fishing fleet may not lead to a doubling of the catch of fish; or
doubling the plant in mining or on an oil-extraction field may not lead to a doubling of
output.

The sources of diseconomies of large-scale production are further discussed in
Chapter 4.

B. THE LAW OF VARIABLE PROPORTIONS: SHORT-RUN ANALYSIS OF
PRODUCTION

We said above that if one factor is variable while the other(s) is kept constant, the
product line will be a straight line parallel to the axis of the variable factor (figure 3.14).

In general if one of the factors of production (usually capital K) is fixed, the marginal
product of the variable factor (labour) will diminish after a certain range of production.
We said that the traditional theory of production concentrates on the ranges of output
over which the marginal products of the factors are positive but diminishing. The ranges
of increasing returns (to a factor) and the range of negative productivity are not equi-
librium ranges of output.

If the production function is homogeneous with constant or decreasing returns to
scale everywhere on the production surface, the productivity of the variable factor will
necessarily be diminishing. If, however, the production function exhibits increasing
returns to scale, the diminishing returns arising from the decreasing marginal product of
the variable factor (labour) may be offset, if the returns to scale are considerable. This,
however, is rare. In general the productivity of a single-variable factor (ceteris paribus)
is diminishing.

Let us examine the law of variable proportions or the law of diminishing productivity
(returns) in some detail.

K
A
\
\
b
2kl N\ \=
K a *k; product line
S oax
] X1
0 L 2 * L
Figure 3.22

If the production function is homogeneous with constant returns to scale everywhere,
the returns to a single-variable factor will be diminishing. This is implied by the negative
slope and the convexity of the isoquants. With constant returns to scale everywhere on
the production surface, doubling both factors (2K, 2L) leads to a doubling of output.
In figure 3.22 point b on the isocline 04 lies on the isoquant 2X. However, if we keep K
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constant (at the level K) and we double only the amount of L, we reach point c, which
clearly lies on a lower isoquant than 2X. If we wanted to double output with the initial
capital K, we would require L* units of labour. Clearly L* > 2L. Hence doubling L,
with K constant, less than doubles output. The variable factor L exhibits diminishing
productivity (diminishing returns).

If the production function is homogeneous with decreasing returns to scale, the
returns to a single-variable factor will be, a fortiori, diminishing. Since returns to scale
are decreasing, doubling both factors will less than double output. In figure 3.23 we see
that with 2L and 2K output reaches the level d which is on a lower isoquant than 2X.
If we double only labour while keeping capital constant, output reaches the level c,
which lies on a still lower isoquant.
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Figure 3.23
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Figure 3.24 Figure 3.25

If the production function shows increasing returns to scale, the returns to the single-
variable factor L will in general be diminishing (figure 3.24), unless the positive returns
to scale are so strong as to offset the diminishing marginal productivity of the single-
variable factor. Figure 3.25 shows the rare case of strong returns to scale which offset
the diminishing productivity of L.

Summary

We may summarise the above analysis of the long-run and short-run laws of produc-
tion schematically as in figure 3.26.
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II. TECHNOLOGICAL PROGRESS AND THE PRODUCTION
FUNCTION

As knowledge of new and more efficient methods of production becomes available,
technology changes. Furthermore new inventions may result in the increase of the
efficiency of all methods of production. At the same time some techniques may become
inefficient and drop out from the production function. These changes in technology
constitute technological progress.*

Graphically the effect of innovation in processes is shown with an upward shift of the
production function (figure 3.27), or a downward movement of the production isoquant
(figure 3.28). This shift shows that the same output may be produced by less factor
inputs, or more output may be obtained with the same inputs.

X K
——=X'=f(L)
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x o] X=1(L)
Xp—=—54—-
/ ]
/ 1
/ I
/ |
!
o L (] L
Figure 3.27 Figure 3.28

Technical progress may also change the shape (as well as produce a shift) of the
isoquant. Hicks? has distinguished three types of technical progress, depending on its
effect on the rate of substitution of the factors of production.

Capital-deepening technical progress

Technical progress is capital-deepening (or capital-using) if, along a line on which the
K/L ratio is constant, the MRS, , increases. This implies that technical progress
increases the marginal product of capital by more than the marginal product of labour.
The ratio of marginal products (which is the MRS, ) decreases in absolute value;
but taking into account that the slope of the isoquant is negative, this sort of technical
progress increases the MRS, x. The slope of the shifting isoquant becomes less steep
along any given radius. The capital-deepening technical progress is shown in figure 3.29.

Labour-deepening technical progress

Technical progress is labour-deepening if, along a radius through the origin (with
constant K/L ratio), the MRS, y increases. This implies that the technical progress
increases the M P, faster than the MP,. Thus the MRS, x,being the ratio of the marginal
products [(0X/0L)])/[(0X/0K)], increases in absolute value (but decreases if the minus
sign is taken into account). The downwards-shifting isoquant becomes steeper along any
given radius through the origin. This is shown in figure 3.30.

! Technical progress may also be due to product innovation. In this section we deal only with
process innovation.
2 See J. Hicks, Value and Capital (Oxford: Clarendon Press, 1946).
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Neutral-technical progress

Technical progress is neutral if it increases the marginal product of both factors by the
same percentage, so that the MRS,  (along any radius) remains constant. The isoquant
shifts downwards parallel to itself. This is shown in figure 3.31.

IV. EQUILIBRIUM OF THE FIRM: CHOICE OF OPTIMAL
COMBINATION OF FACTORS OF PRODUCTION

In this section we shall show the use of the production function in the choice of the
optimal combination of factors by the firm. In Part A we will examine two cases in
which the firm is faced with a single decision, namely maximising output for a given
cost, and minimising cost subject to a given output. Both these decisions comprise
cases of constrained profit maximisation in a single period.

In Part B we will consider the case of unconstrained profit maximisation, by the
expansion of output over time.

In all the above cases it is assumed that the firm can choose the optimal combination
of factors, that it can employ any amount of any factor in order to maximise its profits.
This assumption is valid if the firm is new, or if the firm is in the long-run. However, an
existing firm may be coerced, due to pressure of demand, to expand its output in the
short-run, when at least one factor, usually capital, is constant. We will examine this
case separately.

In all cases we make the following assumptions:

1. The goal of the firm is profit maximisation - that is, the maximisation of the dif-
ference IT = R — C where

IT = profits
R = revenue
C = cost

2. The price of output is given, P, .
3. The prices of factors are given:
w is the given wage rate
7 is the given price of capital services (rental price of machinery).

A. SINGLE DECISION OF THE FIRM

The problem facing the firm is that of a constrained profit maximisation, which may
take one of the following forms:
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(a) Maximise profit I, subject to a cost constraint. In this case total cost and prices
are given (C, w, 7, P,), and the problem may be stated as follows

max[T=R-C
N=px-C
Clearly maximisation of IT is achieved in this case if X is maximised, since C and P,

are given constants by assumption.
(b) Maximise profit I, for a given level of output. For example, a contractor wants
to build a bridge (X is given) with the maximum profit. In this case we have

maxII=R-C
n=°PX-C
Clearly maximisation of IT is achieved in this case if cost C is minimised, given that
X and P, are given constants by assumption.
The analysis will be carried out first by using diagrams and subsequently by applying
calculus.

For a graphical presentation of the equilibrium of the firm (its profit-maximising posi-
tion) we will use the isoquant map (figure 3.32) and the isocost-line(s) (figure 3.33).

K K
<
r
\k |
BN :
0 L o B L
Figure 3.32 Figure 3.33

The isoquants have been explained in section I, where it was shown that the slope of an
isoquant is
0K MP, dX/oL
——=MRS, y=—F== /
’ MP, 0X/0K

oL
The isocost line is defined by the cost equation
C = ((K) + w)(L)

where w = wage rate, and r = price of capital services.

The isocost line is the locus of all combinations of factors the firm can purchase with a
given monetary cost outlay.’

The slope of the isocost line is equal to the ratio of the prices of the factors of production:

. . w
slope of isocost line = —
r

! There is a close analogy between the consumer’s budget line (Chapter 2, figure 2.10) and the
firm’s isocost line.
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Proof

Assume that the total cost outlay the firm undertakes is C. If the entrepreneur spends all the
amount C on capital equipment, the maximum amount he can buy from this factor is

If all cost outlay is spent on labour the maximum amount of this factor that the firm can pur-
chase is

C
0B =—
w
The slope of the isocost line is
04 Cr w
0B Cw r

It can be shown that any point on the line AB satisfies the cost equation (C =r-K +
w- L), so that, for given prices of the factors and for given expenditure on them, the
isocost line shows the alternative combinations of K and L that can be purchased by
the firm. The equation of the isocost line is found by solving the cost equation for K :
Kk=S_"
r r

By assigning various values to L we can find all the points of the isocost line.

Case 1: maximisation of output subject to a cost constraint (financial constraint)
We assume: (a) A given production function
X = f(L,K,v,7y)

and (b) given factor prices, w, r, for labour and capital respectively.

The firm is in equilibrium when it maximizes its output given its total cost outlay
and the prices of the factors, w and r.

In figure 3.34 we see that the maximum level of output the firm can produce, given the
cost constraint, is X, defined by the tangency of the isocost line, and the highest iso-
quant. The optimal combination of factors of production is K, and L,, for prices
w and r. Higher levels of output (to the right of e) are desirable but not attainable due

K
A
K, X Xy
&x1 Xz
0 L, 8 L

Figure 3.34
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to the cost constraint. Other points on 4B or below it lie on a lower isoquant than X ,.
Hence X, is the maximum output possible under the above assumptions (of given cost
outlay, given production function, and given factor prices). At the point of tangency
(e) the slope of the isocost line (w/r) is equal to the slope of the isoquant (MP,/MPy).
This constitutes the first condition for equilibrium. The second condition is that the
isoquants be convex to the origin. In summary: the conditions for equilibrium of the
firm are:

(a) Slope of isoquant = Slope of isocost
w MP, 0X/oL
—_—= = —= M L.K
r MPy 0X/K ’
(b) The isoquants must be convex to the origin. If the isoquant is concave the point of

tangency of the isocost and the isoquant curves does not define an equilibrium position
(figure 3.35).

or

K
e, e
isoquant X3
(0] e, L
Figure 3.35

Output X, (depicted by the concave isoquant) can be produced with lower cost at e,
which lies on a lower isocost curve than e. (With a concave isoquant we have a ‘corne
solution.)

Formal derivation of the equilibrium conditions

The equilibrium conditions may be obtained by applying calculus and solving a ‘constrain
maximum’ problem which may be stated as follows. The rational entrepreneur seeks the ma
misation of his output, given his total-cost outlay and the prices of factors. Formally:

Maximise X = f(L,K)
subject to C = wL + rK (cost constraint)

This is a problem of constrained maximum and the above conditions for the equilibrium of 1
firm may be obtained from its solution.

We can solve this problem by using Lagrangian multipliers. The solution involves the followi
steps:
Rewrite the constraint in the form

C-wL—-rK=0
Multiply the constraint by a constant A which is the Lagrangian multiplier:
AMC-wL-rK)=0

The Lagrangian multipliers are undefined constants which are used for solving constrain
maxima or minima. Their value is determined simultaneously with the values of the oth
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unknowns (L and K in our example). There will be as many Lagrangian multipliers as there are
constraints in the problem.
Form the ‘composite’ function

¢=X+ AC — wL —rK)

It can be shown that maximisation of the ¢ function implies maximisation of the output.
The first condition for the maximisation of a function is that its partial derivatives be equal to
zero. The partial derivatives of the above function with respect to L, K and A are:

o oX _
- A—w)=0 (3.1
op 90X B

K- TAN=0 (3.2
9 ~

Solving the first two equations for 1 we obtain

7). ¢ X

X _w or l___a /6L=MP,_
oL w w
6_X — i  or 1< 0X/oK _ MP,
0K r r

The two expressions must be equal; thus
0X/0L  0X/0K MP,  0X/OL w

W r " MP, XK r

This firm is in equilibrium when it equates the ratio of the marginal productivities of factors to
the ratio of their prices.

It can be shown' that the second-order conditions for equilibrium of the firm require that the
marginal product curves of the two factors have a negative slope.

The slope of the marginal product curve of labour is the second derivative of the production
function:

2X
slope of MP, curve = L2
Similarly for capital:
slo f MP X
o curve = —
pe K a K 2
The second-order conditions are
2X X
E 0 and K 0

and
(62)( <62X S ( ’X )2
dL* J\oK? JL 0K
These conditions are sufficient for establishing the convexity of the isoquants.

! See Henderson and Quandt, Microeconomic Theory (McGraw-Hill, 1958) pp. 49-54.
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Case 2: minimisation of cost for a given level of output

The conditions for equilibrium of the firm are formally the same as in Case 1. That is,
there must be tangency of the (given) isoquant and the lowest possible isocost curve,
and the isoquant must be convex. However, the problem is conceptually different in the
case of cost minimisation. The entrepreneur wants to produce a given output (for
example, a bridge, a building, or X tons of a commodity) with the minimum cost outlay.

In this case we have a single isoquant (figure 3.36) which denotes the desired level of
output, but we have a set of isocost curves (figure 3.37). Curves closer to the origin show
a lower total-cost outlay. The isocost lines are parallel because they are drawn on the
assumption of constant prices of factors: since w and r do not change, all the isocost
curves have the same slope w/r.

K K

xI

N

Figure 3.36 Figure 3.37

The firm minimises its costs by employing the combination of K and L determined
by the point of tangency of the X isoquant with the lowest isocost line (figure 3.38).
Points below e are desirable because they show lower cost but are not attainable for
output X. Points above e show higher costs. Hence point e is the least-cost point, the
point denoting the least-cost combination of the factors K and L for producing X.

Clearly the conditions for equilibrium (least cost) are the same as in Case 1, that is,
equality of the slopes of the isoquant and the isocost curves, and convexity of the
isoquant.

K\°
NN

(o] L L
Figure 3.38
Formally:
Minimise C=f(X)=wL+rK
subject to X = f(L,K)

Rewrite the constraint in the form
X-f(LLK)=0
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Premultiply the constraint by the Lagrangian multiplier 4
MX - f(L,K) =0
Form the ‘composite’ function
¢=C- X - f(LK)]
or
¢ = (WL + rK) — A[X — f(L,K)]

Take the partial derivatives of ¢ with respect to L, K and A and equate to zero:

¢ o (L, K) oX
oL =W A oL =0=w-—1 a—i
0 L, K X
—¢=r—}.af( ’ )=0=r—}.€—
K 0K 0K
o9
—=—-[X- f(LLK)]=0
=1 = — X = (L K)]
From the first two expressions we obtain
).
- l e
R T)
r=2 6_X
oK
Dividing through these expressions we find
X /oL
w_9X/oL _ MRS, x
r 0X/0K '

This condition is the same as in Case 1 above. The second (sufficient) condition, concerning the
convexity of the isoquant, is fulfilled by the assumption of negative slopes of the marginal
product of factors as in Case 1, that is

X _ o PX . (azx (azx >< X )2
r " K2 an oLz )\ak2) ~ oL oK

B. CHOICE OF OPTIMAL EXPANSION PATH

We distinguish two cases: expansion of output with all factors variable (the long run),
and expansion of output with some factor(s) constant (the short run).

Optimal expansion path in the long run

In the long run all factors of production are variable. There is no limitation (technical
or financial) to the expansion of output. The firm’s objective is the choice of the optimal
way of expanding its output, so as to maximise its profits. With given factor prices (w, r)
and given production function, the optimal expansion path is determined by the points
of tangency of successive isocost lines and successive isoquants.

If the production function is homogeneous the expansion path will be a straight line
through the origin, whose slope (which determines the optimal K/L ratio) depends on
the ratio of the factor prices. In figure 3.39 the optimal expansion path will be 04,
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Figure 3.39 Figure 3.40

defined by the locus of points of tangency of the isoquants with successive parallel
isocost lines with a slope of w/r. If the ratio of the prices increases the isocost lines
become flatter (for example, with a slope of w’/r’), and the optimal expansion path will
be the straight line 0B. Of course, if the ratio of prices of factors was initially w/r and
subsequently changes to w’/r’, the expansion path changes: initially the firm moves
along 04, but after the change in the factor prices it moves along 0B.

If the production function is non-homogeneous the optimal expansion path will not
be a straight line, even if the ratio of prices of factors remains constant. This is shown in
figure 3.40. It is due to the fact that in equilibrium we must equate the (constant) w/r
ratio with the MRS, , which is the same on a curved isocline (see section II).

Optimal expansion path in the short run

In the short run, capital is constant and the firm is coerced to expand along a straight
line parallel to the axis on which we measure the variable factor L. With the prices of
factors constant the firm does not maximise its profits in the short run, due to the
constraint of the given capital. This situation is shown in figure 3.41. The optimal
expansion path would be 04 were it possible to increase K. Given the capital equip-
ment, the firm can expand only along KK in the short run.

The above discussion of the choice of optimal combination of the factors of production
is schematically summarised on p.94.

Figure 3.41
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V. DERIVATION OF COST FUNCTIONS FROM
PRODUCTION FUNCTIONS

Costs are derived functions. They are derived from the technological relationships
implied by the production function. We will first show how to derive graphically the
cost curves from the production function. Subsequently we will derive mathematically
the total-cost function from a Cobb-Douglas production function.

A. GRAPHICAL DERIVATION OF COST CURVES FROM THE PRODUCTION
FUNCTION

The total cost curve is determined by the locus of points of tangency of successive
isocost lines with higher isoquants.

Assumptions for our example:

(a) given production function (that is, constant technology) with constant returns to
scale;

(b) given prices of factors:

w = 20p per man hour
r = 20p per machine hour

The following methods of production are part of the available technology of the firm.
They refer to the quantities of L and K required for the production of one ton of output
which is the ‘unit’ level.

p, P, P, P, P, P, P, Pg
Labour: hours [2] [3-0] [4-0] [5-0] [6-0] [7-0] [8-0] [9]
Capital: hours [ 6 4.5 4.0 37 35 33 31 3
The cost of each method for the production of one ‘unit’ of output (given the above factor
prices) is as follows:

Cost Cost Cost Cost Cost Cost Cost Cost

P, P, P, P, Py P, P, Py

Labour cost 40 60 80 100 120 140 160 180
Capital cost | 120 90 80 74 70 66 62 60

Total cost 160 150 160 174 190 206 222 240

Clearly the least-cost method of production, given our assumptions, is the second
method (P,). This method will be chosen by the rational entrepreneur for all levels of
output (given the assumption of constant returns to scale). Table 3.1 includes some
levels of output and their respective total costs (for the chosen least-cost method of
production, P,). The product expansion path is shown in figure 3.42. It is formed from
the points of tangency of the isocosts and the isoquants. The TC curve may be drawn
from the information (on output and costs) provided by the points of tangency. For
example,

at point a, X=5 TC=1750
at point b X=10 TC=1,500
at point d X =20 TC=3,000 etc
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Table3.1 Outputlevelsand TC (for activity P,)

Output X Total cost AC
(in tons) (in pence) (pence per ton)
0 0 -
5 750 150
10 1,500 150
15 2,250 150
20 3,000 150
25 3,750 150
30 4,500 150
35 5,250 150
40 6,000 150
45 6,750 150
50 7,500 150
55 8,250 150
60 9,000 150
65 9,750 150
70 10,500 150
65
60
55 TC =
) 9,000
45
40 TC =7,500
35
d 30 =
25 TC =6,000
> g0 TC = 4,500
TC =3,000
X5 x=10 L
Figure 3.42
TC
3,000} 7¢
2,250 -------- .
|
1,500 - - —-- !
|
l
750 - : '
] |
1 ! |
1 1 1 | 1 1 1
(o] 5 10 % 20 25 30 35 X

Figure 3.43
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Plotting these points on a two-dimensional diagram with T'C on the vertical axis and
output (X) on the horizontal axis, we obtain the total-cost curve (figure 3.43). With our
assumption (of constant returns to scale and of constant factor prices) the AC is constant
(£1.50 per ‘unit’ of output), hence the AC will be a straight line, parallel to the horizontal
axis (figure 3.44). It is important to remember that the cost curves assume that the
problem of choice of the optimal (least-cost) technique has been solved at a previous
stage. In other words, the complex problem of finding the cheapest combination of
factor inputs must be solved before the cost curve is defined.

AC

1-50 AC

L T !
(0] 5 10 15 20 25 30 X
Figure 3.44

B. FORMAL DERIVATION OF COST CURVES FROM A PRODUCTION FUNCTION

In applied research one of the most commonly used forms of production function is the Cobb-
Douglas form

X = by L 1K":
Given this production function and the cost equation
C=wL+1rK
we want to derive the cost function, that is, the total cost as a function of output
C=/1X)
We begin by solving the constrained output maximisation problem:
Maximise X = by L »1K":
subject to C = wL + rK (cost constraint)

(The bar on top of C has the meaning that the firm has a given amount of money to spend on
both factors of production.)
We form the ‘composite’ function

¢ =X+ MUC - wL - rK)
where A = Lagrangian multiplier

The first condition for maximisation is that the first derivatives of the function with respect to
L, K and A be equal to zero:

¢ . X _

L= -w=0 (34)
o ) ¢

K- g =0 (35
o, (C—wL-rK)=0 (3-6)

oA
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From equations 3.4 and 3.5 we obtain

X X
bl—E:Aw and b2E= Ar

Dividing these expressions we obtain

Q‘IQ‘
N
e

~| =

Solving for K

K:

~|E
o

2

-—L 37
b, 3.7
Substituting K into the production function we obtain

X = by LYK"

b 2
X= boL”l[Y 2 LT
rb,
-
r/\b,

The term in brackets is the constant term of the function: it includes the three coefficients of the
production function, b,, b,, b,, and the prices of the factors of production.
Solving the above form of the production function for L, we find

1
bo(ﬁ E)"z X=pm
r b,
or
1 1/(bs +b2)
bQ(ﬁ ﬁ)”z -X =L
r b,
or

b2/(by +b3) 1/(b; +b2)
L= ('_b'_) . ({) (3.8)
sz bo

Substituting the value of L from expression 3.8 into expression 3.7 for capital we obtain

wb
K=—-2L
r b,
b 1/(by +b3) X 1/(by +b2)
K = (" (_ (39)
fbl bo

Substituting expression 3.8 and 3.9 into the cost equation C = wL + rK we find

b 1/(by
C = (i)l/( e w(_r.é}. bz/(bl+bz)+ W_bz ey . Xl/(b|+bz)
bo sz rbl
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Rearranging the expression above we obtain

1 b‘ > bz % 1 b b1/(by +b2) b2/(by + b2) 1/(by +b3)
C = —_ —_— i . 1/(by +b2) | b2/(by +b2)y | X 1+b2
GG G o e

This is the cost function, that is, the cost expressed as a function of
(i) output, X ;
(i) the production function coefficients, by, b,, b, ; (clearly the sum b, + b, is a measure of
the returns to scale);

(iii) the prices of factors, w, r.
If prices of factors are given (the usual assumption in the theory of the firm), cost depends only
on output X, and we can draw the usual diagrams of cost curves, which express graphically the
cost function

C = f(X) ceteris paribus

‘Ceteris paribus’ implies that all other determinants of costs, that is, the production technology
and the prices of factors, remain unchanged. If these factors change, the cost curve will shift
upwards or downwards (see Chapter 4).

VI. THE PRODUCTION FUNCTION OF A
MULTIPRODUCT FIRM

In this section we will extend the analysis to the multiproduct firm. We simplify the
exposition by assuming that the firm produces two products, X and Y. The analysis can
easily be extended to any number of products.

A. THE PRODUCTION-POSSIBILITY CURVE OF THE FIRM

Each product is assumed to be produced by two factors, L and K. For each product
we have a production function

X = fiL, K)
Y = fo(L, K)

Each production function may be presented by a set of isoquants with the usual proper-
ties. We may now obtain the production-possibility curve of the firm by using the device
of the Edgeworth box. We assume that the firm has total quantities of factors OL and 0K
(figure 3.45) measured along the sides of the Edgeworth box. Any point of the Edge-
worth box shows a certain combination of quantities of x and y produced by the available
factors of production. The production function for commodity x is represented by the
set of isoquants denoted by 4 which are convex to the origin 0,. The production
function for commodity y is represented by the set of isoquants denoted by B which are
convex to the origin 0,. The further down an isoquant B lies, the higher the quantity of y
it represents. The two sets of isoquants have points of tangency, which form the contract
curve. Only points lying on the contract curve are efficient, in the sense that any other
point shows the use of all resources for producing a combination of outputs which
includes less quantity of at least one commodity. For example, assume that initially
the firm produces at point Z, at which the quantity of x is A, and the quantity of y
is Bg. The production of the level A, of x absorbs 0, L, of labour and 0,K, of capital.
The remaining resources, L, L and K, K, are used in the production of commodity y.

It can be shown that the firm can produce more of either x or y or of both commodities
by reallocating its resources so as to move to any point between ¥ and W on the contract
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Oy

Ay

™ Edgeworth’s
contract curve

S B
\ ~
B, Bs
\ B
8
— 88 7 BG
O, L, L
Figure 3.45

curve. If the firm moves to W it will be producing the same level of y(By), but a higher
level of x(A4,). If the firm chooses to produce at ¥, it will produce the same quantity of
x(A ), but more of y(B,). Finally, if the firm produces at any intermediate point between
V and W, for example at point C, it will attain higher levels of production of both x and y.
Thus points on the contract curve are efficient in that any other point off this curve
implies a smaller level of output of at least one product. The choice of the actual point on
the contract curve depends on the ratio of the prices of the two commodities (see below).

To determine the choice of levels of x and y we need to derive the production-possibility
curve (or product-transformation curve) of the firm. This shows the locus of points of
levels of x and y which use up all the available resources of the firm. The production-
possibility curve is derived from the contract curve. Each point of tangency between
isoquants, that is, any one point of the contract curve, defines a combination of x and y
levels of output which lies on the production-possibility curve. For example, point V,
representing the output pair 4, from x and B, from y, is point V" on figure 3.46. Similarly
point W of the contract curve is point W’ on the production-possibility curve.

y
P
!
8, Y
Be v
0 A3 A4 P X
Figure 3.46

Formal derivation of the production-possibility curve
The slope of isoquant 4 is
0K MP,,

_——= = MRTS:
L MPy, Lx
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where MRT S} , = marginal rate of technical substitution of the factors K and L in the produc-
tion of commodity x.
Similarly, the slope of isoquant B is

- 6_K = & = MRTS} x
oL MPy, ’

where MRTS’, , = marginal rate of technical substitution of the factors K and L in the produc-
tion of commodity y.
At the points of tangency of isoquants on the contract curve the two slopes are equal

The slope of the contract curve, say from ¥V to W, can be represented also by the slope of the
production-possibility curve PP, from V' to W’ (in discrete terms).
The slope of the production-possibility curve is

% _ MRPT,
ox xy

where MRPT, , = marginal rate of product transformation.
A reduction in the level of y releases factors of production

OL(MP, ) + 0K (MPy )
An increase in the level of x requires additional factors
aI‘X(All)l., x) + aKx(MPK.x)

If the factors are to be fully employed, then the quantities released from the decrease in y must
be equal to the quantities used in increasing x. Thus

—0L, = +0L,
—0K, = +0K,

Now the total differential of the production-possibility curve, its slope, is

dy OL(MP, )+ 0K (MPy )

" ox  OL(MP, ) + 0K (MP, ) (3.10)
For efficient production the firm must stay on the curve, not inside it. This implies that
[ Slope of :I_ MP,, MP,, [ Slope of ] 3.11)
isoquant 4|  MP, ., MP,, |isoquant B '
MP
This yield MP,, = MP L.y 3.12
- (22) o1
and
MP, = MP (MP‘-‘) (3.13)
Ly ™ K,y M PK,x ‘
Dividing the total differential by L (= —dL,) we find
MP, , + MP <6K, >
dy Ly koL,
-== (3.14)

0x MP MP <6K,)
L,x K, x BL,



102 Basic Tools of Analysis

Substituting expressions 3.12 and 3.13 in expression 3.14 we obtain

_o = oL,
ox MP MP,, 6Kx>
k*\MP,, oL,

The first terms in the brackets are equal by expression (3.11). The second terms in the brackets
are also equal by the condition that 0K, = 9K, .
Consequently the bracketed terms cancel out and we have

- dy MPy
1 f production-possibility curve] = — — = —=2
[slope of production-possibility curve] 3x = MPy.
Similarly, we may derive
dy MP,,
ox MP,,

Thus the slope of the production-possibility curve (or product-transformation curve) is

dy _ MP, , _ MPy |
ox MP,, MP,,

The optimal combination of the output pair is the one which yields the highest revenue,
given the production-possibility curve, that is, given the total quantities of factors which
define this curve. To find the equilibrium of the firm we need an additional tool, the
isorevenue curve.

B. THE ISOREVENUE CURVE OF THE MULTIPRODUCT FIRM

An isorevenue curve is the locus of points of various combinations of quantities
of y and x whose sale yields the same revenue to the firm (figure 3.47). The slope of the
isorevenue curve is equal to the ratio of the prices of the commodities:

slope of _ 04 P,
isorevenue | OB P,

R=F, «(x) +B «y)

Figure 3.47

Proof Assume that we want an isorevenue depicting R total revenue.
(a) If we sell only y the total revenue is (04). Py = R, that is, the quantity of y which yields R
is (04) = R/Py.



Theory of Production 103

(b) Similarly the quantity of x that yields R is 0B = R/Px.
Dividing 04 by 0B we obtain

x|l Z]
I

Slopeof | 04
isorevenue |

IR

0B

Formally the R isorevenue curve may be obtained from the equation
R=P,(x)+P,-(3)

Solving for y we obtain

R P,()
= — — — X
Y=Pp TP

y y

Given the prices of the two commodities and any value for R, we may compute the points
of the R line by assigning successive values to x(x = 0, 1, 2, ...). For example:

if 0 R o4
l 3 _——=
x b y Py
if 1 _R_A
1 =0 y_Py P,
R P
if x=2, y=o -2
P)‘ y
if =% L, R_ER_,
' *=%=p VTP PP~

We may in the same way define the whole set of isorevenue curves by assigning to R
various values. The further away from the origin an isorevenue curve is, the larger the
revenue of the firm will be.

y
B
Y‘\ \ N
Y
R, R, Ry Rq
) x* A x

Figure 3.48
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C. EQUILIBRIUM OF THE MULTIPRODUCT FIRM

The firm wants to maximise its profit given (i) the constraint set by the factors of
production, (ii) the transformation curve, and (iii) the prices of the commodities (P,, P,)
and of the factors of production (w, r).

Assuming that the quantity of the factors and their prices are given, then maximisation
of I is achieved by maximising the revenue, R.

Graphically the equilibrium of the firm is defined by the point of tangency of the given
product-transformation curve and the highest isorevenue curve (figure 3.48). At the
point of tangency the slopes of the isorevenue and the product-transformation curves
are equal. Thus the condition for equilibrium is that these slopes be equal:



4. Theory of Costs

I. GENERAL NOTES

Cost functions are derived functions. They are derived from the production function,
which describes the available efficient methods of production at any one time.

Economic theory distinguishes between short-run costs and long-run costs. Short-run
costs are the costs over a period during which some factors of production (usually
capital equipment and management) are fixed. The long-run costs are the costs over a
period long enough to permit the change of all factors of production. In the long run
all factors become variable.

Both in the short run and in the long run, total cost is a multivariable function, that is,
total cost is determined by many factors. Symbolically we may write the long-run cost
function as

C=f(X,T P
and the short-run cost function as

C=fX,TP;,K)

where C = total cost
X = output
T = technology
P, = prices of factors
K = fixed factor(s)

Graphically, costs are shown on two-dimensional diagrams. Such curves imply that
cost is a function of output, C = f(X), ceteris paribus. The clause ceteris paribus implies
that all other factors which determine costs are constant. If these factors do change,
their effect on costs is shown graphically by a shift of the cost curve. This is the reason
why determinants of cost, other than output, are called shift factors. Mathematically
there is no difference between the various determinants of costs. The distinction between
movements along the cost curve (when output changes) and shifts of the curve (when the
other determinants change) is convenient only pedagogically, because it allows the use
of two-dimensional diagramns. But it can be misleading when studying the determinants
of costs. It is important to remember that if the cost curve shifts, this does not imply
that the cost function is indeterminate.

The factor ‘technology’ is itself a multidimensional factor, determined by the physical
quantities of factor inputs, the quality of the factor inputs, the efficiency of the entre-
preneur, both in organising the physical side of the production (technical efficiency
of the entrepreneur), and in making the correct economic choice of techniques (economic
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efficiency of the entrepreneur). Thus, any change in these determinants (e.g., the intro-
duction of a better method of organisation of production, the application of an educa-
tional programme to the existing labour) will shift the production function, and hence
will result in a shift of the cost curve. Similarly the improvement of raw materials, or
the improvement in the use of the same raw materials will lead to a shift downwards of
the cost function.

The short-run costs are the costs at which the firm operates in any one period. The
long-run costs are planning costs or ex ante costs, in that they present the optimal
possibilities for expansion of the output and thus help the entrepreneur plan his future
activities. Before an investment is decided the entrepreneur is in a long-run situation,
in the sense that he can choose any one of a wide range of alternative investments,
defined by the state of technology. After the investment decision is taken and funds are
tied up in fixed-capital equipment, the entrepreneur operates under short-run con-
ditions: he is on a short-run cost curve.

A distinction is necessary between internal (to the firm) economies of scale and external
economies. The internal economies are built into the shape of the long-run cost curve,
because they accrue to the firm from its own action as it expands the level of its output.
(See section II below.) The external economies arise outside the firm, from improve-
ment (or deterioration) of the environment in which the firm operates. Such economies
external to the firm may be realised from actions of other firms in the same or in another
industry. The important characteristic of such economies is that they are independent
of the actions of the firm, they are external to it. Their effect is a change in the prices of
the factors employed by the firm (or in a reduction in the amount of inputs per unit of
output), and thus cause a shift of the cost curves, both the short-run and the long-run.

In summary, while the internal economies of scale relate only to the long-run and are
built into the shape of the long-run cost curve, the external economies affect the position
of the cost curves: both the short-run and the long-run cost curves will shift if external
economies affect the prices of the factors and/or the production function.

Any point on a cost curve shows the minimum cost at which a certain level of output
may be produced. This is the optimality implied by the points of a cost curve. Usually
the above optimality is associated with the long-run cost curve. However, a similar
concept may be applied to the short-run, given the plant of the firm in any one period.

In the section II of this chapter we examine the traditional theory of U-shaped
costs. In section III we examine some recent developments in the theory of costs which
reject the strict U shape of the short-run cost curves on the grounds that its assumptions
are not realistic, and question the ‘envelope’ long-run cost curve on the grounds that
diseconomies are not a necessary consequence of large-scale operations.! In section V
we examine the main types and sources of economies of scale. In section VI we summarise
the available empirical evidence on the shape of the long-run and the short-run cost
curves. Finally, in section VII we discuss briefly the relevance of the shape of cost curves
in decision-making.

I. THE TRADITIONAL THEORY OF COST

Traditional theory distinguishes between the short run and the long run. The short run
is the period during which some factor(s) is fixed; usually capital equipment and entre-
preneurship are considered as fixed in the short run. The long run is the period over
which all factors become variable.

! In section IV we discuss the engineering cost curves.
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A. SHORT-RUN COSTS OF THE TRADITIONAL THEORY

In the traditional theory of the firm total costs are split into two groups: total fixed
costs and total variable costs:

TC=TFC+ TVC

The fixed costs include:

(a) salaries of administrative staff

(b) depreciation (wear and tear) of machinery

(c) expenses for building depreciation and repairs

(d) expenses for land maintenance and depreciation (if any).
Another element that may be treated in the same way as fixed costs is the normal
profit, which is a lump sum including a percentage return on fixed capital and allowance
for risk.

The variable costs include:

(a) the raw materials

(b) the cost of direct labour

(c) the running expenses of fixed capital, such as fuel, ordinary repairs and routine

maintenance.

The total fixed cost is graphically denoted by a straight line parallel to the output axis
(figure 4.1). The total variable cost in the traditional theory of the firm has broadly an
inverse-S shape (figure 4.2) which reflects the law of variable proportions. According
to this law, at the initial stages of production with a given plant, as more of the variable
factor(s) is employed, its productivity increases and the average variable cost falls.

c c c
TC
™C TvC
TFC TFC
o] X (o] X (o} X
Figure 4.1 Figure 4.2 Figure 4.3

This continues until the optimal combination of the fixed and variable factors is
reached. Beyond this point as increased quantities of the variable factor(s) are combined
with the fixed factor(s) the productivity of the variable factor(s) declines (and the AVC
rises). By adding the TFC and TV C we obtain the TC of the firm (figure 4.3). From the
total-cost curves we obtain average-cost curves. The average fixed cost is found by
dividing TFC by the level of output:

TFC
AFC = ——
X

Graphically the AFC is a rectangular hyperbola, showing at all its points the same
magnitude, that is, the level of TFC (figure 4.4). The average variable cost is similarly
obtained by dividing the TV C with the corresponding level of output:

ave=T¥C
X
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AFC

Figure 4.4

Graphically the AV C at each level of output is derived from the slope of a line drawn
from the origin to the point on the TV C curve corresponding to the particular level of
output. For example, in figure 4.5 the AV C at X, is the slope of the ray Oa, the AVC at
X , is the slope of the ray Ob, and so on. It is clear from figure 4.5 that the slope of a ray
through the origin declines continuously until the ray becomes tangent to the TVC
curve at c. To the right of this point the slope of rays through the origin starts increasing.
Thus the SAV C curve falls initially as the productivity of the variable factor(s) increases,
reaches a minimum when the plant is operated optimally (with the optimal combination
of fixed and variable factors), and rises beyond that point (figure 4.6).

SAVC

0 X X X3 X, X 0 X X X3 X, X
Figure 4.5 Figure 4.6

The ATC is obtained by dividing the TC by the corresponding level of output:

TC TFC TVC
ATC=7=———;—=AFC+AVC

Graphically the ATC curve is derived in the same way as the SAVC. The ATC at any
level of output is the slope of the straight line from the origin to the point on the TC
curve corresponding to that particular level of output (figure 4.7). The shape of the ATC
is similar to that of the AVC (both being U-shaped). Initially the ATC declines, it
reaches a minimum at the level of optimal operation of the plant (X ,,) and subsequently
rises again (figure 4.8). The U shape of both the AVC and the ATC reflects the law of
variable proportions or law of eventually decreasing returns to the variable factor(s) of
production (see Chapter 3). The marginal cost is defined as the change in TC which
results from a unit change in output. Mathematically the marginal cost is the first
derivative of the TC function. Denoting total cost by C and output by X we have

aC
MC =
e
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Graphically the MC is the slope of the TC curve (which of course is the same at any
point as the slope of the TV C). The slope of a curve at any one of its points is the slope
of the tangent at that point. With an inverse-S shape of the TC (and TVC) the MC
curve will be U-shaped. In figure 4.9 we observe that the slope of the tangent to the
total-cost curve declines gradually, until it becomes parallel to the X-axis (with its
slope being equal to zero at this point), and then starts rising. Accordingly we picture
the MC curve in figure 4.10 as U-shaped.

(o TC (o
SMC
ac
~ax
dx aC
0 X, X o} X, X
Figure 4.9 Figure 4.10

In summary: the traditional theory of costs postulates that in the short run the cost
curves (AVC, ATC and MC) are U-shaped, reflecting the law of variable proportions.
In the short run with a fixed plant there is a phase of increasing productivity (falling unit
costs) and a phase of decreasing productivity (increasing unit costs) of the variable
factor(s). Between these two phases of plant operation there is a single point at which
unit costs are at a minimum. When this point on the SATC is reached the plant is
utilised optimally, that is, with the optimal combination (proportions) of fixed and
variable factors.

The relationship between ATC and AVC

The AV C is a part of the ATC, given ATC = AFC + AVC. Both AVC and ATC
are U-shaped, reflecting the law of variable proportions. However, the minimum point
of the ATC occurs to the right of the minimum point of the AV C (figure 4.11). This is
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Figure 4.11

due to the fact that ATC includes AFC, and the latter falls continuously with increases
in output. After the AV C has reached its lowest point and starts rising, its rise is over a
certain range offset by the fall in the AFC, so that the ATC continues to fall (over that
range) despite the increase in AVC. However, the rise in AV C eventually becomes
greater than the fall in the AFC so that the ATC starts increasing. The AV C approaches
the ATC asymptotically as X increases.

In figure 4.11 the minimum AV C is reached at X, while the ATC is at its minimum at
X,. Between X, and X, the fall in AFC more than offsets the rise in AV C so that the
ATC continues to fall. Beyond X, the increase in AV C is not offset by the fall in AFC,
so that ATC rises.

The relationship between MC and ATC

The MC cuts the ATC and the AVC at their lowest points. We will establish this
relation only for the ATC and MC, but the relation between MC and AV C can be
established on the same lines of reasoning.

We said that the MC is the change in the TC for producing an extra unit of output.
Assume that we start from a level of n units of output. If we increase the output by one
unit the MC is the change in total cost resulting from the production of the (n + 1)*
unit.

The AC at each level of output is found by dividing TC by X. Thus the AC at the
level of X, is

TC
AC, = —"
X’l
and the AC at the level X, , is
TC
/1C"+1 = n+1
Xn+l
Clearly
TC,,, =TC,+ MC
Thus:

(a) If the MC of the (n + 1) unit is less than AC, (the AC of the previous n units)
the AC, , ; will be smaller than the AC,,.
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(b) If the MC of the (n + 1) unit is higher than AC, (the AC of the previous n units)
the AC,, ; will be higher than the AC,.

So long as the MC lies below the AC curve, it pulls the latter downwards; when the
MC rises above the AC, it pulls the latter upwards. In figure 4.11 to the left of a the MC
lies below the AC curve, and hence the latter falls downwards. To the right of a the MC
curve lie above the AC curve, so that AC rises. It follows that at point a, where the inter-
section of the MC and AC occurs, the AC has reached its minimum level.’

B. LONG-RUN COSTS OF THE TRADITIONAL THEORY: THE ‘ENVELOPE’ CURVE

In the long run all factors are assumed to become variable. We said that the long-run
cost curve is a planning curve, in the sense that it is a guide to the entrepreneur in his
decision to plan the future expansion of his output.

The long-run average-cost curve is derived from short-run cost curves. Each point
on the LAC corresponds to a point on a short-run cost curve, which is tangent to the
LAC at that point. Let us examine in detail how the LAC is derived from the SRC
curves.

Assume, as a first approximation, that the available technology to the firm at a
particular point of time includes three methods of production, each with a different
plant size: a small plant, medium plant and large plant. The small plant operates with
costs denoted by the curve SAC,, the medium-size plant operates with the costs on
SAC, and the large-size plant gives rise to the costs shown on SAC; (figure 4.12). If
the firm plans to produce output X, it will choose the small plant. If it plans to produce
X, it will choose the medium plant. If it wishes to produce X5 it will choose the large-
size plant. If the firm starts with the small plant and its demand gradually increases, it
will produce at lower costs (up to level X). Beyond that point costs start increasing.
If its demand reaches the level X7 the firm can either continue to produce with the
small plant or it can install the medium-size plant. The decision at this point depends
not on costs but on the firm’s expectations about its future demand. If the firm expects
that the demand will expand further than X7 it will install the medium plant, because

! The relationship between the MC and AC curves becomes clearer with the use of simple
calculus. Given C = zX, where z = AC. Clearly z = f(X). The MC is
oC _ (zX)
X oXx
Applying the rule of differentiation of ‘a function of a function’ (which states that if y = u,
where u = f|(x) and v = f,(x), then dy/dx = dy/du - du/dx), we obtain

aC (.4 0z
X

Mc="o 2 L x 2
ax Cax T

or
MC = AC + (X) (slope of AC)

Given that AC > 0 and X > 0, the following results emerge:

(a) if (slope of AC) < 0, then MC < AC

(b) if (slope of AC) > 0, then MC > AC

(c) if (slope of AC) = 0, then MC = AC
The slope of the AC becomes zero at the minimum point of this curve (given that on theoretical
grounds the AC curve is U-shaped). Hence MC = AC at the minimum point of the average-
cost curve.
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with this plant outputs larger than X are produced with a lower cost. Similar con-
siderations hold for the decision of the firm when it reaches the level X’ . If it expects
its demand to stay constant at this level, the firm will not install the large plant, given
that it involves a larger investment which is profitable only if demand expands beyond
X;. For example, the level of output X5 is produced at a cost c; with the large plant,
while it costs ¢}, if produced with the medium-size plant (¢, > c,).

Now if we relax the assumption of the existence of only three plants and assume that
the available technology includes many plant sizes, each suitable for a certain level of
output, the points of intersection of consecutive plants (which are the crucial points for
the decision of whether to switch to a larger plant) are more numerous. In the limit,
if we assume that there is a very large number (infinite number) of plants, we obtain a
continuous curve, which is the planning LAC curve of the firm. Each point of this curve
shows the minimum (optimal) cost for producing the corresponding level of output. The
LAC curve is the locus of points denoting the least cost of producing the corresponding
output. It is a planning curve because on the basis of this curve the firm decides what
plant to set up in order to produce optimally (at minimum cost) the expected level of
output. The firm chooses the short-run plant which allows it to produce the anticipated
(in the long run) output at the least possible cost. In the traditional theory of the firm
the LAC curve is U-shaped and it is often called the ‘envelope curve’ because it ‘en-
velopes’ the SRC curves (figure 4.13).

Let us examine the U shape of the LAC. This shape reflects the laws of returns to scale
(see Chapter 3). According to these laws the unit costs of production decrease as plant

c
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Figure 4.13
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size increases, due to the economies of scale which the larger plant sizes make possible.
The nature of economies of scale is discussed in section V below. The traditional theory
of the firm assumes that economies of scale exist only up to a certain size of plant, which
is known as the optimum plant size, because with this plant size all possible economies
of scale are fully exploited. If the plant increases further than this optimum size there
are diseconomies of scale, arising from managerial inefficiencies. It is argued that
management becomes highly complex, managers are overworked and the decision-
making process becomes less efficient. The turning-up of the LAC curve is due to
managerial diseconomies of scale, since the technical diseconomies can be avoided by
duplicating the optimum technical plant size (see section V).

A serious implicit assumption of the traditional U-shaped cost curves is that each
plant size is designed to produce optimally a single level of output (e.g. 1000 units of X).
Any departure from that X, no matter how small (e.g. an increase by 1 unit of X) leads
to increased costs. The plant is completely inflexible. There is no reserve capacity, not
even to meet seasonal variations in demand. As a consequence of this assumption the
LAC curve ‘envelopes’ the SRAC. Each point of the LAC is a point of tangency with
the corresponding SRAC curve. The point of tangency occurs to the falling part of the
SRAC curves for points lying to the left of the minimum point of the LAC: since the
slope of the LAC is negative up to M (figure 4.13) the slope of the SRAC curves must also
be negative, since at the point of their tangency the two curves have the same slope. The
point of tangency for outputs larger than X,, occurs to the rising part of the SRAC
curves: since the LAC rises, the SAC must rise at the point of their tangency with the
LAC. Only at the minimum point M of the LAC is the corresponding SAC also at a
minimum. Thus at the falling part of the LAC the plants are not worked to full capacity;
to the rising part of the LAC the plants are overworked; only at the minimum point M
is the (short-run) plant optimally employed.

We stress once more the optimality implied by the LAC planning curve: each point
represents the least unit-cost for producing the corresponding level of output. Any point
above the LAC is inefficient in that it shows a higher cost for producing the correspon-
ding level of output. Any point below the LAC is economically desirable because it
implies a lower unit-cost, but it is not attainable in the current state of technology and
with the prevailing market prices of factors of production. (Recall that each cost curve
is drawn under a ceteris paribus clause, which implies given state of technology and
given factor prices.)

The long-run marginal cost is derived from the SRMC curves, but does not ‘en-
velope’ them. The LRMC is formed from points of intersection of the SRMC curves
with vertical lines (to the X -axis) drawn from the points of tangency of the corresponding
SAC curves and the LRA cost curve (figure 4.14). The LM C must be equal to the SMC
for the output at which the corresponding SAC is tangent to the LAC. For levels of X
to the left of tangency a the SAC > LAC. At the point of tangency SAC = LAC.
As we move from point a’ to a, we actually move from a position of inequality of SRAC
and LRAC to a position of equality. Hence the change in total cost (i.e. the MC) must
be smaller for the short-run curve than for the long-run curve. Thus LMC > SMC to
the left of a. For an increase in output beyond X, (e.g. X7) the SAC > LAC. That is,
we move from the position a of equality of the two costs to the position b where SAC
is greater than LAC. Hence the addition to total cost (= MC) must be larger for the
short-run curve than for the long-run curve. Thus LMC < SMC to the right of a.

Since to the left of a, LMC > SMC, and to the right of a, LMC < SMC, it follows
that at a, LMC = SMC. If we draw a vertical line from a to the X-axis the point at which
it intersects the SMC (point A for SAC,) is a point of the LMC.

If we repeat this procedure for all points of tangency of SRAC and LAC curves to
the left of the minimum point of the LAC, we obtain points of the section of the LMC
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which lies below the LAC. At the minimum point M the LMC intersects the LAC.
To the right of M the LMC lies above the LAC curve. At point M we have
SAC,, = SMC,, = LAC = LMC

There are various mathematical forms which give rise to U-shaped unit cost curves.
The simplest total cost function which would incorporate the law of variable pro-
portions is the cubic polynomial

C= by, +b,X —b,X*>+b3X>
N~ -

TC=TFC + TVC
The AVC is

AVC=TTVC=b1 —b,X + by X?
The MC is

MC =2—)C(= b, — 2b,X + 3b, X?
The ATC is C b,

A—/=i+b1 —b2X+b3X2

The TC curve is roughly S-shaped (figure 4.3), while the ATC, the AVC and the
MC are all U-shaped; the MC curve intersects the other two curves at their minimum
points (figure 4.11).

II. MODERN THEORY OF COSTS

The U-shaped cost curves of the traditional theory have been questioned by various
writers both on theoretical a priori and on empirical grounds. As early as 1939 George
Stigler! suggested that the short-run average variable cost has a flat stretch over a range
of output which reflects the fact that firms build plants with some flexibility in their

! G. Stigler, ‘Production and Distribution in the Short Run’, Journal of Political Economy
(1939). Reprinted in Readings in the Theory of Income Distribution (American Economic Associa-
tion) (Blakiston, 1946).
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productive capacity. The reasons for this reserve capacity have been discussed in detail
by various economists.!

The shape of the long-run cost curve has attracted greater attention in economic
literature, due probably to the serious policy implications of the economies of large-
scale production (see section VII below). Several reasons have been put forward to
explain why the long-run cost curve is L-shaped rather than U-shaped.? It has been
argued that managerial diseconomies can be avoided by the improved methods of
modern management science, and even when they appear (at very large scales of output)
they are insignificant relative to the technical (production) economies of large plants, so
that the total costs per unit of output fall, at least over the scales which have been opera-
ted in the real industrial world.

There is growing empirical evidence in support of the above shapes of costs (see
section VI below). In view of this accumulating evidence it is surprising to see that
several economists are still sceptical,’ and that even the most recently published
microeconomic textbooks* are still based on predominantly U-shaped cost curves.®

Like the traditional theory, modern microeconomics distinguishes between short-
run and long-run costs.

A. SHORT-RUN COSTS IN THE MODERN MICROECONOMIC THEORY

As in the traditional theory, short-run costs are distinguished into average variable
costs (AV C) and average fixed costs (AFC).

The average fixed cost

This is the cost of indirect factors, that is, the cost of the physical and personal organi-
sation of the firm. The fixed costs include the costs for:

(a) the salaries and other expenses of administrative staff

(b) the salaries of staff involved directly in the production, but paid on a fixed-term
basis

(c) the wear and tear of machinery (standard depreciation allowances)

(d) the expenses for maintenance of buildings

(e) the expenses for the maintenance of land on which the plant is installed and
operates.
The ‘planning’ of the plant (or the firm) consists in deciding the ‘size’ of these fixed,
indirect factors, which determine the size of the plant, because they set limits to its

! See, for example, P. W. S. Andrews, Manufacturing Business (Macmillan, 1949). Also
R. Harrod, Economic Essays (Macmillan, 1952); P. J. D. Wiles, Price Cost and Output (Blackwell,
1961).

2 Sargent Florence, The Logic of British and American Industry (Routledge & Kegan Paul,
1953). See also P. W. S. Andrews, Manufacturing Business (Macmillan, 1949) and P. J. D. Wiles,
Price, Cost and Output (Blackwell, 1961).

3 C. A. Smith, ‘Survey of Empirical Evidence on Economies of Scale’, reprinted in G. C.
Archibald (ed.), Readings in the Theory of the Firm (Penguin, 1971).

M. Friedman, ‘Comment’, Universities National Bureau Committee for Economics Research,
Business Concentration and Price Policy (Princeton University Press, 1955); reprinted in
G. C. Archibald (ed.), Readings in the Theory of the Firm (Penguin, 1971).

A. Silberston, ‘Economies of Scale in Theory and Practice’, Economic Journal (1972); re-
printed in Readings in Applied Microeconomics, L. Wagner and N. Valtazzis (eds.) (Oxford
University Press, 1973).

4 A notable exception is K. Lancaster’s textbook Introduction to Modern Microeconomics
(Rand-McNally, 1969).

5 See C. J. Hawkins, Theory of the Firm (Macmillan, 1973).
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production. (Direct factors such as labour and raw materials are assumed not to set
limits on size; the firm can acquire them easily from the market without any time lag.)
The businessman will start his planning with a figure for the level of output which he
anticipates selling, and he will choose the size of plant which will allow him to produce
this level of output more efficiently and with the maximum flexibility. The plant will
have a capacity larger than the ‘expected average’ level of sales, because the businessman
wants to have some reserve capacity for various reasons:"

The businessman will want to be able to meet seasonal and cyclical fluctuations in
his demand. Such fluctuations, cannot always be met efficiently by a stock-inventory
policy. Reserve capacity will allow the entrepreneur to work with more shifts and with
lower costs than a stock-piling policy.

Reserve capacity will give the businessman greater flexibility for repairs of broken-
down machinery without disrupting the smooth flow of the production process.

The entrepreneur will want to have more freedom to increase his output if demand
increases. All businessmen hope for growth. In view of anticipated increases in demand
the entrepreneur builds some reserve capacity, because he would not like to let all new
demand go to his rivals, as this may endanger his future hold on the market. It also
gives him some flexibility for minor alterations of his product, in view of changing tastes
of customers.

Technology usually makes it necessary to build into the plant some reserve capacity.
Some basic types of machinery (e.g. a turbine) may not be technically fully employed
when combined with other small types of machines in certain numbers, more of which
may not be required, given the specific size of the chosen plant. Also such basic machinery
may be difficult to install due to time-lags in the acquisition. The entrepreneurs will
thus buy from the beginning such a ‘basic’ machine which allows the highest flexi-
bility, in view of future growth in demand, even though this is a more expensive alterna-
tive now. Furthermore some machinery may be so specialised as to be available only to
order, which takes time. In this case such machinery will be bought in excess of the
minimum required at present numbers, as a reserve.

Some reserve capacity will always be allowed in the land and buildings, since expan-
sion of operations may be seriously limited if new land or new buildings have to be
acquired.

Finally, there will be some reserve capacity on the ‘organisational and administrative’
level. The administrative staff will be hired at such numbers as to allow some increase
in the operations of the firm.
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! See P. W. S. Andrews, Manufacturing Business (Macmillan, 1949).
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In summary, the businessman will not necessarily choose the plant which will give
him today the lowest cost, but rather that equipment which will allow him the greatest
possible flexibility, for minor alterations of his product or his technique.

Under these conditions the AFC curve will be as in figure 4.15. The firm has some
‘largest-capacity’ units of machinery which set an absolute limit to the short-run expan-
sion of output (boundary B in figure 4.15).! The firm has also small-unit machinery,
which sets a limit to expansion (boundary A in figure 4.15). This, however, is not an
absolute boundary, because the firm can increase its output in the short run (until the
absolute limit B is encountered), either by paying overtime to direct labour for working
longer hours (in this case the AFC is shown by the dotted line in figure 4.15), or by
buying some additional small-unit types of machinery (in this case the AFC curve
shifts upwards, and starts falling again, as shown by the line ab in figure 4.15).

The average variable cost

As in the traditional theory, the average variable cost of modern microeconomics
includes the cost of':

(a) direct labour which varies with output

(b) raw materials

(c) running expenses of machinery.
The SAVC in modern theory has a saucer-type shape, that is, it is broadly U-shaped
but has a flat stretch over a range of output (figure 4.16). The flat stretch corresponds to
the built-in-the-plant reserve capacity. Over this stretch the SAVC is equal to the
MC, both being constant per unit of output. To the left of the flat stretch, MC lies below
the SAVC, while to the right of the flat stretch the MC rises above the SAVC. The
falling part of the SAV C shows the reduction in costs due to the better utilisation of the
fixed factor and the consequent increase in skills and productivity of the variable factor
(labour). With better skills the wastes in raw materials are also being reduced and a
better utilisation of the whole plant is reached.

c

M T sac=mc

Figure 4.16

The increasing part of the SAV C reflects reduction in labour productivity due to the
longer hours of work, the increase in cost of labour due to overtime payment (which is
higher than the current wage), the wastes in materials and the more frequent breakdown
of machinery as the firm operates with overtime or with more shifts.

The innovation of modern microeconomics in this field is the theoretical establish-
ment of a short-run SAVC curve with a flat stretch over a certain range of output. The

! See Andrews, Manufacturing Business.
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reserve capacity makes it possible to have constant SAVC within a certain range of
output (figure 4.18). It should be clear that this reserve capacity is planned in order
to give the maximum flexibility in the operation of the firm. It is completely different
from the excess capacity which arises with the U-shaped costs of the traditional theory
of the firm. The traditional theory assumes that each plant is designed without any
flexibility; it is designed to produce optimally only a single level of output (X ,, in figure
4.17). If the firm produces an output X smaller than X,, there is excess (unplanned)
capacity, equal to the difference X,, — X. This excess capacity is obviously undesirable
because it leads to higher unit costs.

(o Cc
SAVC
SAVC
excess reserve
capacity capacity
o] X Xy X 0 X Xz X
Figure 4.17 Figure 4.18

In the modern theory of costs the range of output X, X, in figure 4.18 reflects the
planned reserve capacity which does not lead to increases in costs. The firm anticipates
using its plant sometimes closer to X ; and at others closer to X ,. On the average the
entrepreneur expects to operate his plant within the X, X, range. Usually firms con-
sider that the ‘normal’ level of utilisation of their plant is somewhere between two-thirds
and three-quarters of their capacity, that is, at a point closer to X, than to X,. The level
of utilisation of the plant which firms consider as ‘normal’ is called ‘the load factor’ of
the plant (see p. 121).

The average total cost

The average total cost is obtained by adding the average fixed (inclusive of the normal
profit) and the average variable costs at each level of output. The ATC is shown in

c

Figure 4.19
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figure 4.19. The AT C curve falls continuously up to the level of output (X ,) at which the
reserve capacity is exhausted. Beyond that level ATC will start rising. The MC will
intersect the average total-cost curve at its minimum point (which occurs to the right
of the level of output X ,, at which the flat stretch of the AV C ends).

The composition of the short-run total costs may be schematically presented as
follows:

Short-run TC

A

TVC Normal profit TFC
I I

Labour Raw Running Salaries of Fixed Depreciation
costs materials expenses of (a) administrative expenses of of fixed
which machinery staff plant capital

vary with (b) production staff

output paid on a fixed

basis

Mathematically the cost—output relation may be written in the form

C = b, + b)X
———

——

TC=TFC+ TVC

The TC is a straight line with a positive slope over the range of reserve capacity (figure
4.20).
The AFC is a rectangular hyperbola

b

AFC =2

X

The AVC is a straight line parallel to the output axis

6.X) _

AVC = b,

The ATC is falling over the range of reserve capacity
by
ATC=—+b
X 1

The MC is a straight line which coincides with the AVC

acC
N X

ox !

Thus over the range of reserve capacity we have MC = AVC = b,, while the ATC
falls continuously over this range (figure 4.21). Note that the above total-cost function
does not extend to the increasing part of costs, that is, it does not apply to ranges of
output beyond the reserve capacity of the firm.
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B. LONG-RUN COSTS IN MODERN MICROECONOMIC THEORY :
THE ‘L-SHAPED  SCALE CURVE

These are distinguished into production costs and managerial costs. All costs are
variable in the long run and they give rise to a long-run cost curve which is roughly
L-shaped. The production costs fall continuously with increases in output. At very
large scales of output managerial costs may rise. But the fall in production costs more
than offsets the increase in the managerial costs, so that the total LAC falls with in-
creases in scale.

Production costs

Production costs fall steeply to begin with and then gradually as the scale of pro-
duction increases. The L-shape of the production cost curve is explained by the tech-
nical economies of large-scale production. Initially these economies are substantial,
but after a certain level of output is reached all or most of these economies are attained
and the firm is said to have reached the minimum optimal scale, given the technology
of the industry. If new techniques are invented for larger scales of output, they must
be cheaper to operate. But even with the existing known techniques some economies
can always be achieved at larger outputs:

(a) economies from further decentralisation and improvement in skills;

(b) lower repairs costs may be attained if the firm reaches a certain size;

(c) the firm, especially if it is multiproduct, may well undertake itself the production
of some of the materials or equipment which it needs instead of buying them from other
firms.

Managerial costs

In the modern management science for each plant size there is a corresponding
organisational-administrative set-up appropriate for the smooth operating of that
plant. There are various levels of management, each with its appropriate kind of manage-
ment technique. Each management technique is applicable to a range of output. There
are small-scale as well as large-scale organisational techniques. The costs of different
techniques of management first fall up to a certain plant size. At very large scales of
output managerial costs may rise, but very slowly.

In summary: Production costs fall smoothly at very large scales, while managerial
costs may rise only slowly at very large scales. Modern theorists seem to accept that the
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fall in technical costs more than offsets the probable rise of managerial costs, so that
the LRAC curve falls smoothly or remains constant at very large scales of output.

We may draw the LAC implied by the modern theory of costs as follows. For each
short-run period we obtain the SRAC which includes production costs, administration
costs, other fixed costs and an allowance for normal profit. Assume that we have a
technology with four plant sizes, with costs falling as size increases. We said that in
business practice it is customary to consider that a plant is used ‘normally’ when it
operates at a level between two-thirds and three-quarters of capacity.' Bain writes:

The plant or firm will have a somewhat fluctuating output, over time, and at a given scale
will thus operate at a number of somewhat different output rates. Correspondingly, it will
have a certain ‘load factor’ reflecting the ratio of average actual rate of use to the capacity
or best rate of use, and this load factor will generally be smaller than one. In this circumstance,
the relevant relationship of unit cost to scale is that which prevails when it is assumed that
each alternative scale of plant or firm is operated subject to prevailing or anticipated market
fluctuations, and is thus subject to a resultant typical load factor on its capacity. The long-
run average unit cost of each alternative scale should be calculated on this assumption, and
conclusions as to minimum optimal scales and shapes of such curves should be derived
accordingly?

Following this procedure, and assuming that the typical load factor of each plant is
two-thirds of its full capacity (limit capacity), we may draw the LAC curve by joining
the points on the SATC curves corresponding to the two-thirds of the full capacity of
each plant size. If we assume that there is a very large number of available plant sizes
the LAC curve will be continuous (figure 4.22). The characteristic of this LAC curve is
that (a) it does not turn up at very large scales of output; (b) it is not the envelope of the
SATC curves, but rather intersects them (at the level of output defined by the ‘typical
load factor’ of each plant). If, as some writers believe,> the LAC falls continuously
(though smoothly at very large scales of output), the LMC will lie below the LAC at
all scales (figure 4.23). If there is a minimum optimal scale of plant (x in figure 4.24) at

c
cost
7A LAC
(o] X
Output

Figure 4.22

! See R. W. Clower and J. F. Due, Microeconomics (Irwin-Dorsey, 1972) p. 232.

2 J. S. Bain, Barriers to New Competition (Harvard University Press, Cambridge, Mass.,
1956) p. 63.

3 See, for example, Andrews, Manufacturing Business (Macmillan, 1949).
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which all possible scale economies are reaped (as Bain and other writers have sug-
gested), beyond that scale the LAC remains constant. In this case the LMC lies below
the LAC until the minimum optimal scale is reached, and coincides with the LAC
beyond that level of output (figure 4.24). The above shapes of costs are more realistic
than the U-shaped costs of traditional theory. As we will see in section VI, most of the
empirical studies on cost have provided evidence which substantiates the hypotheses of
a flat-bottomed SAVC and of an L-shaped LAC.

IV. ENGINEERING COST CURVES

Engineering costs are derived from engineering production functions.! Each produc-
tive method is divided into sub-activities corresponding to the various physical-technical
phases of production for the particular commodity. For each phase the quantities of
factors of production are estimated and finally the cost of each phase is calculated on the
basis of the prevailing factor prices. The total cost of the particular method of production
is the sum of the costs of its different phases.

Such calculations are done for all available plant sizes. Production isoquants are
subsequently estimated, and from them, given the factor prices, the short-run and the
long-run cost functions may be derived.

It should be noted that engineering production functions and the cost functions
derived from them refer usually to the production costs and do not include the admini-
strative costs for the operation of any given plant.?

Engineering production functions are characterised by a limited number of methods
of production. The production isoquants are kinked (see Chapter 3), reflecting the fact
that factor substitutability is not continuous, but limited. Substitution of factors occurs
directly at the kinks of the isoquants, where one production technique is substituted
for another (figure 4.25). On the straight segments of the production isoquant a combina-
tion of the adjacent methods of production is employed. What happens in engineering
production functions along the segments of the isoquants is an indirect substitution of
factors via substitution of processes.

Factors cannot be substituted for each other except by changing the levels at which entire
technical processes are used, because each process uses factors in fixed characteristic ratios.3

! See H. Chenery, ‘Engineering Production Functions’, Quarterly Journal of Economics
(1949) pp. 507-31.

2 See section VI below.

3 See R. Dorfmann, ‘Mathematical or Linear Programming’, American Economic Review
(1953) p. 803.
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Figure 4.25

Engineering production functions are the basis of linear programming. In this approach
process substitution plays a role analogous to that of factor substitution in conventional
analysis.

Assume that there are two methods of production, P; and P,, using labour and
capital at a fixed ratio, denoted by the slopes of the rays representing the two
processes (figure 4.26). Assume that the factor prices are w and r, so that P, is chosen
initially and output X, is produced, with ab of capital unemployed. The firm will be
better off by using a combination of the two methods. Thus at point e (where K
intersects the higher isoquant X ;) all K is employed. P, and P, are used at the levels
04 and OB respectively, these levels being determined by drawing parallel lines to P,
and P, through e.! A substitution of factors has become indirectly possible (the K/L
is defined by the slope of Oe), although K is given and the available technology does
not allow substitution of K and L except by change of technique. What happens at e
is a substitution of processes: instead of using P, or P, alone to produce X ,, we
achieve the same result (X ,) by using a combination of P, and P,. Actually, given K
and given the price ratio w/r, the output X, is technically impossible to produce by
using only P,, while X, is not economically profitable to produce by using only P,

Figure 4.26

! See J. Johnston, Statistical Cost Analysis (McGraw-Hill, 1960).
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(given w/r), although with this process the level X, is technically possible, since K
does not limit effectively the production of X,, when P, is employed.

We turn now to the shape of total- and unit-cost curves when there are only a few
processes available. The assumptions are that the prices of factors are given and the
technology gives rise to kinked isoquants.

A. SHORT-RUN ENGINEERING COSTS

It is assumed that there is a fixed factor of production which requires a minimum
outlay, and that there is some reserve capacity in the plant. The total-cost curve under
these assumptions will be as in figure 4.27.

For the range 0X, the TC is formed from linear segments, with the slope of each
segment constant, but increasing for successive segments. The ends of linear segments
correspond to outputs at which one process is replaced by another.

(a) Along each linear segment the slope is the MC. Along the first segment (AB) the
MC = AVC. For each successive section (that is, for sections BC and CD) the MC >
AVC. The marginal cost increases step-wise while the 4V C increases smoothly, at a
decreasing rate.

{b) The AC falls continuously over the range ABCD. We said that the AC is the slope
of the rays from the origin to any point on the T'C curve. The slope of such rays declines
as we move from A4 to B to C to D (figure 4.27).

c
minimum E
_ fixed plont
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Figure 4.27
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Figure 4.28
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Over the range of reserve capacity the slope of total cost is constant. Furthermore
this segment of TC lies on a line through the origin, reflecting the fact that only the
TVC varies in proportion to output, while the fixed outlay has already been paid at the
installation of the plant. The reserve capacity built into the plant allows the firm to
operate by increasing only its variable costs proportionally with output. Thus over the
reserve capacity segment the AV C, the MC and the ATC are equal and remain constant
(between X, and X, in figure 4.28).

Once all reserve capacity is exhausted, output can be increased by overworking of
the plant and paying overtime labour. The total-cost curve consists of linear segments,
with each segment having a steeper slope than the previous one. Along each linear
segment marginal cost is constant, but the level of marginal cost increases step-wise.
The AV C increases continuously, but is lower than the MC. The average total cost
increases continuously and lies below the MC but above the AVC.

The short-run engineering-cost curves are shown in figure 4.28.

B. LONG-RUN ENGINEERING COSTS

We said that the engineering costs include generally only the technical cost of pro-
duction. Thus diseconomies of large scale, which are associated with administration

costs, are not encountered here.
There is a minimum optimal size of plant for each production process. The TC,
AC and MC are shown in figures 4.29 and 4.30. If we assume that there is a very large

C (o
TC

L LAC
// LAC=LMC

s wmC

Figure 4.29 Figure 4.30

TC

SMC

0 X o X

Figure 4.31 Short-run total costs Figure 4.32 Short-run unit costs
with reserve capacity with reserve capacity
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without diseconomies of scale without diseconomies of scale

number of processes, the total and unit cost curves become continuous (smooth) but
retain broadly the above shapes, provided that there is a minimum fixed outlay and
some reserve capacity in the short run (figures 4.31 and 4.32). In the long run the LAC
will not turn upwards if we are considering only production costs; but if we add the
administrative costs and if there are strong managerial diseconomies, the LAC will
rise at very large scales of output (figures 4.33 and 4.34).

V. THE ANALYSIS OF ECONOMIES OF SCALE

In this section we will discuss in some detail the nature of the internal economies of
scale, that is, economies which arise from the firm increasing its plant size.

We will concentrate on the economies which may be achieved within a particular
plant. However, economies of scale may also arise from an increase in the number of
plants of a firm, irrespective of whether the firm continues to produce the same product
in the new plants or diversifies. In general, such inter-plant economies of scale are of the
same nature as the single-plant (intra-plant) economies, although the importance of
each type of scale economies may be different with an increase of the scale of operations
of the firm via the installation of additional plants.

It is important to stress once more that the scale economies determine the shape of
the LRAC curve (the ‘scale curve’ as this is often called), while the position of this curve
depends on external economies such as a change in technology (improvement in
techniques) and changes of factor prices in the industry or the economy as a whole.
Changes in these external economies will result in a shift of the LRAC.

Firstly we will present the various types of economies of scale and their causes.
Subsequently we will examine the possibility of negative economies (diseconomies) as
the plant grows beyond a certain size.

There are various possible classifications of economies of scale. We will adopt the
classification which is shown schematically in figure 4.35.

Economies of scale are distinguished into real economies and strictly pecuniary
economies of scale.

Pecuniary economies are economies realised from paying lower prices for the factors
used in the production and distribution of the product, due to bulk-buying by the firm
as its size increases. Such strictly monetary economies do not imply an actual decrease
in the quantity of inputs used but accrue to the firm from lower prices paid for raw
materials (bought at a discount due to the large volume of the purchase), lower interest
rates (and lower cost of finance in general) as the size of the firm increases, or lower
wages and salaries. Lower wages are rare and can result only if the firm becomes so
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large as to acquire the power of a labour monopsonist or near-monopsonist, as for
example some mining companies, and provided that there are no srongly organised
labour unions. Lower salaries (and sometimes lower wages) may be paid by larger firms
if there is some ‘prestige’ associated with the employment by such firms. It is often
observed that employees prefer to work for a larger firm whose name is known, even
if they could earn more by working for a small unknown firm.

Real economies are those associated with a reduction in the physical quantity of
inputs, raw materials, various types of labour and various types of capital (fixed or
circulating capital). We may distinguish the following main types of real economies:
(1) production economies, (ii) selling or marketing economies, (iii) managerial economies,
(iv) transport and storage economies. Clearly the last two categories are partly pro-
duction and partly selling costs. Their presentation in distinct groups facilitates their
analysis.

A. REAL ECONOMIES OF SCALE

Production economies of scale

Production economies may arise from the factor ‘labour’ (labour economies), from
the factor fixed capital (technical economies), or from the inventory requirements of the
firm (inventory economies or stochastic economies).

Labour economies. Labour economies are achieved as the scale of output increases for
several reasons: (a) specialisation, (b) time-saving, (c) automation of the production
process, (d) ‘cumulative volume’ economies.

Larger scale allows division of labour and specialisation of the labour force with the
result of an improvement of the skills and hence of the productivity of the various types
of labour. In a small plant a worker may be assigned three or four different jobs, while
in a large plant these jobs are assigned to different workers. This division of labour is
not profitable at small scales of output, because the skilled workers would stay un-
employed part of the time.

Division of labour, apart from increasing the skills of the labour force, results in
saving of the time usually lost in going from one type of work to another.

Finally, the division of labour promotes the invention of tools and machines which
facilitate and supplement the workers. Such mechanisation of the production methods
in larger plants increases the labour productivity and leads to decreasing costs as the
scale of output increases.

A classic example of the labour economies of large-scale production is the motor-car
industry. Large-scale production made possible the introduction of the assembly-line,
a process which involves a very wide specialisation of the workers, each one of whom
performs a single job to which he is assisted by special tools. The assembly-line involves
extensive investment in machinery and other equipment and its use is unprofitable for
small-scale production. At large scales, however, this method of high automation
resulted in huge increases in the productivity of labour and made possible the mass
production of motor cars at low costs and prices.

With increasing scale there is a ‘cumulative effect’ on the skills of technical personnel
in particular. Production engineers, foremen and other production employees tend to
acquire considerable experience from large-scale operations. This ‘cumulative-volume’
experierllce leads to higher productivity and hence to reduced costs at larger levels of
output.

! See F. M. Scherer, Industrial Market Structure and Economic Performance (Rand-McNally,
1970) pp. 72-9.
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Technical economies. Technical economies are associated with the ‘fixed capital’ which
includes all types of machinery and other equipment. The main technical economies
arise from (a) specialisation and indivisibilities of capital, (b) set-up costs, (c) initial
fixed costs, (d) technical volume/input relations, () reserve capacity requirements.

The main technical economies result from the specialisation of the capital equipment
(and the associated labour) which becomes possible only at large scales of production,
and from the indivisibilities which are a characteristic of the modern industrial techniques
of production. Modern technology usually involves a higher degree of mechanisation
for larger scales of output. That is, the production methods become more mechanised
(capital intensive) as the scale increases. Mechanisation often implies more specialised
capital equipment as well as more investment, a fact that makes the large-scale methods
of production have high overhead costs. Of course these methods have lower variable
costs, but at low levels of output the high average-fixed costs more than offset the lower
labour (and other operating) costs. Once the appropriate scale is reached the highly
mechanised and specialised techniques become profitable.

An example will illustrate how specialisation of the plant and technical indivisibilities
result in economies of scale.

Assume that there are three methods of producing a certain commodity, a small-scale
method (Process A) suitable for producing at minimum cost ‘1 unit’ of output, a medium-
scale method suitable for producing optimally (i.e., with minimum cost) 100 ‘units’ of
output (Process B), and a large-scale method suitable for producing 400 ‘units’ of
output (Process C). The first method uses 1 unit of labour and 1 unit of capital per unit
of output. The second method uses 50 units of labour and 50 units of capital, and the
third uses 100 units of labour and 100 units of capital. Clearly the labour/capital ratio is
the same in all three techniques, but the larger-scale techniques have a higher pro-
ductivity (as measured by the output per man, X/L) due to the specialisation of labour
(direct and managerial) which becomes possible only at the large scales of production.
The three techniques are indivisible, that is, the technology is characterised by in-
divisibilities in the sense that each size plant can be duplicated but cannot be halved
and retain its higher productivity. Furthermore, all techniques are assumed to have
constant returns to scale.! The above technology is summarised in table 4.1.

Table 4.1 Technology with indivisibilities (and discontinuities)

Average  Average

Prices
Available prooz}uct pro(;uct of
methods Level L K labour capital factors Total Average
of of (man- (machine K/L X (£ per  cost cost
production output  hours) hours) ratio AP, = L APy = K hour) (TC) (AC)
Process A
(small plant) 1 1 1 1 1 1 P, =1 2 2
Process B
(medium plant) 100 50 50 1 2 2 Py,=1 100 1
Process C
(large plant) 400 100 100 1 4 4 200 0-5

! In particular it is assumed that, although the processes B and C cannot be used efficiently
at a level less than their ‘base unit’, they can be operated at any higher level, with constant
returns to scale. See also K. Lancaster, Introduction to Modern Microeconomics (Rand-McNally,
1969) pp. 88-91.
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Let us look at the shapes of the AC and the MC when indivisibilities are present in
the technology of a firm. Increasing technical returns to scale (with constant factor
prices) in the long run are explained by indivisibilities. It is because the firm cannot
continue to reduce all inputs proportionately when output is reduced that long-run
average cost is bound to rise with reduction in output. Or, to put it in another way,
large-scale plants cannot be halved (or decreased in another ratio) and still remain
equally efficient. Assume constant prices of factors, £1 per man hour and £1 per machine
hour. The total and average cost for each process are shown in the last two columns of
table 4.1 and are plotted in figures 4.36 and 4.37. For each level of output the least-cost
process will be chosen. Up to X = 49 the small-scale process is the one with the least
cost (equal to £2 per unit of output). At X = 49 the firm uses 49 man hours and 49
machine hours. The total cost increases proportionally with output, as can be seen
from table 4.2. The level of output X = 50, if produced with the small-scale process,
would cost £100 (50 labour cost + 50 machine cost). However, with the same cost (i.e.
by employing the same quantities of factors, SOL and 50K) the firm can produce 100
units of output by adopting the second method of production, thus reducing its average
cost to £1 (per unit of output). At any level of output higher than 50 units process B
has a lower cost than process 4, and hence for X > 50 the firm will switch to process B.
For any level of output 50 < X < 100 total cost will be constant (equal to £100) ir-
respective of the level of production within these limits, because with 50L and 50K
the firm can produce any output up to 100 units. Clearly the AC would fall continuously
over the range of output 50 to 100, since total cost remains constant at the level of £100.
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Table 4.2 Cost of production with the small plant size A

Output with Labour Capital Total Average
small size plant (hours) (hours) cost cost
(TC) (AC)

X =1 L=1 K=1 TC =2 AC =2

X=2 L=2 K =2 TC =4 AC =2

X =49 L =49 K =49 TC = 98 AC =2
X =50 L=150 K =50 TC = 100 AC =2

Beyond the level of X = 100 total costs will start rising, since more L and more K will
be required. However, AC will remain constant at £1 per unit of output (see table 4.3).

The level of output X = 200, if produced by process B, would cost £200 and would
require 100L and 100K. However, with the same quantities of factors (and presumably
the same total cost) the firm could produce 400 units of output by switching to process
C. At any level of output higher than 200 units, process C has a lower cost than either of
the other processes. Hence it will be chosen by the rational producer. For any level of
output 200 < X < 400 total cost will be constant (equal to £200), with AC falling con-
tinuously over this range. Beyond the level of 400 units of output total cost would start
rising proportionally with output, since more L and K would be required (for X > 400,
L > 100 and K > 100). However, the AC will remain constant (at £0-5 for levels of
X greater than 400 units).

Table 4.3 Cost of production of the medium plant size B

X =50 L =50 K =50 TC =100 AC =2
X =60 L =350 K =50 TC =100 AC = 1-66
X =80 L =150 K =50 TC =100 AC =125
X =100 L =50 K =50 TC =100 AC =

X =102 L =51 K =51 TC =102 AC =

X =104 L =252 K =52 TC =104 AC =1
X =198 L =99 K =99 TC = 198 AC =

X =200 L =100 K =100 TC = 200 AC =1

The MC would be equal to the AC over the flat parts of this curve, but would be zero
over the falling parts of the AC curve. This is because over these ranges of X (for which
AC is falling), total cost remains constant, and hence MC = 0.

The AC and MC curves in the case of technological indivisibilities are shown in
figures 4.36 and 4.37.

Set-up costs are the costs involved in the preparation (arrangement) of ‘multi-
purpose’ machinery for performing a particular job or product. For example in the
motor-car industry or in firms producing electrical household equipment the use of
‘general-purpose’ machines is quite common. One such type of machinery is the metal-
stamping press which produces the frames and various components of the final product.
The metal stamping press has to be reset any time that a particular part of, say, a car
has to be produced. For example, different set-ups are required for producing the doors,
the roof, the wings of a car, and each set-up involves considerable time and cost. The
larger the scale of output the more a multipurpose machine is left to one set-up (say,
stamping doors) and hence resetting becomes less frequent. This is a source of technical
economies of large-scale production.
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‘Initial costs’ are usually involved in starting a business or introducing a new product.
Research and development expenditures, costs of market exploration, design costs for
the product are examples of such costs. Clearly the larger the scale of output, the lower
the unit costs of such ‘fixed’ expenses.

Technical economies of scale also arise from some technical-geometric relationships
between particular equipment and the inputs required to produce and install it. These
are important in the so-called ‘process industries’, such as petroleum refining, steam
generation, gas transmission, chemical industry, cement industry, glass manufacturing,
and iron reduction.! The methods of production used in the ‘process-industries’,
includes special equipment, such as storage tanks, reaction chambers, connecting
pipes, etc. The material and labour costs of constructing such plants are proportional
to the surface area that they occupy. But the volume capacity (which determines the
level of output) of a plant increases more than proportionately as the area increases.
Hence the technical cost of installing such industrial plants falls as the output (volume)
capacity increases, at least up to the point where the equipment becomes so large as to
require stronger materials and special constructions in order to make the larger plants
safe.

Another source of technical economies are the so-called ‘reserve-capacity’ economies.
Firms always want some reserve capacity in order to avoid disruption of their production
flow when breakdown of machinery occurs. A small firm which uses a single large
machine will have to keep two such machines if it wants to avoid disruptions from a
breakdown. A larger firm which uses several large machines can attain the required
‘security’ from breakdowns by holding only a proportion of their total numbers as
reserve capacity. Similarly the number of workers required for repairs within the firm
does not increase proportionately with the size of scale.

Inventory economies. These are sometimes called ‘stochastic economies’, because the
role of inventories is to meet the random changes in the input and the output sides of the
operations of the firm.

Stocks of raw materials do increase with scale but not proportionately. Random
fluctuations in the supply of such inputs are smoothed out with stocks whose size need
change by less than the size of the firm.

The ‘reserve-capacity’ economies discussed in the previous paragraph are also a type
of stochastic economies. The breakdowns in machinery do not increase pari-passu
with size. If anything the ‘cumulative volume’ experience of production personnel will
tend to reduce the frequency of such breakdowns in larger plants, and require a pro-
portionately smaller amount of reserve machinery and stocks of spare parts.

Similarly on the demand side, random changes in the demand of customers will tend
to be smoothed out as the plant size increases. The larger the number of customers the
more the random fluctuations of their demands tend to offset peaks and recessions,
thus allowing the firm to hold a smaller percentage of its output to meet such random
changes.

Selling or marketing economies

Selling economies are associated with the distribution of the product of a firm. The
main types of such economies are (a) advertising economies, (b) other large-scale econo-
mies, (c) economies from special arrangements with exclusive dealers (representatives, or
distributors, wholesalers or retailers), (d) model-change economies.

Advertising expenses are not necessary only for a new firm or a new product, but

! See F. M. Scherer, Industrial Market Structure and Economic Performance (Rand-McNally,
1970).
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also for established firms, who need a minimum of advertising in order to keep their
name in the minds of actual or potential customers. It is generally agreed that advertising
economies do exist at least up to a certain scale of output. Advertising space (in news-
papers or magazines) and time (on television or radio) increase less than proportionately
with scale, so that advertising costs per unit of output fall with scale. The advertising
budget is usually decided on the basis of available funds, profits, similar activities of
competitors, rather than on the basis of the output. Thus the larger the output the
smaller the advertising cost per unit.

Similar considerations hold for other types of selling activities, such as the salesmen
force, the distribution of samples, etc. Such large-scale promotion expenditures increase
by less than proportionately with output, at least up to a certain scale.

Large firms can enter exclusive agreements with distributors, who undertake the obli-
gation of maintaining a good service department for the product of the manufacturer.
This is usual for the motor-car industry, where the dealers build up garages and keep
regular stocks of spare parts for various models. The buyers of durables pay a lot of
attention to the availability of spares and of good servicing-shops for the brands they
buy.

In modern industry, firms need to change the style of their product quite frequently
in order to meet the demands of their customers and the competition of the rival firms.
A change in the model or style of the product often involves considerable expenses in
research and development, and possibly on new materials and equipment. The spreading
of such overheads is lower per unit if the scale of output is large.

Selling activities in general absorb productive resources. There is no general agree-
ment among economists regarding the implications of advertising and other selling
activities. Some economists argue that advertising is a waste of resources, since they do
not add anything to the already-produced commodity, whose price to the consumer
will, as a consequence, be higher.! Others argue that advertising is not a waste of
resources, but a cost which consumers are willing to pay (in the higher price they are
charged) in order to have a wider choice of products. Product differentiation is some-
thing that consumers want, hence the selling costs associated with this differentiation
are increasing the welfare of the consumers.? This argument implicitly assumes that all
advertising and other selling activities are truly informative: they provide information
to the buyers about the existence and the technical characteristics of the different
varieties of a certain product. Whether this is true or not, and the extent to which
selling activities are simply manipulative of consumers’ tastes, and create fancied
differentiation for products technically identical (or almost identical) is a theme highly
disputed in economic circles. At this point we are interested not in the nature and the
social justification of advertising and other selling activities, but in whether there are
‘economies of large-scale promotion’, that is, whether the selling cost per unit of output
declines with the scale of the plant (or firm). It is generally agreed that such large-scale
marketing economies do exist, at least up to a certain size of the plant (or firm). Dis-
agreement exists as to whether the average-selling-cost curve turns upwards at very

! See, for example, J. K. Galbraith, The Affluent Society (Houghton Mifflin, 1958), and idem,
American Capitalism: The Concept of Countervailing Power (Houghton Mifflin, 1956). Also
Joel Dean, Managerial Economics (Prentice-Hall, 1951); N. Borden, The Economic Effects of
Advertising (Irwin, 1942); H. Demetz, ‘The Welfare and Empirical Implications of Monopolistic
Competition’, Economic Journal (1964).

2 E. Chamberlin, The Theory of Monopolistic Competition (Harvard University Press,
Cambridge, Mass., 1933). Also J. Backman, Advertising and Competition (New York University
Press, 1967).

3 For a survey of the literature in this field see P. Doyle, ‘Economic Aspects of Advertising:
A Survey’, Economic Journal (1968).
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large scales of output (due to diseconomies of selling activities) or whether the unit
selling costs fall continuously with scale. Chamberlin® argues on the lines of a U-shaped
selling-cost curve while Andrews? and others support the idea of a continuously-falling
selling-cost curve. Given that the technical costs of production fall with scale, the total
average-cost curve may eventually turn upwards if selling diseconomies do exist after a
certain plant size. Empirical evidence is not conclusive in this respect.3

Managerial economies

Managerial costs are partly production costs and partly selling costs, since the
managerial team in a firm is concerned with both the production and the distribution
activities of the firm. The grouping of managerial costs in a separate category facilitates
their analysis and in particular the analysis of possible sources of diseconomies of large-
scale plants (see below).

Managerial economies arise for various reasons, the most important being (a)
specialisation of management, and (b) mechanisation of managerial functions.

Large firms make possible the division of managerial tasks. The existence of a pro-
duction manager and a sales manager, a finance manager, a personnel manager and
so on, is common in large firms, while all or most managerial decisions are taken by a
single manager (who possibly is also the owner) in a small firm. This division of mana-
gerial work increases the experience of managers in their own areas of responsibility
and leads to the more efficient working of the firm.

Furthermore the decentralisation of decision-making in large firms has been found
very effective in the increase of the efficiency of management. With decentralisation the
flow of information within the firm is reduced and thus distortions and delays of this
information in the various sections of the firm is to a large extent avoided. Decentralisa-
tion of the decision-making process is one of the main means of increasing the efficiency
of management in large scale plants and of avoiding managerial diseconomies in still
larger plants.

Large firms apply techniques of management involving a high degree of mechanisa-
tion, such as telephones, telex machines, television screens and computers. These tech-
niques save time in the decision-making process and speed up the processing of informa-
tion, as well as increasing its amount and its accuracy.

A problem still disputed in economic theory is whether managerial costs continue
to decline at very large scales of output. In the traditional theory of costs, managerial
diseconomies were assumed to be the cause of the upward turning of the long-run
average-cost curve beyond a certain scale of output. Management, like any other
factor of production, is variable in the long run. However, traditional theory postulated
that beyond a certain stage increases in management lead to less than proportionate
increases in output and thus cause an increase in the long-run unit costs. The decrease
in the efficiency of management is usually attributed to two factors. Firstly, loss of

! E. Chamberlin, The Theory of Monopolistic Competition (1933).

2 P. W. S. Andrews, Manufacturing Business (Macmillan, 1949).

3 For a summary discussion of advertising and additional references see D. Needham,
Economic Analysis and Industrial Structure (Holt, Rinehart & Winston, 1969) chap. S. Also
G. Stigler, ‘The Economics of Information’, Journal of Political Economy (1961) pp. 213-25;
D. Needham, ‘How Much Does it Pay Whom to Advertise’, American Economic Review (1961)
pp. 194-205; G. Stigler, ‘Price and Non-Price Competition’, Journal of Political Economy
(1968) pp. 149-54; N. S. Buchanan, ‘Advertising Expenditures; a Suggested Treatment’, Journal
of Political Economy (1942); G. Stigler, ‘The Economies of Scale’, Journal of Law and Economics
(1958); W. S. Comanor and T. A. Wilson, ‘Advertising, Market Structure and Performance’,
Review of Economics and Statistics (1967).

4 See section II of this chapter.
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control of the top management once the firm has surpassed an optimum size. Decisions
are delayed in the bureaucracy of large-size firms, where information is often con-
sciously or unconsciously distorted as it passes through the various hierarchical levels,
or is stopped for various reasons at some stage. Obviously decisions of the top manage-
ment will not be optimal if the information on which they are based is inaccurate or
comes with time lags, during which crucial changes in the environment of the firm may
have taken place. Secondly, the uncertainty (from the market conditions and the reac-
tions of competitors) increases with size and this leads to eventually less efficient
decision-making.

These arguments are attacked by other theorists,' who argue that managerial
diseconomies are not a necessary consequence of the increase in the scale of the plant.
The decentralisation of the decision-making process, the mechanisation of various
managerial tasks, the improvements in budgeting of the activities of the various depart-
ments, the system of regular reports at the different levels of the administrative hierarchy,
the use of computers and similar devices for the quick access and processing of informa-
tion tend to offset the deficiencies of complex organisations, so that managerial dis-
economies are not a problem in the modern industrial world.

Other writers? argue that at very large scales of output the efficiency of management
is somewhat adversely affected by the unavoidable complexity of big organisations, but
the increase in costs from the managerial diseconomies is only slight at very large scales
of output. And in general such diseconomies are more than offset by the technical-
production economies, so that the total long-run average cost curve does not turn
upwards at very large scales, but rather has the form of an ‘inverse J’.

Returning to the uncertainty problem, there is no general consensus among econo-
mists that uncertainty increases with size and leads to eventually increasing costs. It is
true that if the firm expands its share continuously in one market only the uncertainty
from changes in market conditions increases (for example, a minor change in the market
demand will greatly affect the sales of a dominant firm), but the uncertainty from the
competitors will tend to be reduced since their share shrinks, and consequently their
power will normally be weakened. The balance between these opposite developments
cannot be determined on strictly theoretical a priori grounds. If one considers the more
realistic situation of firms diversifying in various markets, the above arguments are
reversed: the market uncertainty is generally reduced for the multiproduct firm by the
simple fact that it ‘does not put all its eggs in one basket’. On the other hand, the un-
certainty from the reaction of competitors may well increase as the firm diversifies,
since in this process the firm must anticipate the attitudes of the firms in the new markets
in which it enters as well as its rivals in its old markets.?

In summary, the controversy among theorists regarding the shape of managerial
costs is not as yet settled. The empirical evidence from various studies of costs (see
section VI), shows that the total LAC curve is L-shaped, but since these studies include
all types of costs, their evidence cannot be interpreted as refuting the U-shaped form of
the managerial costs alone.

Transport and storage costs

Transport costs are incurred partly on the production side (transportation of raw
materials or intermediate products) and partly on the selling side of the firm (transporta-
tion of final product to its markets). The same holds for storage costs.

! See, for example, P. Sargant Florence, The Logic of British and American Industry (Uni-
versity of North Carolina Press, 1953).

2 See, for example, P. W. S. Andrews, Manufacturing Business (Macmillan, 1949).

3 See F. M. Scherer, Industrial Market Structure and Economic Performance (Rand McNally,
1970).
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Storage costs will clearly fall with size. The construction of storehouses follows
broadly the same rules of geometrical relationships between surface, capacity-volume
and inputs, which we discussed in page 132. The storage-cost curve will thus be falling in
general but will be scalloped, due to technical indivisibilities and discontinuities. The
storing capacity can normally be increased by increasing the number of floors of store-
houses, in which case the geometrical input-output relationships clearly do hold.
Beyond a certain scale additional storehouses will be required, the construction of
which will increase the total cost, but unit costs will normally be lower the larger the
output.

The analysis of transport costs is more complicated. The exhaustive examination
of transport costs goes beyond the scope of this book. We can, however, give some idea
of the problems involved in the treatment of transport costs.

If the firm uses its own transport means (e.g. lorries) transport unit costs would fall
up to the point of their full capacity. At larger scales of output it might be possible to
use larger vehicles, in which case the unit costs would fall, and the LAC of transport
would be falling and would have a scalloped form. Beyond the level of output which
allows the employment of the largest available means of transport one should normally
expect constant unit transport costs by duplicating, etc., of these means as output
expands. If the firm uses public transport the unit costs would normally increase with
distance. If special freight rates are obtained for larger quantities transported such
pecuniary economies might offset the increases from the greater distance.

To the above considerations one should add three relevant aspects of transport:
the distance to which the product has to be carried, the importance of transport costs
relative to the value of the product, and the possibility of passing the higher transport
costs to the buyer.!

If the transport costs are negligible relative to the value of the product and if the firm
can pass the transport costs to the buyers, the average transport cost will be U-shaped,
but will rise slowly with size, so that the effect of the transport costs on the optimal
plant size will be negligible. Such a case is shown in figure 4.38. Without taking into
account the transport costs the minimum optimal scale of output is X, while the addition
of transport costs (TrAC), which increase smoothly according to our assumptions,
reduce the minimum optimal scale slightly, to X'. However, if the transport costs rise
fast with distance and their amount is an important component of the total unit costs
(without the firm being able to pass the increases to the buyers), the average unit trans-
port costs will rise rapidly, offsetting possibly other economies of scale and reducing
significantly the minimum optimal scale of plant. Such a situation is shown in figure 4.39.
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! See F. M. Scherer, Industrial Market Structure and Economic Performance (Rand-McNally,
1970).
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B. PECUNIARY ECONOMIES OF SCALE

These are economies accruing to the firm due to discounts that it can obtain due to
its large scale operations. The larger firm may achieve:

(a) Lower prices of its raw materials, bought at special discounts from its suppliers.

(b) Lower cost of external finance. Banks usually offer loans to large corporations
at a lower rate of interest and other favourable terms.

(c) Lower advertising prices may be granted to larger firms if they advertise at
large scales.

(d) Transport rates are often lower if the amounts of commodities transported are
large.

(e) Finally, larger firms may be able to pay lower earnings to their workers if they
attain a size which gives them monopsonistic power (for example, extraction industries
in some areas), or due to the prestige associated with the employment by a large, well-
known firm.

The total average cost is the summation of all costs (of production, marketing,
managerial, transport, etc.). As we said in section III, it is generally accepted that the
total LAC curve falls as the scale of the plant (and of the firm) increases, at least up to a
certain plant (or firm) size. Disagreement exists among economists as to whether (a)
there are diseconomies at very large scales of output (figure 4.40); (b) there is a minimum
optimum scale of output at which all possible economies have been reaped so that costs
remain constant beyond that level (figure 4.41); (c) there are economies of scale at all
levels of output, although their magnitude becomes small beyond a certain scale
(‘inverse J’ costs, figure 4.42).

The empirical evidence, which will be discussed in section VI, supports the view that
there are no diseconomies of scale at large scales of output. The empirical evidence has
not, however, established conclusively whether costs remain constant beyond a certain
minimum optimum scale, or fall continuously with scale.
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VI. EMPIRICAL EVIDENCE ON THE SHAPE OF COSTS

There are various types of empirical cost studies: statistical cost studies, studies based
on questionnaires to firms, engineering cost studies, studies based on the ‘survivor
technique’.

The majority of the empirical cost studies suggest that the U-shaped costs postulated
by the traditional theory are not observed in the real world. Two major results emerge
predominantly from most studies. Firstly, the short-run TVC is best approximated
with a straight (positively-sloping) line. This means that the AVC and the MC are
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constant over a fairly wide range of output. S'econdly, in the long run the average costs
fall sharply over low levels of output and subsequently remain practically constant as
the scale of output increases. This means that the long-run cost is L-shaped rather than
U-shaped. Only in very few cases were diseconomies of scale observed, and these at
very high levels of output.

Of course, all the sources of evidence can and have been attacked on various grounds,
some justified and others unjustified. However, the fact that so many diverse sources of
evidence point in general to the same direction (that is, lead to broadly similar con-
clusions) regarding the shape of costs in practice, surely suggests that the strictly
U-shaped cost curves of traditional theory do not adequately represent reality.

We will examine the different types of cost studies in some detail.

A. STATISTICAL COST STUDIES

Statistical cost studies consist in the application of regression analysis to time series
or cross-section data. Time-series data include observations on different magnitudes
(output, costs, prices, etc.) of a firm over time. Cross-section data give information on
the inputs, costs, outputs and other relevant magnitudes of a group of firms at a given
point of time.

In principle one can estimate short-run and.long-run cost functions either from time
series or from cross-section data.

We may estimate a short-run cost-function either from time-series data of a single
firm over a period during which the firm has a given plant capacity which it has been
utilising at different levels due, for example, to demand fluctuations; or a cross-section
sample of firms of the same plant capacity, each of them operating at a different level of
output for any reason (for example, due to consumers’ preferences, market-sharing
agreements, etc.). Due to the difficulties in obtaining a cross-section sample of firms
fulfilling the above requirements, short-run cost functions are typically estimated from
time-series data of a single firm whose plant has remained the same during the period
covered by the sample.

We may estimate a long-run cost function either from a time-series sample including
the cost—output data of a single firm whose scale of operations has been expanding
(with the same state of technology); or a cross-section sample of firms with different
plant sizes, each being operated optimally (at its minimum cost level). Given that over
time technology changes, time-series data are not appropriate for the estimation of
long-run cost curves. Thus, for long-run statistical cost estimation, cross-sectional
analysis is typically used in an attempt to overcome the problem of changing technology,
since presumably ‘the state of arts’ is given at any one point of time.

The procedure adopted in statistical cost studies may be outlined as follows. Once
the data are collected and appropriately processed (see below) the researcher typically
starts by fitting a linear function to the cost-output observations

C=b,X,+u

where C = total variable cost!
X = output (measured in physical volume)
u = a random variable which absorbs (mainly) the influence on costs of all
the factors which do not appear explicitly in the cost function.?

! Fixed costs are omitted because they are irrelevant to the shape of the AVC and MC
whose knowledge is crucial for short-run decision-making. Furthermore, the omission of fixed
costs avoids the intricate problems of their allocation within the firm.

2 For a discussion of the meaning of the random variable u in economic relationships see
A. Koutsoyiannis, Theory of Econometrics (Macmillan, 1973) pp. 48-54.
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This function implies that the AV C and the MC are constant at all levels of output

oC

MC =" =
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C

The researcher next proceeds with introducing in the linear function higher powers of
output (X), in an attempt to explore the hypothesis of increasing costs or U-shaped
costs. For example, the quadratic cost function

C=bX+b,X*+u
implies increasing AV C and MC (with MC > AV C) at all levels of output

aC
MC =2 =b, +2b,X

C
AVC=}=b1 +b2X
Similarly, the cubic cost function
C=bX—b,X*+b;X>+u

implies U-shaped AV C and MC (with the M C intersecting the A V'C curve — from below —
at its lowest point)

aC
MC === = b, — 2b,X + 3b,X?

o
AVC =~ =b, —b,X + by X’

A comprehensive summary and critique of a wide range of statistical cost studies is
given by J. Johnston' in his classic work. The evidence from most statistical studies is
that in the short run the AV C is constant over a considerable range of output, while in
the long run the AC is in general L-shaped.

The results of statistical cost studies have been criticised on grounds of their interpreta-
tion, data limitations, and omission or inadequate treatment of important explanatory
variables (mis-specification of the cost function).

Interpretation problems

The nature of the data. Statistical cost studies are based on accounting data which differ
from the opportunity costs ideally required for the estimation of theoretical cost
functions. Accounting data do not include several items which constitute costs in the
economist’s view. For example, profit is not included in the accountant’s costs, and the
same holds for all imputed costs, which do not involve actual payments. Thus the
statistical cost functions, based on ex post data (realised accounting data), cannot
refute the U-shape of costs of the traditional theory, which show the ex ante relationship
between cost and output. The statistical results reflect the simple fact that firms in the
short run operate within their planned capacity range, and do not go beyond their

! J. Johnston, Statistical Cost Analysis (McGraw-Hill, 1960).
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capacity limits, precisely because they know that beyond these limits costs rise sharply.
Similarly, the evidence of L-shaped long-run costs reflects the actual costs up to levels
of outputs so far experienced, and the fact that firms do not expand beyond these levels
because they believe that at larger scales of output they will be faced with diseconomies
of scale (increasing costs).

The length of the time period. Ideally the length of the time period should cover the
complete production cycle of the commodity. However, the time period of the accoun-
tants does not coincide with the true time period over which the production cycle is
completed. Usually the accounting data are aggregate data for two or many production
periods, and this aggregation may impart some bias towards linearity of the estimated
cost functions.

Coverage of cost studies. Statistical cost studies refer mostly to public companies, which
are completely different to companies in the competitive industries. Consequently the
evidence cannot be generalised to apply to all industries.

Data deficiencies

Accounting data are not appropriate for estimating theoretical cost functions not
only because they are ex post (realised) expenditures (and not opportunity costs), but
for several additional reasons.

Depreciation expenses. Among the variable costs one shoilld include the user’s cost of
the capital equipment. Accounting data give full depreciation figures which include not
only the user’s cost but also the obsolescence (or time) costs of the equipment. Further-
more, in general accountants use the linear depreciation method, while in the real
world depreciation and running expenses of fixed capital are non-linear: they increase
as the age of the machinery increases.

Allocation of costs. Costs should be correctly allocated to outputs. However, the allo-
cation of semi-fixed costs (which are included in the dependent variable (TVC) of the
cost function) are often allocated by accountants to the various products on the basis of
some rule of thumb, so that there is not exact correspondence between the output and
its reported costs of production.

Cost functions of multiproduct firms. With multiproduct firms one should estimate a
separate cost function for each product. However, the required data either are not
available or are not accurate due to the usually ad hoc allocation of joint costs to the
various products. Thus researchers tend to estimate an aggregate cost function for all
the products of the firm. Such functions are not reliable because of the ‘output index’
which is used as the dependent variable. The index of output is a weighted index of the
various products, the weights being the average cost of the individual products. Under
these conditions what one is really measuring is a ‘circular’ relation, some sort of identity
rather than a causal relationship, since

C = f(X)
and
X = f(AC)
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so that
C = f(4AQ)

Specification of the cost functions

The cost curves assume constant technology and constant prices of inputs. If these
factors change the cost curves will shift. Statistical cost studies have been criticised for
failing to deal adequately with changes in technology and in factor prices.

Changes in technology. We said that short-run cost curves are typically estimated from
time series data of a single firm whose scale of plant has remained constant over the
sample period. It is assumed by researchers that the requirement of constant technology
is automatically fulfilled from the nature of the time-series data. This, however, may not
be true. A firm may report the same plant size, while the physical units of its equipment
have been replaced with more advanced pieces of machinery. For example, a textile
firm may have kept its capacity constant while having replaced several obsolete manual
weaving machines (which have been fully depreciated) with a single automated machine.
This replacement constitutes a change in technology which, if not accounted for, will
distort the cost—output relationship.

When using a cross-section sample of firms of different sizes for the estimation
of the long-run cost curve, it is assumed that the problem of changing technology is
solved, since the available methods of production (‘state of arts’) are known to all firms:
technology in a cross-section sample is constant in the sense of common knowledge of
the ‘state of arts’ at any one time. This, however, does not mean that all firms in the
cross-section sample use equally advanced methods of production. Some firms use
modern while others use obsolete methods of production. Under these conditions the
problem of differences in technology is brushed away by researchers, by the convenient
assumption that technology (i.e. age of plant) is randomly distributed among firms:
some small firms have obsolete technology while others have advanced technology,
and the same is assumed to hold for all firm sizes. If this assumption is true, differences
in the technology of the firms are absorbed by the random variable u and do not affect
the cost-output relation. However, this assumption may not be justified in the real
world. Indeed it is conceivable that large firms have lower costs because they have more
advanced technology. If this is the case, the estimated long-run cost function does not
reflect the theoretical cost-output relationship.

In summary, the cost curves, both short-run and long-run, shift continuously due to
improvements in technology and the ‘quality’ of the factors of production. These shifts
have not been accounted for in estimating the cost curves. Hence the estimated sta-
tistical functions are in fact obtained from ‘joining’ points belonging to shifting cost
curves, and do not show the theoretical shape of costs.

Changes in factor prices. Cost functions have been criticised for not dealing adequately
with the problem of changes of the prices of factors of production.

Time-series data, used in estimating SR cost curves, have in fact been deflated. But
the price indexes used were not the ideally required ones, and thus the estimates have a
bias. Johnston! has argued that the bias involved in the adopted deflating procedures
does not necessarily invalidate the statistical findings, since it is not at all clear that the
bias should be towards linearity of the cost—output relation.

1 J. Johnston, Statistical Cost Analysis (McGraw-Hill, 1960).
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Cross-section studies are thought to avoid the problem of price changes, since prices
are given at any one time. This is true if the firms included in the sample are in the same
location. However, cross-section samples include firms in different locations. If factor
prices are different in the various locations they should be introduced explicitly in the
function (as an explanatory variable or by an appropriate deflating procedure), unless
the price differentials are due to the size of the firms in each location, in which case no
adjustment of costs would be required. Usually cross-section studies ignore the problem
of price differences, and thus their results may not represent the true cost curve.

Changes in the quality of the product. It is assumed that the product does not change
during the sample period. If quality improvements have taken place (and have not been
accounted for), the cost—output relation will be biased. Given the difficulties involved in
‘measuring’ quality differences (over time or between the products of different firms)
this problem has largely been ignored in statistical cost analysis.

Specific criticisms of the long-run cost studies

The following (additional) criticisms have been directed against studies of long-run
costs.

Friedman argued that the empirical findings from cross-section data of firms are not
surprising, since all firms in equilibrium have equal costs (they produce at the minimum
point of their LAC) irrespective of their size. This argument would be valid if the firms
worked in pure competition. However, in manufacturing industries pure competition
does not exist (as we will see in Part Two of this book).

Friedman has also argued that all firms’ unit costs should actually be the same,
irrespective of their size, since all rents are costs to the individual firms. This argument
also implies the existence of pure competition and accounting procedures which would
include ‘rents’, and normal profits (as well as monopoly profits) in the costs. Clearly
accountants do not include these items in their cost figures. Yet their cost figures show
constant cost at large scales of output.

The cross-section data assume (i) that each firm has adjusted its operations so as to
produce optimally; (ii) that technology (i.e. age of plant) is randomly distributed among
firms: some small firms have old technology, while others have advanced technology,
and the same is true for large firms; (iii) that entrepreneurial ability is randomly
associated with the various plant sizes. In short, there are too many inter-firm differences
which cannot be assumed randomly distributed to different plant sizes. Hence, the
measured cost function is not the true cost function of economic theory. This criticism
is basically a valid one.

The measured cost function is a ‘bogus’, fallacious relation which is biased towards
linearity. The firms use ‘standard costing’ procedures which tend to show ficticiously
low costs for small firms and high costs for large firms: in the application of standard
costing methods small firms tend to use a high ‘typical loading factor’, while large
firms tend to apply a conservative (low) ‘typical loading factor’. Thus, the cost data of
firms which apply standard costing methods, if used for the estimation of statistical cost
functions, will impart a bias towards linearity.

The statistical LAC is furthermore fallacious due to the observed fact that usually
small firms work below their ‘average’ capacity, while large firms work above full
capacity.

The last two ‘regression-fallacy’ arguments are valid for many industries for which
cost functions have been statistically estimated.
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B. STUDIES BASED ON QUESTIONNAIRES

The most known and debated study in this group is the one conducted by Eiteman
and Guthrie.! The researchers attempted to draw inferences about the shape of the cost
curves by the method of questionnaires. Selected firms were presented with various
graphs of costs and were asked to state which shape they thought their costs were.
Most of the firms reported that their costs would not increase in the long run, while they
remain constant over some range of output. This is the same evidence as that provided
by the statistical cost functions.

The Eiteman-Guthrie study has been criticised on the grounds that the authors did
not ask the appropriate questions and did not interpret their results correctly. In
particular it has been argued that businessmen might have interpreted the term ‘capacity’
to mean ‘optimum operating capacity’ or ‘absolute capacity’.?

C. ENGINEERING COST STUDIES

The engineering method is based on the technical relationships between inputs and
output levels included in the production function.> From available engineering informa-
tion the researcher decides what are the optimal input combinations for producing any
given level of output. These technically-optimal input combinations are multiplied by
the prices of inputs (factors of production) to give the cost of the corresponding level
of output. The cost function includes the cost of the optimal (least-cost) methods of
producing various levels of output.

To illustrate the engineering method we will use L. Cookenboo’s study of the costs of
operation of crude-oil trunk-lines.* The first stage in the engineering method involves
the estimation of the production function, that is, the technical relation between inputs
and output. In the case of crude-oil trunk-lines output (X) was measured as barrels of
crude oil per day. The main inputs in a pipeline system are ‘pipe diameter’, ‘horse-power
of pumps’, ‘number of pumping stations’. Cookenboo estimated from engineering
information the production function

X = (0_01046)—1/2-735 . H0-37 . D1~73

where X = barrels per day (the study was restricted to outputs ranging between
25,000 and 400,000 barrels per day)
H = horse-power
D = pipe diameter

The production function is homogeneous of degree 2:1, that is, the returns to scale are
approximately equal to 2, implying that an increase in factor inputs by k per cent leads to
an increase of output by 2k per cent. The input ‘number of pumping stations’, did not
lend itself readily to a priori engineering estimation, and Cookenboo used for this input
actual (historical) costs obtained from a pipeline company (after adjusting them for

! W. J. Eiteman and G. E. Guthrie, ‘The Shape of the Average Cost Curve’, American Economic
Review (1952) pp. 832-8. The findings of Eiteman and Guthrie have been widely criticised in a
series of comments in American Economic Review (1953).

2 See R. W. Clower and J. F. Due, Microeconomics (Irwin, 1972) p. 122.

3 For a discussion of the engineering method see H. Chenery, ‘Engineering Production
Functions’, Quarterly Journal of Economics (1949) pp. 507-31.

4 L. Cookenboo Jr, ‘Costs of Operation of Crude Oil Trunk Lines’, in Crude Oil Pipe Lines
and Competition in the Oil Industry (Harvard University Press, 1955); reprinted in H. Townsend
(ed.), Readings in Price Theory (Penguin, 1971).
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abnormal weather conditions prevailing during the construction of the pumping
stations).

The production function relating X, H and D will depend on several factors such as
the density of the crude oil carried through the pipes, the wall thickness of pipe used,
and so forth. Cookenboo estimated his ‘engineering production function’ for the typical
‘Mid-Continent’ crude oil,! and for wall thickness of 1-inch pipe throughout the length
of pipes (allowing 5 per cent terrain variation, and assuming no influence of gravity on
flow of crude oil).

The above production function was computed by the use of a hydraulic formula for
computing horse-powers for various volumes of liquid flow in pipes (adjusted with
appropriate constants for the crude oil of Mid-Continent type). The estimated engineer-
ing production function is shown in figure 4.43 (reproduced from Cookenboo’s work).
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Figure 443 Production function for crude-oil trunk pipelines (output measured in barrels
per day)

The second stage in the engineering method is the estimation of the cost curves from
the technical information provided by the engineering production function. From the
production function it is seen that a given level of output can be technically produced
with various combinations of the D and H inputs. In order to compute the long-run
cost curve Cookenboo proceeded as follows. For each level of output he estimated the
total cost of all possible combinations of H and D, and he chose the least expensive of
these combinations as the optimum one for that level of output. The long-run cost curve
was then formed by the least-cost combinations of inputs for the production of each
level of output included in his study.

The total cost (for each level of output) includes three items, the costs of D, the costs of
H, and ‘other costs’:

The costs of pipe diameter (D). These include the cost of raw materials (steel, valves,
corrosion protectives, and so forth) and the labour costs of laying 1000 miles of pipe
(this being the unit length of piping of -inch wall).

! This crude oil is of 60 SUS viscosity, 34°. API gravity.
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The costs of horse-power (H). These are the annual expenditures for electric power,
labour and maintenance required to operate the pumping stations. Cookenboo included
in this category the initial cost of pumping stations (costs of raw materials and labour
costs).

Other costs. These include the initial costs of storing-tank capacity, surveying the right-
of-way, damages to terrain crossed, a communications system, and the expenses of a
central office force. Cookenboo assumes that these costs are proportional to output
(or to the length of pipes), with the exception of the last item (expenses of the central
office force), which, however, he considers as unimportant:

There are no significant per-barrel costs of a pipe line which change with length. The only
such costs are those of a central office force; these are inconsequential in relation to total.
Hence, it is possible to state that (other) costs per barrel-mile for a 1000 mile trunk line are
representative of costs per barrel-mile of any trunk line.

The derived long-run average-cost curve from the engineering production function
is shown in figure 4.44 (based on Cookenboo’s work).
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Figure 4.44 Costs per barrel of operating crude-oil trunk pipelines.

From his study Cookenboo concluded that the LR costs fall continuously over the
range of output covered by his study.

It should be noted that engineering cost studies are mainly concerned with the produc-
tion costs and pay too little attention to the distribution (selling) and other administra-
tive-managerial expenses. Given their nature, their findings are not surprising and
cannot seriously challenge the U-shaped LR curve of the traditional theory. The existence
of technical economies in large-scale plants has not been questioned. Indeed, by their
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design large-scale plants have a lower unit cost, otherwise firms would not be interested
in switching to such production techniques as their market increased ; they would rather
prefer to expand by duplicating smaller-size plants with whose operations their labour
force (and their administrative staff) is familiar. What has been questioned is the existence
of managerial diseconomies at large scales of output. And engineering cost studies are
not very well suited for providing decisive evidence about the existence of such disecono-
mies.

Engineering costs are probably the closest approximation to the economist’s produc-
tion costs, since they avoid the problems of changing technology (by concentrating on a
given ‘state of arts’) and of changing factor prices (by using current price quotations
furnished by suppliers). Furthermore, by their nature, they provide ex ante information
about the cost-output relation, as economic theory requires. However, engineering
costs give inadequate information about managerial costs and hence are poor approxi-
mations to the total LAC of economic theory.

Another shortcoming of engineering cost studies is the underestimation of costs of
large-scale plants obtained from extension of the results of the studies to levels of output
outside their range. Usually engineering cost studies are based on a small-scale pilot
plant. Engineers next project the input—output relations derived from the pilot plant to
full-scale (large) production plants. It has often been found that the extension of the
existing engineering systems to larger ranges of output levels grossly underestimates the
costs of full-scale, large-size operations.

Finally, engineering cost studies are applicable to operations which lend themselves
readily to engineering analysis. This is the reason why such studies have been found
useful in estimating the cost functions of oil-refining, chemical industrial processes,
nuclear-power generation. However, the technical laws underlying the transformation
of inputs into outputs are not known with the desired detail for most of the manu-
facturing industry, where, as a consequence, the engineering technique cannot be
applied.

D. STATISTICAL PRODUCTION FUNCTIONS

Another source of evidence about the returns to scale are the statistical studies of
production functions. Most of these studies show constant returns to scale, from which
it is inferred that the costs are constant, at least over certain ranges of scale. Like the
statistical cost functions, statistical production functions have been attacked on various
grounds. Their discussion goes beyond the scope of this book. The interested reader is
referred to A. A. Walters’s article: ‘Econometric Production and Cost Functions’,
Econometrica (1963).

E. THE ‘SURVIVOR TECHNIQUE’

This technique has been developed by George Stigler.! It is based on the Darwinian
doctrine of the survival of the fittest. The method implies that the firms with the lowest
costs will survive through time:

(The basic postulate of the survivor technique) is that competition of different sizes of firms
sifts out the more efficient enterprises.

Therefore by examining the development of the size of firms in an industry at different
periods of time one can infer what is the shape of costs in that industry. Presumably,

! G. J. Stigler, ‘The Economies of Scale’, The Journal of Law and Economics (1958) pp. 54-71.
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the survivor technique traces out the long-run cost curve, since it examines the develop-
ment over time of firms operating at different scales of output.

In applying the survivor technique firms or plants in an industry are classified into
groups by size, and the share of each group in the market output is calculated over time.
If the share of a given group (class) falls, the conclusion is that this size is relatively
inefficient, that is, it has high costs (decreasing returns). The criterion for the classifica-
tion of firms into groups is usually the number of employees or the capacity of firms
(as a percentage of the total output of the industry).

To illustrate the application of the survivor technique we present below the results of
Stigler’s study of the economies of scale of the steel industry of the U.S.A. The firms have
been grouped into seven classes according to their percentage market share. From the
data shown in table 4.4 Stigler concluded that during the two decades covered by his
study there has been a continuous decline in the share of the small and the large firms in
the steel industry of the U.S.A. Thus Stigler concluded that the small and the large firms
are inefficient (have high costs). The medium-size firms increased or held their market
share, so they constitute, according to Stigler, the optimum firm size for the steel
industry in the U.S.A.

Table 4.4 Market share of firms of different sizes in the U.S.A.
steel industry

Market share over time:

Groups .

(criterion of classification: per cent of industry output
per cent of industry capacity) 1930 1938 1951
under 0-5 7-16 6-11 4-65
small size 0-5-1 594 5-08 5-37
1-25 13-17 8.30 9.07
2-5-5 10-64 16-59 22:21
medium size 50-10 11-18 1403 812
10-25 13-24 1399 16-10
large size over 25 3867 3591 34-50

Source: G. J. Stigler, ‘The Economies of Scale’, Journal of Law and
Economics (1958).

These findings suggest that the long-run cost curve of the steel industry has a con-
siderable flat stretch (figure 4.45):

Over a wide range of outputs there is no evidence of net economies or diseconomies of scale.

The survivor technique, although attractive for its simplicity, suffers from serious
limitations. Its validity rests on the following assumptions, which are rarely fulfilled in
the real world. It assumes that: (a) the firms pursue the same objectives; (b) the firms
operateinsimilarenvironments so that they do not have locational (or other) advantages;
(c) prices of factors and technology are not changing, since such changes might well be
expected to lead to changes in the optimum plant size; (d) the firms operate in a very
competitive market structure, that is, there are no barriers to entry or collusive agree-
ments, since under such conditions inefficient (high-cost) firms would probably survive
for long periods of time.
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Figure 4.45 Long-run AC curve for the steel industry of the U.S.A. as determined by the ‘sur-
vivor technique’.

Even if conducted with the greatest care and in conditions where the above assump-
tions are fulfilled, the survivor technique indicates only the broad shape of the long-run
cost curve, but does not show the actual magnitude of the economies or diseconomies of
scale.

Another shortcoming of the survivor technique is that it cannot explain cases where
the size distribution of firms remains constant over time. If the share of the various
plant sizes does not change over time, this does not necessarily imply that all scales of
plant are equally efficient. The size distribution of firms does not depend only on costs.
Changes in technology and factor prices, entry barriers, collusive practices, objectives
of firms and other factors as well as costs should be taken into account when analysing
the size distribution of firms over time.

VI. THE RELEVANCE OF THE SHAPE OF COSTS IN
DECISION-MAKING

Knowledge of the cost functions is very important for optimal decision-making by the
firm and the government.

Knowledge of the short-run costs is crucial for pricing and output decisions while
the long-run costs provide useful information for planning the growth and investment
policies of the firm.

Theimplications of the L-shaped cost curves for the theory of the firm and for economic
theory as a whole have been discussed by various writers.! Oliver Williamson? and
Rowley? have examined in detail the effects of economies of scale on the problem of
mergers and monopoly. The following examples are chosen as an illustration of the
importance of the shape of costs in the theory of the firm.

Costs and price—output decisions

As we will see in the remaining chapters of this book, costs are one of the main
determinants of price in all market structures, and in all models pertaining to the
explanation of the behaviour of the firm.

! See, for example, J. M. Clark, Competition as a Dynamic Process (Brookings Institution,
1961); P. Samuelson’s article in Monopolistic Competition Theory: Studies in Impact (Wiley,
1966); N. Kaldor, ‘The Irrelevance of Equilibrium Economics’, Economic Journal (1972);
P.J. D. Wiles, Price, Cost and Output (Blackwell, 1961).

% O. Williamson, ‘Economies as an Antitrust Defense’, American Economic Review (1968).

3 C. K. Rowley, Antitrust and Economic Efficiency (Macmillan, 1973).
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The pure competition model breaks down unless the costs are U-shaped, since
otherwise the size of the firm (its optimal output) is indeterminate (see Chapter 5).

In monopolisticcompetition the shape of the cost curves is of no particular importance;
so long as the slope of the marginal cost is smaller than the slope of the marginal revenue
curve the size of the firm is determinate. However, costs are one of the determinants of
price and output both in the short run and in the long run, since the profit maximising
position of the firm is determined by the marginalistic rule MC = MR (see Chapter 8).

Similar considerations hold for the equilibrium of the monopolist, who sets his price
at the level defined by the intersection of his MC and MR curves. Thus, the cost curves
are entering into the monopolist’s price—output decisions explicitly (see Chapter 6).

In oligopolistic markets that operate with collusion, the level of costs is one of the
main determinants of the bargaining power of the firms which enter collusive agreements.
In cartels the costs of individual firms determine the supply of the industry and the
price which will be set in the market, as well as the quota of each firm member, either by
marginalistic calculations or by bargaining procedures (see Chapter 10).

In the traditional theory of price leadership the leader will be the firm with the lowest
costs. Even if the leader is a large firm, its costs must be low if it is to enforce its leadership
on the smaller firms (see Chapter 10).

The average-cost pricing practices (see Chapters 11-12) are based on detailed
knowledge of the costs of the firm.

Managerial and behavioural models imply some form of collusion, which, as we said,
is based on the cost structure of the firms (see Chapters 15, 16, 17, 18).

Costs and barriers to entry

Costs, either in the form of an absolute cost advantage or in the form of minimum
optimal scale of output, have been found the most important determinants of the height
of barriers to entry in many industries. Preference barriers may in general be overcome
if new firms are prepared to spend an adequate amount of money on research and
development as well as on advertising and other selling activities. Such actions, of course,
will raise the costs of the new firms and thus put them at a relative cost disadvantage.
The lower the costs (at all levels of output) and the larger the minimum optimal scale (that
is, the greater the economies of scale) the greater the entry barriers and hence the higher
the price that firms in an industry can charge without attracting entry (see Chapters
13 and 14).

Costs and market structure

Costs determine, to a large extent, the market structure. Given the size of the market,
the greater the economies of scale, the smaller the number of firms in the industry.
Thus, when the economies of large-scale production are important one should expect an
oligopolistic market structure to emerge in the long run. If the economies of scale are
not important one should in general expect a large number of firms in the industry.

Costs and growth policy of the firm

Given the market size, the direction of growth of a firm is determined basically by cost
considerations. If the long-run costs are U-shaped and the firm has exhausted the avail-
able economies of scale, further expansion in the same market will most probably take
place by building up a new plant. If the firm is faced with a U-shaped scale curve and the
market is stagnant, the firm will look for investment in other markets (diversification).

Mergers and take-overs are based (among other things) on cost considerations.
Similarly if cost advantages are expected from a vertical integration of the various
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stages of production, the firm will sooner or later adopt such a policy. Integrated pro-
duction may also be attractive as a means for preventing entry, since a new firm must
enter with a similar integrated production organisation, which requires substantial
initial capital outlays.

Costs and the regulation of industry

A detailed knowledge of costs is also essential for the regulation of industry by the
government. Regulatory authorities, such as the Monopoly Commission, require detailed
information on the costs of the various firms before they decide to split up large firms,
to encourage or prohibit mergers, to create a monopoly or dissolve an existing one in
order to enhance competition. If there are too many, small firms in an industry in which
economies of scale are substantial, the government can justify a policy aiming at the
increase in the size of firms. On the other hand, if economies of scale are unimportant
and the industry is highly concentrated, the government may decide to adopt policies
aiming at the reduction of the size of the firm (for example, by forbidding mergers or
breaking up the existing large firms).

The above are some illustrative examples of the importance of cost functions in
optimal decision-making.
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5. Perfect Competition

Perfect competition is a market structure characterised by a complete absence of rivalry
among the individual firms. Thus perfect competition in economic theory has a meaning
diametrically opposite to the everyday use of this term. In practice businessmen use the
word competition as synonymous to rivalry. In theory, perfect competition implies
no rivalry among firms.

I. ASSUMPTIONS

The model of perfect competition is based on the following assumptions.

Large numbers of sellers and buyers

The industry or market includes a large number of firms (and buyers), so that each
individual firm, however large, supplies only a small part of the total quantity offered
in the market. The buyers are also numerous so that no monopsonistic power can affect
the working of the market. Under these conditions each firm alone cannot affect the
price in the market by changing its output.

Product homogeneity

The industry is defined as a group of firms producing a homogeneous product. The
technical characteristics of the product as well as the services associated with its sale
and delivery are identical. There is no way in which a buyer could differentiate among
the products of different firms. If the product were differentiated the firm would have
some discretion in setting its price. This is ruled out ex hypothesi in perfect competition.

The assumptions of large numbers of sellers and of product homogeneity imply that
the individual firm in pure competition is a price-taker: its demand curve is infinitely
elastic, indicating that the firm can sell any amount of output at the prevailing market

P
price

market P pre————— P = AR = MR

X
output
Figure 5.1



Perfect Competition 155

price (figure 5.1). The demand curve of the individual firm is also its average revenue
and its marginal revenue curve (see page 156).

Free entry and exit of firms

There is no barrier to entry or exit from the industry. Entry or exit may take time,
but firms have freedom of movement in and out of the industry. This assumption is
supplementary to the assumption of large numbers. If barriers exist the number of
firms in the industry may be reduced so that each one of them may acquire power to
affect the price in the market.

Profit maximisation

The goal of all firms is profit maximisation. No other goals are pursued.

No government regulation

There is no government intervention in the market (tariffs, subsidies, rationing of
production or demand and so on are ruled out).

The above assumptions are sufficient for the firm to be a price-taker and have an
infinitely elastic demand curve. The market structure in which the above assumptions
are fulfilled is called pure competition. It is different from perfect competition, which
requires the fulfilment of the following additional assumptions.

Perfect mobility of factors of production

The factors of production are free to move from one firm to another throughout the
economy. It is also assumed that workers can move between different jobs, which implies
that skills can be learned easily. Finally, raw materials and other factors are not monop-
olised and labour is not unionised. In short, there is perfect competition in the markets
of factors of production.

Perfect knowledge

It is assumed that all sellers and buyers have complete knowledge of the conditions
of the market. This knowledge refers not only to the prevailing conditions in the current
period but in all future periods as well. Information is free and costless. Under these
conditions uncertainty about future developments in the market is ruled out.

Under the above assumptions we will examine the equilibrium of the firm and the
industry in the short run and in the long run.

II. SHORT-RUN EQUILIBRIUM

In order to determine the equilibrium of the industry we need to derive the market
supply. This requires the determination of the supply of the individual firms, since the
market supply is the sum of the supply of all the firms in the industry.

A. EQUILIBRIUM OF THE FIRM IN THE SHORT RUN

The firm is in equilibrium when it maximises its profits (IT), defined as the difference
between total cost and total revenue:

MN=TR-TC
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Given that the normal rate of profit is included in the cost items of the firm, IT is the
profit above the normal rate of return on capital and the remuneration for the risk-
bearing function of the entrepreneur. The firm is in equilibrium when it produces the
output that maximises the difference between total receipts and total costs. The equi-
librium of the firm may be shown graphically in two ways. Either by using the TR and
TC curves, or the MR and MC curves.

In figure 5.2 we show the total revenue and total cost curves of a firm in a perfectly
competitive market. The total-revenue curve is a straight line through the origin,
showing that the price is constant at all levels of output. The firm is a price-taker and
can sell any amount of output at the going market price, with its TR increasing pro-
portionately with its sales. The slope of the TR curve is the marginal revenue. It is
constant and equal to the prevailing market price, since all units are sold at the same
price. Thus in pure competition MR = AR = P.
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Figure 5.2

The shape of the total-cost curve reflects the U shape of the average-cost curve, that is,
the law of variable proportions. The firm maximises its profit at the output X,, where
the distance between the TR and TC curves is the greatest. At lower and higher levels
of output total profit is not maximised: at levels smaller than X , and larger than X
the firm has losses.

The total-revenue-total-cost approach is awkward to use when firms are combined
together in the study of the industry. The alternative approach, which is based on
marginal cost and marginal revenue, uses price as an explicit variable, and shows
clearly the behavioural rule that leads to profit maximisation.

In figure 5.3 we show the average- and marginal-cost curves of the firm together with
its demand curve. We said that the demand curve is also the average revenue curve and
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the marginal revenue curve of the firm in a perfectly competitive market. The marginal
cost cuts the SATC at its minimum point. Both curves are U-shaped, reflecting the law
of variable proportions which is operative in the short run during which the plant is
constant. The firm is in equilibrium (maximises its profit) at the level of output defined
by the intersection of the MC and the MR curves (point e in figure 5.3). To the left of e
profit has not reached its maximum level because each unit of output to the left of X,
brings to the firm a revenue which is greater than its marginal cost. To the right of X,
each additional unit of output costs more than the revenue earned by its sale, so that
a loss is made and total profit is reduced. In summary:

(a) If MC < MR total profit has not been maximised and it pays the firm to expand
its output.

(b) If MC > MR the level of total profit is being reduced and it pays the firm to cut
its production.

(c) If MC = MR short-run profits are maximised.
Thus the first condition for the equilibrium of the firm is that marginal cost be equal to
marginal revenue. However, this condition is not sufficient, since it may be fulfilled
and yet the firm may not be in equilibrium. In figure 5.4 we observe that the condition
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MC = MR is satisfied at point ¢/, yet clearly the firm is not in equilibrium, since profit
is maximized at X, > X,.. The second condition for equilibrium requires that the MC
be rising at the point of its intersection with the MR curve. This means that the MC
must cut the MR curve from below, i.e. the slope of the MC must be steeper than the
slope of the MR curve. In figure 5.4 the slope of MC is positive at e, while the slope of
the MR curve is zero at all levels of output. Thus at e both conditions for equilibrium
are satisfied

(i) MC= MR

and

(ii) (slope of MC) > (slope of MR).

It should be noted that the MC is always positive, because the firm must spend some
money in order to produce an additional unit of output. Thus at equilibrium the MR
is also positive.

The fact that a firm is in (short-run) equilibrium does not necessarily mean that it
makes excess profits. Whether the firm makes excess profits or losses depends on the
level of the ATC at the short-run equilibrium. If the ATC is below the price at equilibrium
(figure 5.5) the firm earns excess profits (equal to the area PABe). If, however, the ATC
is above the price (figure 5.6) the firm makes a loss (equal to the area FPeC). In the latter
case the firm will continue to produce only if it covers its variable costs. Otherwise it
will close down, since by discontinuing its operations the firm is better off: it mimimises
its losses. The point at which the firm covers its variable costs is called ‘the closing-down
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point.” In figure 5.7 the closing-down point of the firm is denoted by point w. If price
falls below P, the firm does not cover its variable costs and is better off if it closes down.

Mathematical derivation of the equilibrium of the firm
The firm aims at the maximisation of its profit

N=R-C
where [IT = profit
R = total revenue
C = total cost

Clearly R = f;(X)and C = f,(X), given the price P.

(a) The first-order condition for the maximisation of a function is that its first derivative
(with respect to X in our case) be equal to zero. Differentiating the total-profit function and
equating to zero we obtain

o _oR oC
x-ox ax_°
or
dR _oC
X "%

The term dR/8X is the slope of the total revenue curve, that is, the marginal revenue. The term
9C/0X is the slope of the total cost curve, or the marginal cost. Thus the first-order condition
for profit maximisation is

MR = MC
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Given that MC > 0, MR must also be positive at equilibrium. Since MR = P the first-order
condition may be written as MC = P.

(b) The second-order condition for a maximum requires that the second derivative of the
function be negative (implying that after its highest point the curve turns downwards). The second
derivative of the total-profit function is

&’ R 9*C

This must be negative if the function has been maximised, that is
*R  o*C

ax: " axa <0

which yields the condition
0’R  9*C
—— < —_—
oX* ox*?

But 9*R/0X? is the slope of the MR curve and §2C/dX? is the slope of the MC curve. Hence the
second-order condition may verbally be written as follows

(slope of MR) < (slope of MC)

Thus the MC must have a steeper slope than the MR curve or the MC must cut the MR curve
from below. In pure competition the slope of the MR curve is zero, hence the second-order

condition is simplified as follows
a*C
0<—
ox?

which reads: the MC curve must have a positive slope, or the MC must be rising.

B. THE SUPPLY CURVE OF THE FIRM AND THE INDUSTRY

The supply curve of the firm may be derived by the points of intersection of its MC
curve with successive demand curves. Assume that the market price increases gradually.
This causes an upward shift of the demand curve of the firm. Given the positive slope
of the MC curve, each higher demand curve cuts the (given) MC curve to a point which
lies to the right of the previous intersection. This implies that the quantity supplied
by the firm increases as price rises. The firm, given its cost structure, will not supply any
quantity (will close down) if the price falls below P, because at a lower price the firm
does not cover its variable costs (figure 5.8). If we plot the successive points of intersec-
tion of MC and the demand curves on a separate graph we observe that the supply curve
of the individual firm is identical to its M'C curve to the right of the closing-down point
w. Below P, the quantity supplied by the firm is zero. As price rises above P,, the
quantity supplied increases. The supply curve of the firm is shown in figure 5.9.

The industry-supply curve is the horizontal summation of the supply curves of the
individual firms. It is assumed that the factor prices and the technology are given and
that the number of firms is very large. Under these conditions the total quantity supplied
in the market at each price is the sum of the quantities supplied by all firms at that price.
In figure 5.10 we show the industry supply as a straight line with a positive slope. It
should, however, be noted that the particular shape of the market-supply curve depends
on the technology and on factor prices, as well as the size distribution of the firms in the
industry. All firms are not usually of the same size. The particular size of each firm
in perfect competition depends on the entrepreneurial efficiency of the businessman,
which is traditionally considered as a random attribute.



160 Theory of the Firm

P P
C c
SMC S
P, / Ppl-———— = ——————— /
P, 1 / z:.lv.g P. Cl
v

P' P'
0 X, X3 Xp X o] X, Xy Xz X

Figure 5.8 Figure 5.9

C. SHORT-RUN EQUILIBRIUM OF THE INDUSTRY

Given the market demand and the market supply the industry is in equilibrium at
that price which clears the market, that is at the price at which the quantity demanded
is equal to the quantity supplied. In figure 5.10 the industry is in equilibrium at price P,
at which the quantity demanded and supplied is Q. However, this will be a short-run
equilibrium, if at the prevailing price firms are making excess profits (figure 5.11) or
losses (figure 5.12). In the long run, firms that make losses and cannot readjust their
plant will close down. Those that make excess profits will expand their capacity, while
excess profits will also attract new firms into the industry. Entry, exit and readjustment
of the remaining firms in the industry will lead to a long-run equilibrium in which firms
will just be earning normal profits and there will be no entry or exit from the industry.

P

0 Q
Figure 5.10 Short-run Figure 5.11 Short-run Figure 5.12 Short-run
industry equilibrium equilibrium of a firm equilibrium of a firm
(excess profits) (losses)

III. LONG-RUN EQUILIBRIUM

A. EQUILIBRIUM OF THE FIRM IN THE LONG RUN

In the long run firms are in equilibrium when they have adjusted their plant so as to
produce at the minimum point of their long-run AC curve, which is tangent (at this
point) to the demand curve defined by the market price. In the long run the firms will
be earning just normal profits, which are included in the LAC. If they are making excess
profits new firms will be attracted in the industry; this will lead to a fall in price (a down-
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ward shift in the individual demand curves) and an upward shift of the cost curves due to
the increase of the prices of factors as the industry expands. These changes will continue
until the LAC is tangent to the demand curve defined by the market price. If the firms
make losses in the long run they will leave the industry, price will rise and costs may
fall as the industry contracts, until the remaining firms in the industry cover their total
costs inclusive of the normal rate of profit.

In figure 5.14 we show how firms adjust to their long-run equilibrium position. If
the price is P, the firm is making excess profits working with the plant whose cost is
denoted by SAC,. It will therefore have an incentive to build new capacity and it will
move along its LAC. At the same time new firms will be entering the industry attracted
by the excess profits. As the quantity supplied in the market increases (by the increased
production of expanding old firms and by the newly established ones) the supply curve
in the market will shift to the right and price will fall until it reaches the level of P,
(in figure 5.13) at which the firms and the industry are in long-run equilibrium. The
LAC in figure 5.14 is the final-cost curve including any increase in the prices of factors
that may have taken place as the industry expanded.
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The condition for the long-run equilibrium of the firm is that the marginal cost be

equal to the price and to the long-run average cost
LMC =LAC =P

The firm adjusts its plant size so as to produce that level of output at which the LAC
is the minimum possible, given the technology and the prices of factors of production.
Atequilibrium the short-run marginal cost is equal to the long-run marginal cost and the
short-run average cost is equal to the long-run average cost. Thus, given the above
equilibrium condition, we have

SMC = LMC = LAC = LMC = P = MR
This implies that at the minimum point of the LAC the corresponding (short-run)
plant is worked at its optimal capacity, so that the minima of the LAC and SAC coincide.
On the other hand, the LMC cuts the LAC at its minimum point and the SMC cuts the

SAC at its minimum point. Thus at the minimum point of the LAC the above equality
between short-run and long-run costs is satisfied.

B. EQUILIBRIUM OF THE INDUSTRY IN THE LONG RUN

The industry is in long-run equilibrium when a price is reached at which all firms
are in equilibrium (producing at the minimum point of their LAC curve and making
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just normal profits). Under these conditions there is no further entry or exit of firms
in the industry, given the technology and factor prices. The long-run equilibrium of the
industry is shown in figure 5.15. At the market price, P, the firms produce at their
minimum cost, earning just normal profits. The firm is in equilibrium because at the
level of output X

LMC = SMC =P = MR

This equality ensures that the firm maximises its profit.

At the price P the industry is in equilibrium because profits are normal and all costs
are covered so that there is no incentive for entry or exit. That the firms earn just normal
profit (neither excess profits nor losses) is shown by the equality

LAC =SAC =P

which is observed at the minimum point of the LAC curve. With all firms in the industry
being in equilibrium and with no entry or exit, the industry supply remains stable, and,
given the market demand (DD’ in figure 5.15), the price P is a long-run equilibrium price.

Since the price in the market is unique, this implies that all firms in the industry have
the same minimum long-run average cost. This, however, does not mean that all firms are
of the same size or have the same efficiency, despite the fact that their LAC is the same
in equilibrium. The more efficient firms employ more productive factors of production
and/or more able managers. These more efficient factors must be remunerated for their
higher productivity, otherwise they will be bid off by the new entrants in the industry.
In other words, as the price rises in the market the more efficient firms earn a rent which
they must pay to their superior resources. Thus rents of more efficient factors become
costs for the individual firm, and hence the LAC of the more efficient firms shifts upwards
as the market price rises, even if the factor prices for the industry as a whole remain
constant as the industry expands. In this situation the LAC of the old, more efficient,
firms must be redrawn so as to be tangent at the higher market price. The LMC of the
old firms is not affected by the rents accruing to its more productive factors. (It will be
shifted only if the prices of factors for the industry in general increase.) Thus the more
efficient firms will be in equilibrium, producing that output at which the redrawn LAC
is at its minimum (at which point the LAC is cut by the initial LMC given that factor
prices remain constant). Under these conditions, with the superior, more productive
resources properly costed at their opportunity cost, all firms have the same unit cost in
their long-run equilibrium. This is shown in figure 5.16. At the initial price P, the
second firm was not in the industry as it could not cover its costs at that price. However,
at the new price, P,, firm B enters the industry, making just normal profits. The estab-
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lished firm A earns rents which are imputed costs, so that its LAC shifts upwards and
it reaches a new long-run equilibrium producing a higher level of output (X’,).

C. OPTIMAL RESOURCE ALLOCATION

In perfect competition the market mechanism leads to an optimal allocation of
resources. The optimality is shown by the following conditions which prevail in the
long-run equilibrium of the industry:

(a) The output is produced at the minimum feasible cost.

(b) Consumers pay the minimum possible price which just covers the marginal cost
of the product, that is, price = opportunity cost.

(c) Plants are used at full capacity in the long run, so that there is no waste of re-
sources.

(d) Firms only earn normal profits.

In the long run these conditions prevail in all markets, so that resources are optimally
allocated in the economy as a whole. If we assume for simplicity that there are only two
commodities (x and y) produced in the economy we may present the allocation of the
given resources of the economy with the familiar production-possibility curve. The
preferences of the consumers in the economy may be shown by community indifference
curves. Given the production-possibility curve and consumers’ preferences, perfect
competition will lead to the optimal allocation of resources under the following con-
ditions:

Firstly, if the consumers’ sovereignty, expressed by the price system (uncontrolled by
any government intervention), reflects the correct ranking of preferences of the com-
munity.

Secondly, if there are no unexhausted economies of scale in any one industry.

Finally, if resources and technology are given; there is no growth in the economy and
no technical progress.

If the above conditions are fulfilled, perfect competition leads to the optimal resource
allocation defined by the point of tangency of the given production-possibility curve
with the highest possible indifference curve. In figure 5.17 optimal allocation of resources
is reached at point e. The economy uses up all the available resources (point e lies on the
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production-possibility curve) and consumers attain the highest possible welfare, given
the available factors of production. The optimal allocation is attained at the prices P,
and P, at which the levels of output of the two commodities are 0X and 0Y.

IV. DYNAMIC CHANGES AND INDUSTRY EQUILIBRIUM

In this section we will examine the predictions of the perfect competition model in the
following situations:

A. A shift in the market demand
B. A shift in the costs following changes in factor prices
C. Imposition of a tax by the government.

A. SHIFT IN THE MARKET DEMAND: CONSTANT-, INCREASING- AND
DECREASING-COST INDUSTRIES

Assume that the market demand shifts to the right due to an increase in consumers’
income (or to a change in the other determinants of market demand, e.g. increase in
total population, etc.). In the short run the supply curve is given. Price will rise (to P’
in figure 5.18) and the quantity supplied will increase (from Q to Q' in figure 5.18) by
an expansion of the production of the existing firms (from X to X’ in figure 5.19), which
will be realising excess profits at the higher market price (equal to the area ABCP’).
In the long run the excess profits made by the established firms will attract new firms into
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Figure 5.18 Industry Figure 5.19 Firm
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the industry. This influx of firms will shift the market supply to the right and will cause
price to fall below the short-run equilibrium level (P’). The new equilibrium price may
remain above the original level, or it may return to the original level, depending on the
size of the shift in the market supply, which reflects the cost conditions of the industry
(the change in factor prices as the industry expands).

An industry is a constant-cost industry if the prices of factors of production employed
by it remain constant as industry output expands. An industry is an increasing-cost
industry if the prices of factors of production increase as the market expands. An industry
is a decreasing-cost industry if the prices of factors of production decline as the market
expands.

Constant-cost industry

In figure 5.20 we show the case of long-run equilibrium of an industry which grows
with constant costs. We start from an initial long-run equilibrium situation where the
demand-curve price line of the firm is tangent to the long-run and the short-run average-
total-cost curves at their minimum points. Assume that the market demand shifts from
DD’ to D, D). In the short run price increases to P’ and the existing firms increase their
output, operating their plant above full capacity. The increased quantity is shown by a
movement along the market supply SS'. This situation, however, cannot persist in the
long run because the excess profits attract entry. The resulting increase in the demand
of factors of production is assumed not to raise their price, so that the LAC curve does
not shift upwards. The new firms will produce under the same LAC conditions as the
already established firms. Entry will continue until the new supply curve S, S} intersects
the shifted-demand curve at the initial price P. If the market continues to grow, the
industry-demand curve will shift further to the right (D,D5) and the whole process will
repeat itself. New firms will enter in the industry and the supply curve will shift to the
right until it cuts the new demand curve at the initial price. The long-run industry
supply is a straight line (abc in figure 5.20) parallel to the quantity-axis at the initial
price level.
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Increasing-cost industry

An industry is said to be an increasing-cost industry if its long-run supply curve has a
positive slope, indicating that the prices of factors increase as the industry output
expands.

The process of adjustment of the industry supply to the growing market demand
under conditions of increasing costs is shown in figure 5.22. As the market demand
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LAC,

shifts from its initial equilibrium DD’ to the new level D,D’, price will increase in the
short run (to P,): an increase in the quantity supplied is forthcoming by existing firms
working their plant beyond its optimal capacity. Excess profits will attract new firms in
the industry. Now, however, we assume that the prices of factors increase as their
demand expands.

The LAC of all firms (existing as well as new) shifts upwards, while the LMC shifts
to the left with the increasing factor prices. This will tend to shift the industry supply to
the left. However, at the same time, the quantity supplied increases as new firms enter
the industry and thus the market supply will tend to shift to the right. The latter shift
more than offsets the first, so that on balance the supply curve shifts outwards as price
increases (otherwise the new firms would work by bidding away resources from the
established firms, and industry output would be impossible to expand as required by
the increase in the market price). The shift of the supply curve will lead to a fall in price
(as compared with the short-run level P,) if the increase in factor prices permits it. If,
however, the increase in factor costs is substantial the new equilibrium price might stay
at the short-run level despite the shift in supply. In any case the new market price will be
higher than the original level and the long-run supply curve (efg in figure 5.22) will be
upwards-sloping. In an increasing-cost industry output can expand in the long run only
at an increasing supply price.!

Decreasing-cost industry

An industry is said to be a decreasing-cost industry if its long-run supply curve has a
negative slope, indicating that the prices of factors fall as the industry output expands.

The process of adjustment of the industry supply to the expanding market demand
is shown in figure 5.24. As the market demand shifts to the right (from D to D,) price
increases in the short run and entry is attracted. The ensuing increased demand for factors
encourages their suppliers to innovate or improve their skills, so that factor costs
become in fact lower per unit of output. In these circumstances we speak of external
(to the industry and to the firm) economies® (figure 5.24). The decline in factor prices

' It should be noted that in the new market equilibrium the output (size) of the individual
firm may be smaller, greater or equal to the level of output in the original equilibrium, depending
on the shift of the cost curves. In figure 5.23 we assumed that the output of the firm is the same as
in its original equilibrium. What is certain with increasing cost industries is that the market
price, the market output and the number of firms will increase as demand shifts.

2 Note that external economies are different from the internal to the firm economies of scale.
The latter are under the control of the firm, while external economies are not.
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shifts the cost curves of individual firms downward (figure 5.25). The industry supply
shifts so far to the right that price in the long run falls below the initial level. The long-run
supply curve is the line him in figure 5.24, which has a negative slope. This implies that
if there are strong external economies the industry supply can expand in the long run
at a decreasing price.

B. PREDICTIONS OF THE PERFECT COMPETITION MODEL WHEN COSTS
CHANGE

The effects of a change in costs depend on whether the change relates to the fixed or
the variable costs of the firm.

An increase in the fixed cost

Assume that the rents of the buildings (offices) occupied by a firm are raised. This will
result in an upward shift in both the AFC and the ATC curves (figure 5.26). However,
the A VC and the MC curves are not affected, since rents are an element of the fixed cost.

Given that the MC curve is the supply curve of the firm, the equilibrium position of
the firm (e) is not affected in the short run. Hence the same output will be produced and
the market supply and price will not change in the short run.

However, assuming that the firm before the change in costs was in long-run equilib-
rium earning just normal profits, it will not now cover its higher (shifted) total average
costs and will go out of business in the long run. Consequently in the long run the
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market-supply curve will shift upwards to the left; in the new equilibrium the output
will be lower, the price higher, and there will be fewer firms in the industry (if the higher
price does not cover the increased costs) (figure 5.27).

An increase in the variable costs

Assume that market wages are increased. This will cause a shift of the AVC the
ATC and the MC curves of the firm upwards to the left (figure 5.28). Given that the
MC is also the supply curve of the firm, the increase in the variable costs will result in a
decrease in the quantity supplied by the firm at the going market price (from x to x’
in figure 5.28). Thus, even in the short run, the market-supply curve will shift upwards
to the left and, given the market demand, price will rise. In the new market equilibrium
the number of firms will be the same but the quantity will be lower and the price higher
as compared with the initial equilibrium (figure 5.29).
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C. EFFECT OF IMPOSITION OF A TAX

We will examine the effects of the imposition by the government of a lump-sum tax,
a profits tax, and a specific tax, that is, a tax per unit of output.

Imposition of a lump-sum tax (per period)

The analysis of the effects of a lump-sum tax is the same as in the case of an increase
in the fixed cost examined in the previous section, since the lump-sum tax is like a fixed
cost to the firm.

Thus in the short run the lump-sum tax will not affect the MC cost curve and the
firm will continue to produce the same output as before the imposition of the tax.

However, if the firm was earning just normal profits prior to the tax, it will not be
covering its ATC at the going market price and will close down in the long run. Thus in
the long run the market-supply curve will shift to the left as firms leave the industry;
the output will be lower and the price higher as compared with the pre-tax equilibrium.

Imposition of a profits tax

This tax takes the form of a percentage on the net profit of the firm. The effects of a
profits tax are the same with those of a lump-sum tax. The profits tax, while reducing
the profits (by adding to the cash expenses of the firm), will not affect its MC. Hence in
the short run the equilibrium of the firm and the industry will not change.
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However, in the long run, exit of firms will be inevitable if in the pre-tax period firms
were earning just normal profits. In the long run the supply in the market would shift
to the left and a new equilibrium would be reached with a higher price, a lower quantity
produced and a smaller number of firms.

Imposition of a specific sales tax

This takes the form of a given amount of money (e.g. 5p) per unit of output produced.
Such a tax clearly affects the MC of the firm. The MC curve, which is also the supply
curve of the firm, will shift upwards to the left, and the amount produced at the going
price will be reduced.

The market-supply curve will shift upwards to the left and price will rise. The im-
portant question here is by how much will the price increase: will the increase in P be
smaller, equal, or greater than the specific tax? This is an important question because
it relates to who is going to bear the specific sales tax: the consumer-buyer, the firm, or
both?

The answer to this question is that the burden of the specific tax that will be borne by
the consumer (buyer) depends on the price elasticity of supply, given the market demand.
In general, the most elastic the market supply the higher the proportion of the tax that
the consumer will bear and the less the burden of the firm from the specific tax.

So long as the market supply has a positive slope the specific tax will be paid partly
by the buyer and partly by the firm. The burden to the firm will be smaller the greater
the elasticity of supply. In other words, the firms will be able to pass on to the consumer
more of the specific tax, the more elastic the market supply. This is illustrated in figures
5.30 and 5.31. The demand curve is identical in both figures and the initial (pre-tax)
price is the same, but the supply in figure 5.31 is more elastic. Imposition of a specific
tax equal to ab raises the price by AP in figure 5.30 and by AP, in figure 5.31. Clearly
AP, > AP, that is, the tax burden to the consumer is greater in the case of a more
elastic supply curve (given the market demand).
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In the limiting case of a market-supply curve with infinite elasticity the increase in
price is equal to the specific tax and the whole tax burden is borne by the consumer. In
figure 5.32 the demand is the same as in figures 5.30 and 5.31, but the supply is parallel
to the horizontal axis, showing infinite price elasticity. The imposition of a specific tax
equal to ab (same as before) leads to an equal increase in the price: AP, = ab.

If the supply curve has a negative slope (figure 5.33) the imposition of a specific tax
results in an increase in the price which is greater than the tax. In figure 5.33 the demand
is identical as in the above-examined cases but the supply is negatively sloping (with its
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slope smaller than the slope of the DD curve). Under these conditions a specific tax
of ab leads to an increase in the market price equal to AP,, which is obviously larger
than the unit tax.

The analysis of the predictions of the perfect competition model when the environ-
ment changes is important. Such analysis will be attempted for other models of the
behaviour of the firm. Comparison of the predictions of various models usually shows
how to test the different theories and choose between them.



6. Monopoly

I. DEFINITION

Monopoly is a market structure in which there is a single seller, there are no close
substitutes for the commodity it produces and there are barriers to entry.

The main causes that lead to monopoly are the following. Firstly, ownership of
strategic raw materials, or exclusive knowledge of production techniques. Secondly,
patent rights for a product or for a production process. Thirdly, government licensing
or the imposition of foreign trade barriers to exclude foreign competitors. Fourthly,
the size of the market may be such as not to support more than one plant of optimal size.
The technology may be such as to exhibit substantial economies of scale, which require
only a single plant, if they are to be fully reaped. For example, in transport, electricity,
communications, there are substantial economies which can be realised only at large
scales of output. The size of the market may not allow the existence of more than a
single large plant. In these conditions it is said that the market creates a ‘natural’
monopoly, and it is usually the case that the government undertakes the production of
the commodity or of the service so as to avoid exploitation of the consumers. This is the
case of the public utilities. Fifthly, the existing firm adopts a limit-pricing policy, that
is, a pricing policy aiming at the prevention of new entry<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>