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PREFACE TO THE FIRST EDITION

After the domination of behaviourism in Anglo-American psychology during the
middle of the century, the impression has been left, reflected in the many texts on
research design, that the experimental method is thé central tool of psychological
research. In fact, a glance through journals will illuminate a wide array of data-
gathering instruments in use outside the experimental laboratory and beyond the
field experiment. This book takes the reader through details of the experimental
method, but also examines the many criticisms of it, in particular the argument that
its use, as a paradigm, has led to some fairly arid and unrealistic psychological
models, as has the empirical insistence on quantification. The reader is also
introduced to non-experimental method in some depth, where current A-level texts
tend to be rather superficial. But, further, it takes the reader somewhat beyond
current A-level minimum requirements and into the world of qualitative
approaches.

Having said that, it is written ar a level which should feel ‘friendly’ and comfortable
to the person just starting their study of psychology. The beginner will find it useful to
read part one first, since this section introduces fundamental issues of scientific
method and techniques of measuring or gathering data about people. Thereafter, any
reader can and should use it as @ manual to be dipped into at the appropriate place for
the current research project or problem, though the early chapters of the statistics
section will need to be consulted in order to understand the rationale and procedure
of the tests of significance.

T have tried to write the statistical sections as I teach them, with the mathematically
nervous student very much in mind. Very often, though, people who think they are
poor at mathematical thinking find statistics far less difficult than they had feared,
and the tests in this book which match current A-level requirements involve the use of
very few mathematical operations. Except for a few illuminative examples, the
statistical concepts are all introduced via realistic psychological data, some emanating
from actual studies performed by students.

This book will provide the A-level, A/S-level or International Baccalaureate
student with all that is necessary, not only for selecting methods and statistical
treatments for practical work and for structured questions on research examples, but
also for dealing with general issues of scientific and research methods. Higher
educaton students, too, wary of statistics as vast numbers of psychology beginners
often are, should also find this book an accessible route into the area. Questions
throughout are intended to engage the reader in active thinking about the current
topic, often by stimulating the prediction of problems before they are presented. The
i}'lsnal structured questions imitate those found in the papers of several Examination

oards.

I hope, through using this book, the reader will be encouraged to enjoy research;
not to see it as an intimidating add-on, but, in fact, as the engine of theory without
which we would be left with a broad array of truly fascinating ideas about human
experience and behaviour with no means of telling which are sheer fantasy and which
might lead us to models of the human condition grounded in reality.

If there are points in this book which you wish to question, please get in touch via
the publisher.

Hugh Coolican
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PREFACE TO THE SECOND EDITION

When I wrote the first edition of this book I was writing as an A-level teacher knowing
that we all needed a comprehensive book of methods and statistics which didn’t then
exist at the appropriate level. I was pleasantly surprised, therefore, to find an
increasing number of Higher Education institutions using the book as an intro-
ductory text. In response to the interests of higher education students, I have
included chapters on significance tests for three or more conditions, both non-
parametric and using ANOVA. The latter takes the student into the world of the
interactions which are possible with the use of more than one independent variable.
The point about the ‘maths’ involved in psychological statistics still holds true,
however. The calculations involve no more than those on the most basic calculator —
addition, subtraction, multiplication and division, squares, square roots and deci-
mals. The chapter on other useful complex tests is meant only as a signpost to readers
venturing further into more complex designs and statistical investigation.

Although this introduction of more complex test procedures tends to weight the
book further towards statistics, a central theme remains the importance of the whole
spectrum of possible research methods in psychology. Hence, I have included a brief
introduction to the currently influential, if controversial, qualitative approaches of
discourse analysis and reflexivity, along with several other minor additions to the
variety of methods. The reader will find a general updating of research used to
exemplify methods. ,

In the interest of student learning through engagement with the text, I have
included a glossary at the end of each chapter which doubles as a self-test exercise,
though A-level tutors, and those at similar levels, will need to point out that students
are not expected to be familiar with every single key term. The glossary definition for
each term is easily found by consulting the main index and turning to the page
referred to in heavy type. To stem the tide of requests for sample student reports,
which the first edition encouraged, I have written a bogus report, set at an ‘average’
level (I believe), and included possible marker’s comments, both serious and hair-
splitting,

Finally, 1 anticipate, as with the first edition, many enquiries and arguments
critical of some of my points, and these I welcome. Such enquiries have caused me to
alter, or somewhat complicate, several points made in the first edition. For instance,
we lose Yates’ correction, find limitations on the classic Spearman’s rho formula,
learn that correlation with dichotomous (and therefore nominal) variables s possible,
and so on. These points do not affect anything the student needs to know for their
A-level exam but may affect procedures used in practical reports. Nevertheless, I
have withstood the temptation to enter into many other subtle debates or niceties
simply because the main aim of the book is still, of course, to clarify and not to
confuse through density. I do hope that this aim has been aided by the inclusion of yet
more teaching ‘tricks’ developed since the last edition, and, at last, a few of my
favourite illustrations. If only some of these could move!

Hugh Coolican
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PART ONE

Introduction
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PsYcCHOLOGY AND RESEARCH

This introduction sets the scene for research in psychology. The key ideas are

that:

* Psychological researchers generally follow a scientific approach.

« This involves the logic of testing hypotheses produced from falsifiable theories.

» Hypotheses need to be precisely stated before testing,

« Scientific research is a continuous and social activity, involving promotion and
checking of ideas amongst colleagues.

* Researchers use probability statistics to decide whether effects are ‘significant’
or not.

* Research has to be carefully planned with attention to design, variables,
samples and subsequent data analysis. If alf these areas are not fully planned,
resufts may be ambiguous or useless,

* Some researchers have strong objections to the use of traditional scientific
methods in the study of persons. They support qualitative and 'new paradigm’
methods which may not involve rigid pre-planned testing of hypotheses.

Student: I’d like to enrol for psychology please.

Lecturer: You do realise that it includes quite a bit of statistics, and you’ll
have to do some experimental work and write up practical
reports?

Student: Oh...

When enrolling for a course in psychology, the prospective student is very often taken
aback by the discovery that the syllabus includes a fair-sized dollop of statistics and
that practical research, experiments and report-writing are all involved. My experi-
ence as a tutor has commonly been that many ‘A’ level psychology students are either
‘escaping’ from school into further education or tentatively returning after years away
from academic study. Both sorts of student are frequently dismayed to find that this
new and exciting subject is going to thrust them back into two of the areas they most
disliked in school. One is maths — but rest assured! Statistics, in fact, will involve you
in little of the maths on a traditfional syllabus and will be perforrmed on real data most
of which you have gathered yourself. Calculators and computers do the ‘number
crunching’ these days. The other area is science.

It is strange that of all the sciences — natural and social — the one which directly
concerns ourselves as individuals in society is the least likely to be found in schools,
where teachers are preparing young people for social life, amongst other things! It is
also strange that a student can study all the ‘hard’ natural sciences — physics,
chemistry, biology — yet never be asked to consider what a science is undl they study
psychology or sociology.
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These are generalisations of course. Some schools teach psychology. Others
nowadays teach the underlying principles of scientific research. Some of us actually
enjoyed science and maths at school. If you did, you’ll find some parts of this book
fairly easy going. But can I state one of my most cherished beliefs right now, for the
sake of those who hate numbers and think this is all going to be a struggle, or, worse
still, boring? Many of the ideas and concepts introduced in this book will already be
in your head in an informal way, even ‘hard’ topics like probability. My job is partly to
give names to some concepts you will easily think of for yourself. At other times it will
be to formalise and tighten up ideas that you have gathered through experience. For
instance, you already have a fairly good idea of how many cats out of ten ought to
choose ‘Poshpaws’ cat food in preference to another brand, in order for us to be
convinced that this is a real difference and not a fluke. You can probably start
discussing quite competently what would count as a representative sample of people
for a particular survey.

Returning to the prospective student then, he or she usually has little clue about
what sort of research psychologists do. The notion of ‘experiments’ sometimes
produces anxiety. “Will we be conditioned or brainwashed?’

If we ignore images from the black-and-white film industry, and think carefully
about what psychological researchers might do, we might conjure up an image of the
street survey. Think again, and we might suggest that psychologists watch people’s
behaviour. I agree with Gross (1992) who says that, at a party, if one admits to
teaching, or even studying, psychology, a common reaction is ‘Oh, I’d better be
careful what I say from now on’. Another strong contender is ‘I suppose you’ll be
analysing my behaviour’ (said as the speaker takes one hesitant step backwards) in the
mistaken assumption that psychologists go around making deep, mysterious inter-
pretations of human actions as they occur. (If you meet someone who does do this,
ask them something about the evidence they use, after you’ve finished with this
book!) The notion of such analysis is loosely connected to Freud who, though
popularly portrayed as a psychiatric Sherlock Holmes, used very few of the sorts of
research outlined in this book — though he did use unstructured clinical interviews
and the case-study method (Chapter 8).

SO WHAT IS THE NATURE OF PSYCHOLOGICAL
RESEARCH?

Although there are endless and furious debates about what a science is and what sort
of science, if any, psychology should be, a majority of psychologists would agree that
research should be scientific, and at the very least that it should be objective,
controlled and checkable. There is no final agreement, however, about precisely zow
scientific method should operate within the very broad range of psychological
research topics. There are many definitions of science but, for present purposes,
Allport’s (1947) is useful. Science, he claims, has the aims of:

. understanding, prediction and control above the levels achieved by
unaided common sense.’

What does Allport, or anyone, mean by ‘common sense’? Aren’t some things blindly
obvious? Isn’t it indisputable that babies are born with different personalities, for
instance? Let’s have a look at some other popular ‘common-sense’ claims.

sy SR
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1 have used these statements, including the controversial ones, because they are just
the sort of things people claim confidently, yet with no hard evidence. They are
chunches’ masquerading as fact. I call them ‘armchair certainties (or theories)’
because this is where they are often claimed from.

Box |.| ‘Common-sense’ claims

I Women obviously have a maternal
instinct — look how strongly they want to
stay with their child and protect:it

2 Mic_hell.e is so good at predicting people’s
“star sign — there must be something in
astrology

3' So many batsmen get out on 98 or 99 —
it must be the psycholdgical pressure

4 Women are less logical, more suggestble
and make worse drivers than men

5 | wouldn’t obey someone who told me
16 seffously hurt another person if.[ could
possibly avoid it

6 The trouble with having so many black
immigrants is that the- country is-too
small’ (Quote from Call Nick Ross phone-
in, BBC Radio 4, 3.11.92)

Have we checked how men would feel
after several months alone with a. baby7
Does the term ‘instinct’ add. o our
understanding, or does it simply describe
what mothers do and, perhaps feel? Do dll
mothers feel this way!

Have we. checked that Michelle gets a lot
more sigis correct than, anyone Wou[d by
just guessing? Have we counted the times
when she's wrong?

Have we compared with the numbéers of
batsmen who get out-on othér high totals?

‘Women score the same as men-oh logical
“tests in gerieral. They are equally

suggestsble though boys. are more likely to
agree with views they. don't hold but which-
are held by their peer group. S‘tatls'tlcally,
women are mare ||ke1y to obey traffic niles
and-have less expensive accidents. Why else’
would ‘one lady owner' be a selling point?

"About 62% of people who could: have

walked free from an experiment,.continued
to obey an.experiménter who asked them
to give electric shocks to a ‘learner’ who
had fallei silent after screaming horribly

In 1991, the total black population of the
UK (African Caribbean and Indian sub-
continental As;an) was a little undér5%.
Almost every year since the second world
war, more people have left than have
entered Britain to five. Anyway, whose
country?

I hope you see why we need evidence from research. One role for a scientific study is
to challenge ‘common-sense’ notions by checking the facts. Another is to produce
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‘counter-intuitive’ results like those in item five. Let me say a little more about what
scientific research is by dispelling a few myths about it.

MYTH NO. I: ‘SCIENTIFIC RESEARCH IS THE COLLECTION OF FACTS’

All research is about the collection of data but this is not the sole aim. First of all, facts
are not data. Facts do not speak for themselves. When people say they do they are
omitting to mention essential background theory or assumptions they are making,

A sudden crash brings us running to the kitchen. The accused is crouched
in front of us, eyes wide and fearful. Her hands are red and sticky. A knife
lies on the floor. So does a jam jar and its spilled contents. The accused
was about to lick her tiny fingers.

I hope you made some false assumptions before the jam was mentioned. But, as it is,
do the facts alone tell us that Jenny was stealing jam? Perhaps the cat knocked the jam
over and Jenny was trying to pick it up. We constantly assume a lot beyond the
present data in order to explain it (see Box 1.2). Facts are paTa interpreted through
THEORY. Data are what we get through EMPIRICAL observation, where ‘empirical’
refers to information obtained through our senses. It is difficult to get raw data. We
almost always interpret it immediately. The time you took to run 100 metres (or, at
least, the position of the watch hands) is raw data. My saying you’re ‘quick’ is
interpretation. If we lie on the beach looking at the night sky and see a ‘star’ moving
steadily we ‘know’ it’s ‘a satellite, but only because we have a lot of received
astronomical knowledge, from our culture, in our heads.

Box 1.2 Fearing or clearing the bomb?

In psy&holdgy-\ive:c_:_on'stantly challenge the simplistic acceptance of facts 'in front of our

eyes'. A famous bomb dispesal officer, talking to Sue Lawley-on Desert Island Discs, told of

the time he was trying urgently to clearthe public from the area of a live bomb, A

newspaper published:his: picture, advanicing with-cutstretched arms, with the caption,

‘terrified member of public flees bomb', whereas another paper correctly identified him as

the calm, but concerned expert he réally was,
Data are interpreted through what psychologists often call a ‘schema’ — our learned
prejudices, stereotypes and general ideas about the world and even according to our
current purposes and motivadons. It is difficult to see, as developed adults, how we
could ever avoid this process. However, rather than despair of ever getting at any
psychological truth, most researchers share common ground in following some basic
principles of contemporary science which date back to the revolutionary use of
EMPIRICAL. METHOD to start questioning the workings of the world in a consistent
manner.

The empirical method

The original empirical method had two stages:

1 Gathering of data, directly, through our external senses, with no preconceptions
as to how it is ordered or what explains it. .

2 INDUCTION of patterns and relationships within the data.

‘Induction’ means to move from individual observations to statements of general
patterns (sometimes called ‘laws’).

e w’h—&'m
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If a 30-metre-tall Martian made empirical observations on Earth, it (Martians have
one sex) might focus its attention on the various metal tubes which hurtle around,
some in the air, some on the ground, some under it, and stop every so often to take on
little bugs and to shed others.

The Martian might then conclude that the tubes were important life-forms and
that the little bugs taken on were food . . . and the ones discharged . . .?

Now we have gone beyond the original empirical method. The Martian is
constructing theory. This is an attempt to explain why the patterns are produced, what
forces or processes underly them.

It is inevitable that human thinking will go beyond the patterns and combinations
discovered in data analysis to ask, ‘But why?’. It is also naive to assume we could ever
gather data without some background theory in our heads, as I tried to demonstrate
above. Medawar (1963) has argued this point forcefully, as has Bruner who points
out that, when we perceive the world, we always and inevitably ‘go beyond the
information given’.

Testing theovies — the hypothetico-deductive method

This Martdan’s theory, that the bugs are food for the tubes, can be tested. If the tubes
get no bugs for a long time, they should die. This prediction is a HyPoTHESIS. A
hypothesis is a statement of exactly what should be the case if a certain theory is true.
Testing the hypothesis shows that the tubes can last indefinitely without bugs. Hence
the hypothesis is not supported and the theory requires alteration or dismissal. This
manner of thinking is common in our everyday lives. Here’s another example:

Suppose you and a friend find that every Monday morning the wing mirror
of your car gets knocked out of position. You suspect the dustcart which
empties the bin that day. Your friend says, ‘Well, OK. If you’re so sure
let’s check next Tuesday. They’re coming a day later next week because
there’s a Bank Holiday.’

The logic here is essential to critical thinking in psychological research.

* The theory investigated is that the dustcart knocks the mirror.

+ The hypothesis to be tested is that the mirror will be knocked next Tuesday.

* Our rest of the hypothesis is to check whether the mirror is knocked next Tuesday.
+ If the mirror is knocked the theory is supported.

» If the mirror is nor knocked the theory appears wrong.

Notice, we say only ‘supported’ here, not ‘proven true’ or anything definite like that.
This is because there could be an alternative reason why it got knocked. Perhaps the
boy who follows the cart each week on his bike does the knocking. This is an example
of ‘confounding’ which we’ll meet formally in the next chapter. If you and your friend
were seriously scientific you could rule this out (you could get up early). This
demonstrates the need for complete control over the testing situation where
possible.

We say ‘supported’ then, rather than ‘proved’, because D (the dustcart) might not
have caused M (mirror getting knocked) — our theory. Some other event may have
been the cause, for instance B (boy cycling with dustcart). Very often we think we
have evidence that X causes Y when, in fact, it may well be that Y causes X. You
might think that a blown fuse caused damage to your washing machine, which now
won’t run, when actually the machine broke, overflowed and caused the fase to blow.
In psychological research, the theory that mothers talk more to young daughters
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(than to young sons) because girls are naturally more talkative, and the opposite
theory, that girls are more talkative because their mothers talk more to them are both
supported by the evidence that mothers do talk more to their daughters. Evidence is
more useful when it supports one theory and not its rival.

Ben Elton (1989) is onto this when he says:

Lots of Aboriginals end up as piss-heads, causing people to say ‘no wonder
they’re so poor, half of them are piss-heads’. It would, of course, make )
much more sense to say ‘no wonder half of them are piss-heads, they’re so
poor’.

Deductive logic

Theory-testing relies on the logical arguments we were using above. These are
examples of DEDUCTION. Stripped to their bare skeleton they are;
Applied 1o theory-testing Applied to the dustcart and
mirror problem
1 If X is true then Y must 1 If theory A is true, then 1 If the dustcart knocks
be true hypothesis H will be  the mirror then the mir-
confirmed ror will get knocked
next Tuesday
2 The mirror didn’t get

2 Y isn’t true 2 H is disconfirmed

knocked

3 Therefore X is not true 3 Theory A is wrong* 3 Therefore it isn’t the
dustcart

or or

2 Y is true 2 H is confirmed 2 The mirror did get
knocked

3 X could stll be true 3 Theory A could be true 3 Perhaps it i the dust-
cart

* At this point, according to the ‘official line’, scientists should drop the theory with
the false prediction. In fact, many famous scientists, including Newton and Einstein,
and most not-so-famous-ones, have clung to theories despite contradictory results
because of a ‘hunch’ that the data were wrong. This hunch was sometime shown to
be correct. The beauty of a theory can outweigh pure logic in real science practice.

It is often not a lot of use getting more and more of the same sort of support for your
theory. If I claim that all swans are white because the sun bleaches their feathers, it
gets a bit tedious if I keep pointing to each new white one saying ‘I told you so’. All we
need is one sun-loving black swan to blow my theory wide apart.

If your hypothesis is disconfirmed, it is not always necessary to abandon the theory
which predicted it, in the way that my simple swan theory must go. Very often you
would have to adjust your theory to take account of new data. For instance, your
friend might have a smug look on her face. ‘Did you know it was the Council’s “be-
ever-so-nice-to-our-customers’” promotion week and the collectors get bonuses if
there are no complaints?’ ‘Pah!’ you say ‘That’s no good as a test then!” Here, again,
we see the need to have complete control over the testing situation in order to keep
external events as constant as possible. ‘Never mind,” your friend soothes, ‘we can
always write this up in our psychology essay on scientific method’.

Theories in science don’t just get ‘proven true’ and they rarely rest on totally

s |
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unambiguous evidence. There is often a balance in favour with several anomalies yet
to explain. Theories tend to ‘survive’ or not against others depending on the quali:cy,
not just the quantity, of their supporting evidence. But for every single supgomve
piece of evidence in social science there is very often an alternauye explgnat}on. It
might be claimed that similarity between parent and child in intelligence is ev1.dence
for the view that intelligence is genetically transmitted. However', this evidence
supports equally the view that children learn their skills from their parents, and
similarity between adoptive parent and child is a challenge to the theory.

Falsifiability

Popper (1959) has argued that for any theory to count as a theory we must at least b_e
able to see how it coudd be falsified — we don’t have to be able to falsify it; after all, it
might be true! As an example, consider the once popular notion that Paul McCartney
died some years ago (I don’t know whether there is still a group who believe this).
Suppose we produce Paul in the flesh. This won’t do — he is, of course, a cunning
replacement. Suppose we show that no death certificate was issued anywhere around
the time of his purported demise. Well, of course, there was a cover up; it was made
out in a different name. Suppose we supply DNA evidence from the current Paul and
it exactly matches the original Paul’s DNA. Another plot; the current sample was
switched behind the scenes . . . and so on. This theory is useless because there is only
(rather stretched) supporting evidence and no accepted means of falsification.
Freudian theory often comes under attack for this weakness. Reaction formation can
excuse many otherwise damaging pieces of contradictory evidence. A writer once
explained the sexual symbolism of chess and claimed that the very hostility of chess
players to these explanations was evidence of their validity! They were defending
against the powerful threat of the truth. Women who claim publicly that they do not
desire their babies to be male, contrary to ‘penis-envy’ theory, are reacting internally
against the very real threat that the desire they harbour, originally for their father,
might be exposed, so the argument goes. With this sort of explanation any evidence,
desiring males or not desiring them, is taken as support for the theory. Hence, it is
unfalsifiable and therefore untestable in Popper’s view.

Conventional scientific method

Putting together the empirical method of induction, and the hypothetico-deductive
method, we get what is traditionally taken to be the ‘scientific method’, accepted by
many psychological researchers as the way to follow in the footsteps of the successful
natural sciences. The steps in the method are shown in Box 1.3.

Box |.3 Traditional scientific method

I Observation, gathering and ordering of data
2 Induction of gerieralisations, laws.

3" Development of explanatory theories.

4 Deduction of hypotheses fo test theories

5 Testing of the hypotheseés

6 Support.or adjusl;fne_rit— of theory.

Scientific research projects, then, may be concentrating on the early or later stages of
this process. They may be exploratory studies, looking for data from which to create
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theories, or they may be hypothesis-testing studies, aiming to support or challenge a
theory.

There are many doubts about, and criticisms of, this model of scientific research,
too detailed to go into here though several aspects of the arguments will be returned
to throughout the book, particularly in Chapter 11. The reader mighrt like to consult
Gross (1992) or Valentine (1992).

MYTH NO. 2: ‘SCIENTIFIC RESEARCH INVOLVES DRAMATIC
DISCOVERIES AND BREAKTHROUGHS’

If theory testing was as simple as the dustcart test was, life would produce dramatic
breakthroughs every day. Unfortunately, the classic discoveries are all the lay person
hears about. In fact, research plods along all the time, largely according to Figure 1.1.
Although, from reading about research, it is easy to think about a single project
beginning and ending at specific points of time, there is, in the research world, a
constant cycle occurring,

A project is developed from a combination of the current trends in research
thinking (theory) and methods, other challenging past theories and, within psychol-
ogy at least, from important events in the everyday social world. The investigator
might wish to replicate (repeat) a study by someone else in order to verify it. Or they
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might wish to extend it to other areas, or to modify it because it has weaknesses.
Every now and again an investigation breaks completely new ground but the vast
majority develop out of the current state of play.

Politics and economics enter at the stage of funding. Research staff, in universities,
colleges or hospitals, have to justify their salaries and the expense of the project.
Funds will come from one of the following: university, college or hospital research
funds; central or local government; private companies; charitable institutions; and
the odd private benefactor. These, and the investigator’s direct employers, will need
1o be satisfied that the research is worthwhile to them, to society or-to the general pool
of scientific knowledge, and that it is ethically sound.

The actual testing or ‘running’ of the project may take very little time compared
with all the planning and preparation along with the analysis of results and report-
writing. Some procedures, such as an experiment or questionnaire, may be tried out
on a small sample of people in order to highlight snags or ambiguities for which
adjustments can be made before the actual data gathering process is begun. This is
known as PILOTING. The researcher would run PILOT TRIALS of an experiment or
would PILOT a questionnaire, for instance.

The report will be published in a research journal if successful. This term
‘successful’ is difficult to define here. It doesn’t always mean that original aims have
been entirely met. Surprises occurring during the research may well make it
important, though usually such surprises would lead the investigator to rethink,
replan and run again on the basis of the new insights. As we saw above, failure to
confirm one’s hypothesis can be an important source of information. What matters
overall, is that the research results are an important or useful contribution to current
knowledge and theory development. This importance will be decided by.the editorial
board of an academic journal (such as the British Fournal of Psychology) who will have
the report reviewed, usually by experts ‘blind’ as to the identity of the investigator.

Theory will then be adjusted in the light of this research result. Some academics
may argue that the design was so different from previous research that its challenge to
their theory can be ignored. Others will wish to query the results and may ask the
investigator to provide ‘raw data’ — the whole of the originally recorded data,
unprocessed. Some will want to replicate the study, some to modify . . . and here we
are, back where we started on the research cycle.

MYTH NO. 3: ‘SCIENTIFIC RESEARCH IS ALL ABOUT EXPERIMENTS’

An experiment involves the researcher’s control and manipulation of conditions or
‘variables, as we shall see in Chapter 5.

Astronomy, one of the oldest sciences, could not use very many experiments until
relatively recently when technological advances have permitted direct tests of
conditions in space. It has mainly relied upon observarion to test its theories of
planetery motion and stellar organisation.

It is perfectly possible to test hypotheses without an experiment. Much psycho-
logical testing is conducted by observing what children do, asking what people think
and so on. The evidence about male and female drivers, for instance, was obtained by
observation of actual behaviour and insurance company statistics.

MYTH NO. 4: ‘SCIENTISTS HAVE TO BE UNBIASED’

It is true that investigators try to remove bias from the way a project is run and from
the way data is gathered and analysed. But they are biased about theory. They
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interpret ambiguous data to fit their particular theory as best they can. This happens
whenever we’re in a heated argument and say things like ‘Ah, but that could be
because . . .. Investigators believe in their theory and attempt to produce evidence to
support it. Mitroff (1974) interviewed a group of scientists and all agreed that the
notion of the purely objective, uncommited scientist was naive. They argued that:

. in order to be a good scientist, one had to have biases. The best
scientist, they said, not only has points of view but also defends them with
gusto. Theéir concept of a scientist did not imply that he would cheat by
making up experimental data or falsifying it; rather he does everything in
his power to defend his pet hypotheses against early and perhaps unwar-
ranted death caused by the introduction of fluke data.

Do WE GET ON TO PSYCHOLOGICAL RESEARCH NOw?

Yes. We’ve looked at some common ideas in the language and logic of scientific
research, since most, but not all, psychological investigators would claim to follow a
scientific model. Now let’s answer some ‘wh’ questions about the practicalities of
psychological research.

WHAT IS THE SUBJECT MATTER FOR PSYCHOLOGICAL RESEARCH?

The easy answer is ‘humans’. The more controversial answer is ‘human behaviour’
since psychology is literally (in Greek) the study of mind. This isn’t a book which will
take you into the great debate on the relationship between mind and body or whether
the study of mind is at all possible. This is available in other general textbooks (e.g.
Gross 1992, Valentine 1992).

Whatever type of psychology you are studying you should be introduced to the
various major ‘schools’ of psychology (Psycho-analytic, Behaviourist, Cognitive
Humanist, . . .) It is important to point out here, however, that each school would see
the focus for its subject matter differently — behaviour, the conscious mind, even the
unconscious mind. Consequently, different investigatory methods have been devel-
oped by different schools.

Nevertheless, the initial raw data which psychologists gather directly from humans
can only be observed behaviour (including physiological responses) or lalnguage
(verbal report).

WHY DO PSYCHOLOGISTS DO RESEARCH?

All research has the overall aim of collecting data to expand knowledge. To be
specific, research will usually have one of two major aims: To gather purely
descriptive data or to test hypotheses.

Descriptive research

A piece of research may establish the ages at which a large sample of children reach
certain language development milestones or it may be a survey (Chapter 8) of current
adulr attitudes to the use of nuclear weapons. If the results from this are in numerical
form then the data are known as QuaNTITATIVE and we would make use of
DESCRIPTIVE STATISTICS (Chapter 13) to present a summary of findings. If the
research presents a report of the contents of interviews or case-studies (Chapter 8), or
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of detailed observations (Chapter 7), then the data may be largely QuaLITATIVE
(Chapters 4, 11, 25), though parts may well become quantified.

Moving to level 3 of Box 1.3, the descriptive data may well be analysed in order to
generate hypotheses, models, theories or further research directions and ideas.

Hypothesis testing

A large amount of research sets out to examine one RESEARCH HYPOTHESIS Or more by
showing that differences in relationships between people already exist, or that they
can be created through experimental manipulation. In an experiment, the research
hypothesis would be called the EXPERIMENTAL HYPOTHESIS. Tests of differences or
relationships between sets of data are performed using INFERENTIAL STATISTICS
(Chapters 15-24). Let me describe two examples of HYPOTHESIS TESTING, One
laboratory based, the other from ‘the field’.

1 IN THE LABORATORY: A TEST OF SHORT-TERM MEMORY THEORY — A theory popular
in the 1960s was the model of short-term (ST) and long-term (L'T) memory. This
claimed that the small amount of information, say seven or eight digits or a few
unconnected words, which we can hold in the conscious mind at any one time (our
short-term store) is transferred to a LT store by means of rehearsal — repetition of
each item in the ST store. The more rehearsal an item received, the better it was
stored and therefore the more easily it was recalled.

A challenge to this model is that simply rehearsing items is not efficient and rar'ely
what people actually do, even when so instructed. Humans tend to make incoming
information meaningful. Repetition of words does not, in itself, make them more
meaningful. An unconnected list of words could be made more meam'ngffll by
forming a vivid mental image of each one and linking it to the next in a bizarre
fashion. If ‘wheel’ is followed by ‘plane’, for instance, imagine a candy striped plaqe
flying through the centre of the previously imaged wheel. We can form the hypothesis
that:

‘More items are recalled correctly after learning by image-linking than after
learning by rehearsal.’

Almost every time this hypothesis is tested with a careful experiment it is clearly
supported by the result. Most people are much better using imagery. This is not Fhe
obvious result it may seem. Many people feel far more comfortable simply repeating
things. They predict that the ‘silly’ method will confuse them. However, even if it
does, the information still sticks better. So, a useful method for exam revision? Well,
making sense of your notes, playing with them, is a lot better than simply reading and
repeating them. Lists of examples can also be stored this way.

2 IN THE FIELD: A TEST OF MATERNAL DEPRIVATION — Bowlby (1951) proposed a
controversial theory that young infants have a natural (that is, biological or innate)
tendency to form a special attachment with just one person, usually the mother,
different in kind and quality from any other.

What does this theory predict? Well, coupled with other arguments, Bowlby was
able to predict that children unable to form such an attachment, or those for whom
this attachment was severed within the first few years of life, especially before three
years old, would later be more likely than other children to become maladjusted.

Bowlby produced several examples of seriously deprived children exhibiting
greater maladjustment. Hence, he could support his theory. In this case, he didn’t do
something to people and demonstrate the result (which is what an experiment like
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our memory example above does). He predicted something to be the case, showed it
was, and then related these results back to what had happened to the children in the
past.

But remember that continual support does not prove a theory to be correct. Rutter
(1971) challenged the theory with evidence that boys on the Isle of Wight who
suffered early deprivation, even death of their mother, were not more likely to be rated
as maladjusted than other boys so long as the separation had not also involved
continuing social difficulties within the family. Here, Bowlby’s theory has to be
adjusted in the light of contradictory evidence.”

Hypotheses are not aims or theories!

Researchers state their hypotheses precisely and clearly. Certain features of ‘the
memory hypothesis above may help you in writing your own hypotheses in practical
reports:

1 No theory is included: we don’t say, ‘People recall more items because . . .

(imagery makes words more meaningful, etc.). . .”. We simply state the
expectation from theory.

2 Effects are precisely defined. We don’t say, ‘Memory is better . . .’, we define
exactly how improvement is measured, ‘More items are recalled correctly . . .").

In testing the hypothesis we might make the prediction that: ‘people will recall
significantly more items in the image-linking condition than in the rehearsal
condition’. The term ‘significant® is explained in Chapter 14. For now let’s just say
we’re predicting a difference large enough to be considered zor a fluke. That is, a
difference that it would rarely occur by chance alone. Researchers would refer, here,
to the ‘rejection of the NULL HYPOTHESIS.

The null hypothesis

Students always find it odd that psychological researchers emphasise so strongly the
logic of the null hypothesis and its acceptance or rejection. The whole notion is not
simple and has engendered huge, even hostile debate over the years. One reason for
its prominence is that psychological evidence is so firmily founded on the theory of
probability i.e. decisions about the genuine nature of effects are based on mathemat-
ical likelihood. Hence, this concept, too, will be more thoroughly tackled in Chapter
14. For the time being, consider this debate. You, and a friend, have each just bought
a box of matches (“average contents 40°). Being particularly bored or masochistic you
both decide to count them. It turns out that your friend has 45 whereas you have a
meagre 36. ‘T’ve been done!’ you exclaim, ‘just because the newsagent didn’t want to
change a £50 note’. Your friend tries to explain that there will always be variation
around the average of 40 and that your number is actually closer to the mean than his
is. ‘But you’ve got 9 more than me’, you wail. “Well I’'m sure the shopkeeper couldn’t
both have it in for you and favour me - there isn’t time to check all the boxes the way
you're suggesting.’

What’s happening is that you’re making a non-obvious claim about reality,
challenging the status quo, with no other evidence than the matches. Hence, it’s
down to you to provide some good ‘facts’ with which to argue your case. What you
have is a difference from the pure average. But is it a difference large enough to
convince anyone that it isn’t just random variaton? It’s obviously not convincing
your friend. He is staying with the ‘null hypothesis’ that the average content really is
40 (and that your difference could reasonably be expected by chance).

Let’s look at another field research example. Penny and Robinson (1986)
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proposed the theory that young people smoke partly to reduce stress. Their
hypothesis was that smokers differ from non-smokers on an anxiety measure (the
Spielberger Trait Anxiety Inventory). Note the precision. The zheory is not in the
hypothesis and the measure of stress is precisely defined. We shall discuss psycho-
logical measures, such as this one, in Chapter 9. The null hypothesis here is that
smokers and non-smokers have a real difference of zero on this scale. Now, any test of
two samples will always produce some difference, just as any test of two bottles of
washing-up liquid will inevitably produce a slightly different number of plates washed
successfully. The question is, again, do the groups differ enough to reject the status
quo view that they are similar? The notion is a bit like that of being innocent until
proved guilty. There’s usually some SOt of evidence against an accused but if it isn’t
strong enough we stick, however uncomfortably, to the innocent view. This doesn’t
mean that researchers give up nobly. They often talk of ‘retaining’ the null
hypothesis. It will not therefore be treated as #zue. In the case above the null
hypothesis was rejected — smokers scored significantly higher on rhis measure of
anxiety. The result therefore supported the researchers’ ALTERNATIVE HYPOTHESIS.

In the maternal deprivation example, above, we can see that after testing, Rutter
claimed the null hypothesis (no difference between deprived and non-deprived boys)
could nor be rejected, whereas Bowlby’s results had been used to supporz rejection. A
further cross-cultural example is given by Joe (1991) in Chapter 10. Have a look at
the way we might use the logic of null hypothesis thinking in everyday life, as
described in Box 1.4.

Box |.4 The null hypothesis — the truth standing on its head

Everyday thinking

Women just don't have a-chance of

rhanagement promotion in this place. In the
| last four intetviews they picked a-male each
[ time-out of a shortlist of two females-and

‘two males '

Formal research thinking

Hypothesis of interest: more males get
-selected for management -

Construct null hypothesis —what would

Redlly? Let's see, how many males should ! :
happen if our theory is not true?

they have selected if you're wrong?
How do you mean?

Well, there were the same number of -

~ female as male candidates each time, so

there.should have been just as'many
females as males selected in all. That's twol

-Oh yeah! That's what | meant to start with.

There should have been at least two new
women managers from-that round of
selection .

“Well just two unless we're compensating
for-past male advantage! Now is none out

| of four different endugh from two out of
v four to give us-hard-evidence of selection

bias?

‘Express the null hypothesis statistically. Very

often this is that the differénce between the
two sets of scores s really zero. Here, it is
that the differencé‘between females and
males selected will be zero

Note: if there had been three fgmale
candidates and only one male each time,
the.null hypothesis would predict three
females selected in all

‘Conduct a statisticél test to assess the

probability that the actual figures.would
differ as much as they do from what the null
hypothesis predicts’
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Directional and non-directional hypotheses

If smokers use cigarettes to reduce stress you might argue that, rather than finding
them higher on anxiety, they’d be lower — so long as they had a good supply! Hence,
Penny and Robinson could predict that smokers might be higher or lower than non-
smokers on anxiety. The hypothesis would be known as ‘NON-DIRECTIONAL’ (some
say ‘two-sided’ or ‘two-tailed’) — where the directon of effect is not predicted. A
DIRECTIONAL hypothesis does predict the direction e.g., that people using imagery will
recall more words. Again, the underlying notion here is statistical and will be dealt
with more fully in Chapter 14.

When is a hypothesis test ‘successful’?

The decision is based entirely on a TEST OF SIGNIFICANCE, which estimates the
unlikelihood of the ‘obtained results occurring if the null hypothesis is true. We will
discuss these in Chapter 14. However, note that, as with Rutter’s case, a demonstra-
tion of no real difference can be very important. Although young women consistently
rate their IQ lower than do young men, it’s important to demonstrate that there is, in
fact, no real difference in 1Q.

Students doing practical work often get quite despondent when what they
predicted does not occur. It feels very much as though the project hasn’t worked.
Some students I was teaching recently failed to show, contrary to their expectations,
that the ‘older generation’ were more negative about homosexuality than their own
generation. I explained that it was surely important information that the ‘older
generation’ were just as liberal as they were (or, perhaps, that their generation were
just as hostile).

If hypothesis tests ‘fail’ we either accept the null hypothesis as important -

information or we critically assess the design of the project and look for weaknesses in
it. Perhaps we asked the wrong questions or the wrong people? Were instructions

clear enough? Did we test everybody fairly and in the same manner? The process of'

evaluating our design and procedure is educational in itself and forms an important
part of our research report — the ‘Discussion’. The whole process of writing a report is
outlined in Chapter 28.

HOW DO PSYCHOLOGISTS CONDUCT RESEARCH?

A huge question and basically an introduction to the rest of the book! A ve‘ry large
number of psychologists use the experimental method or some form of well
controlled careful investigation, involving careful measurement in the data gathering
process.

In Chapter 11, however, we shall consider why a growing number of psychologists
reject the use of the experiment and may also tend to favour methods which gather
qualitative data — information from people which is in descriptive, non-numerical,
form. Some of these psychologists also reject the scientific method as I have outlined
it. They accept that this has been a successful way to study inert matter, but seek an
alternative approach to understanding ourselves. Others reinterpret ‘science’ as it
applies to psychology.

One thing we can say, though, is, whatever the outlook of the researcher, there are
three major ways to get information about people. You either ask them, observe them
or meddle. These are covered in ‘Asking questions’, ‘Observational methods’ and
“The experimental method (part 1 and part 2)°.
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PLANNING RESEARCH

To get us started, and to allow me to introduce the rest of this book, let’s look at the
key decision areas facing anyone about to conduct some research. I have identified
these in Figure 1.2. Basically, the four boxes are answers to the questions:

Variables: WHAT shall we study? (what human characteristics under what

conditions?)
Design: HOW shall we study these?
Samples: WHO shall we study?
Analysis: WHAT sort of evidence will we get, in what form?

- T = ey VT = =

VARIABLES

Variables are tricky things. They are the things which alter so that we can make
comparisons, such as “Are you tidier than I am?’ Heat is a variable in our study. How
shall we define it? How shall we make sure that it isn’t humidity, rather than
temperature, that is responsible for any irritability?

But the real problem is how to measure ‘irritability’. We could, of course, devise
some sort of questionnaire. The construction of these is dealt with in Chapter 9. We
could observe people’s behaviour at work on hot and cool days. Are there more
arguments? Is there more swearing or shouting? We could observe these events in the
street or in some families. Chapter 7 will deal with methods of observation.

We could even bring people into the ‘laboratory’ and see whether they tend to
answer our questionnaire differently under a well-controlled change in temperature.
We could observe their behaviour whilst carrying out a frustrating task (for instance,
balancing pencils on a slightly moving surface) and we could ask them to assess this
task under the two temperature conditions.

The difficulty of defining variables, stating exactly what it is we mean by a term
and how, if at all, we intend to measure it, seemed to me to be so primary that I gave
it the first chapter in the main body of the book (Chapter 2).

Variables

I

PLAN

1

Analysis

v
A

Design Samples

Figure 1.2 Key decision areas in research”
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DESIGN

The decisions about variable measurement have taken us into decisions about the
pEsIGN. The design is the overall structure and strategy of the research. Decisions on
measuring irritability may determine whether we conduct a laboratory study or “field’
research. If we want realistic irritability- we might wish to measure it as it occurs
naturally, ‘in the field’. If we take the laboratory option described above, we would be
running an experiment. However, experiments can be run using various designs.
Shall we, for instance, have the same group of people perform the frustrating task
under the two temperature conditions? If so, mightm’t they be gerting practice at the
task which will make changes in their performance harder to interpret? The variety of
experimental designs is covered in Chapter 6.
There are several constraints on choice of design:

1 Resources — The researcher may not have the funding, staff or time to carry out a
long-term study. The most appropriate technical equipment may be just too
expensive. Resources may not stretch to testing in different cultures. A study in the
natural serting - say in a hospital — may be too time consuming or ruled out by lack of
permission. The laboratory may just have to do.

2 NATURE OF RESEARCH AIM — If the researcher wishes to study the effects of
maternal deprivation on the three-year-old, certain designs are ruled out. We can’t
experiment by artificially depriving children of their mothers (I hope you agree!) and
we can’t question a three-year-old in any great depth. We may be left with the best
opton of observing the child’s behaviour, although some researchers have turned to
experiments on animals in lieu of humans. The ethics of such decisions are discussed
more fully in Chapter 26.

3 PrevVIOUS RESEARCH — If we intend to repeat an earlier study we must use the same
design and method. An extension of the study may require the same design, because
an extra group is to be added, or it may require use of a different design which
complements the first. We may wish to demonstrate that a laboratory discovered
effect can be reproduced in a natural setting, for instance.

4 THE RESEARCHER’S ATTITUDE TO SCIENTIFIC INVESTIGATION — There can be hostile
debates between psychologists from different research backgrounds. Some swear by
the strictly controlled laboratory setting, seeking to emulate the ‘hard’ physical
sciences in their isolation and precise measurement of variables. Others prefer the
more realistic ‘field’ setting, while there is a growing body of researchers with a
humanistic, ‘action research’ or ‘new paradigm’ approach who favour qualitative
methods. We shall look more closely at this debate in the methods section.

SAMPLES

These are the people we are going to study or work with. If we carry out our field
observations on office workers (on hot and cool days) we might be showing only that
these sort of people get more irritable in the heat. What about builders or nurses? If
we select a sample for our laboratory experiment, what factors shall we take into
account in trying to make the group representative of most people in general? Is this
possible? These are issues of ‘sampling’ and are dealt with in Chapter 3.

One word on terminology here. It is common to refer to the people studied in
psychological research, especially in experiments, as ‘subjects’. There are objections
to this, particularly by psychologists who argue that a false model of the human being
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is generated by referring to (and possibly treating) pe_:ople studied in tk'xis djst‘am';,
coolly scientific manner. The British Psychological Society’s ‘Revised Etl_ncal Princi-
ples for Conducting Research with Human Participants’ were in provisional opera-
tion from February 1992. These include the principle that, on the grounds of
courtesy and gratitude to participants, the terminology used about them should carry
obvious respect (although traditional psychologists did not intend ‘subjects’ to be
derogatory). The principles were formally adopted in October 1992. However,
through 1992 and up to mid-1993, in the British Journal of Psychology, there was only
one use of ‘participants’ in over 30 research reports, so we are in a transition phase on
this term.

Some important terminology uses ‘subject’, especially ‘subject variables’ (Chapter
3), and ‘between’ or ‘within subjects’ (Chapters 20-22). In the interest of clarity I
have included both terms in Chapter 3 but stuck to the older one in Chapters 2022
in order not to confuse readers checking my text with others on a difficult statistical
topic. Elsewhere, in this second edition, you should find that ‘subjects’ has been
purged except for appearances in quotes.

ANALYSIS

The design chosen, and method of measuring variables, will have a direct effect on
the statistical or other analysis which is possible at the end of data collection. In a
straightforward hypothesis-testing study, it is pointless to steam ahead with a design
and procedure, only to find that the results can barely be analysed in order to support
the hypothesis.

There is a principle relating to computer programming which goes: ‘garbage in —
garbage our’. It applies here too. If the questionnaire contains items like ‘How do you
feel?’, what is to be done with the largely unquantifiable results?

Thoughts of the analysis should nort stifle creativity but it is important to keep it
central to the planning,

ONE LAST WORD ON THE NATURE OF SCIENTIFIC RESEARCH (FOR
NOW)

Throughout the book, and in any practical work, can I suggest that the reader keep
the following words from Rogers (1961) in mind? If taken seriously to heart and
practised, whatever the arguments about various methods, I don’t think the follower
of this idea will be far away from ‘doing science’.

Scientific research needs to be seen for what it truly is; a way of preventing
me from deceiving myself in regard to my creatively formed subjective
hunches which have developed out of the relationship between me and my
material.

Note: at the end of each chapter in this book there is a set of definitions for terms
introduced. If you want to use this as a self test, cover up the right-hand column. You
can then write in your guess as to the term being defined or simply check after you
read each one. Heavy white lines enclose a set of similar terms, as with the various
types of hypotheses, overleaf.
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GLOSSARY

: Rélative_ly uninterpreted information
. received through human senses

Logical argument where canclusions
follow automatically from premises

' Methods for numerical summary of set.
! of sample data

" Overall structure and strategy of a piece- -

of research

Observation, recording and organisation

of (sense) data, creating form which will

reveal any pattems

F’reqse prediction of relatlonsh|p

 between data fo be measured; usually
* made to support. more general
theoretical explanation

Precise statemerit of relationship

| between data to be measured; usually

rade to support more general
theoretical explanation; the hypothesis

. tested in a research project and
. contrasted with the NOLL HYPOTHESIS

Hypothesis tested in a particular

experiment

Prediction that data do not vary in the
way which will support the théory under

. investigation; very often the prediction

that differences or correlations are zero

. Hypothesis in which direction of
. difference or relationship is predicted

befare testing

Hypothesis tested in a particular piece of
research

Hypothesis in which direction of
differences or relationship is not
predicted before testing

Method of recording observations and
regularities, developing theories to
explain regularities and testing
predictions from those theories

" data

déductiop
descriptive statistics.

design

empirical method

Hypothesis

types of hypothesis
alternative

-experimental

null

directional (orie-sided,
-tailed)

. research-

two tailed (two-sided,
non-directional)

hypothetico-deductive
method

v e R

SR e S

f Me-thods for assessing the probability of

x

|
|
I
1
|

i chiance occurrence of certain data
dlfferences or relationships

&txmatlng form of a relationship
be-tween variables usinga limited set of
sample measures’

Trylng out prototype of a study or

* questionnaire on a small. sample in order
1o discover snags or errors in design.or
“to develop workable measuring
nns_trument

| ‘Data-gathered which is not susceptible

to, or dealt with by, numerical

! measurement or summary

Data-gathered-which s susceptible to
numerical measurement or summary
People or things taken as a small subset
that exemplify the larger population
Method used to verify truth or falsity of
theoretical explanations of why events
oceur

Proposed explanation of observable

. events

‘Phenomenon (thing in the world) which

goes through observable qheinges ]
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inferential statistics

induction

piloting; pilot trials-

qualitative data

quantitative data

sample

" scientific method

theory

variable
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VARIABLES AND DEFINITIONS

This chapter is an introduction to the Janguage and concepts of measurement in

social science.

* Variables are identified events which change in vaiue.

» Many explanatory concepts in psychology are unobservable directly but are

treated as hypothetical constructs, as in other sciences,

Variables to be measured need precise ‘operational’ definition (the steps taken

to measure the phenomenon) so that researchers can communicate effectively

about their findings.

» Independent variables are assumed to affect dependent variables
especially if they are controlled in experiments.

= Other variables affecting the events under observation must be accounted for
and, if possible, controlled, especially in experimental work. Random errors
have unpredictable effects on the dependent variable, whereas constant
errors affect it in a consistent manner.

* Confounding occurs when a variable related to the independent variable
obscures a real effect or produces the false impression that the independent
variable is producing observed changes.

A variable is anything which varies. Rather a circular definition I know, but it gets us
started. Let’s list some things which vary:

1 Height — varies as you grow older
- varies between individuals {

2 Time — to respond with ‘yes’ or ‘no’ to questions

— to solve a set of anagrams
3 The political party people vote for
4 Your feelings towards your partner or parent
5 Extroversion
6 Attitude towards vandals
7 Anxiety
Notice that all of these can vary — within yourself from one time to another

— between different individuals in society

A variable can take several or many values across a range. The value given is often
numerical but not necessarily so. In example 3 above, for instance, the different
values are names.
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The essence of studying anything (birds, geology, emotion) is the observation of
changes in variables. If nothing changed there would be nothing to observe. The
essence of science is to relate these changes in variables to changes in other

variables.

MEASURING VARIABLES

Some of the variables above are easy to measure and we are familiar with the type of
measuring instrument required. Height is one of these and time another, though the
equipment required to measure ‘reaction times’ (as in example 2) is quite sophist-
cated, because of the very brief intervals involved.

Some variables are familiar in concept but measuring them numerically seems a
very difficult, strange or impossible thing to do, as in the case of awtitude or anxiery.
However, we often make estimates of others’ attitudes when we make such
pronouncements as ‘He is very strongly opposed to smoking’ or ‘She didn’t seem
particularly averse to the idea of living in Manchester’.

Variables like extroversion or dissonance are at first both strange and seemingly
unmeasurable. This is because they have been invented by psychologists in need of a
unifying concept to explain their observations of people.

If we are to work with variables such as amtitude and anxiezy we must be able to
specify them precisely, partly because we want to be accurate in the measurement of
their change, and partly because we wish to communicate with others about our
findings. If we wish to be taken seriously in our work it must be possible for others to
replicate our findings using the same measurement procedures. But what are
‘attitude’ and ‘anxiety’?

DEFINING PSYCHOLOGICAL VARIABLES

You probably found the definitions quite hard, especially the first. Why is it we have
such difficulty defining terms we use every day with good understanding? You must
have used these terms very many times in your communications with others, saying,
for instance:

I think Jenny has a lot of intelligence

Bob gets anxious whenever a dog comes near him

Are people today less superstitious than they were?

PSYCHOLOGICAL CONSTRUCTS

_I hope you found it relatively easier, though, to give examples of people being
intelligent, anxious or superstitious. Remember, I said in Chapter 1 that information
about people must come, somehow, from what they say or do. When we are young
we are little psychologists. We build up a concept of ‘intelligence’ or ‘anxiety’ from
learning what are signs or manifestations of it; biting lips, shaking hand, tremulous
voice in the latter case, for instance.

Notice that we learn that certain things are done ‘intelligently’; getting sums right,
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doing them quickly, finishing a jigsaw. People who do these things consistently get
called ‘intelligent’ (the adverb has become an adjective). It is one step now to
statements like the one made about Jenny above where we have a noun instead of an
adjective. It is easy to think of intelligence as having some thing-like quality, of
existing independently, because we can use it as a noun. We can say “What is %?°.
The Greek philosopher Plato ran into this sort of trouble asking questions like “What
is justice?”’. The tendency to treat an abstract concept as if it had independent
existence is known as REIFICATION.

Some psychologists (especially the behaviourist Skinner, who took an extreme
empiricist position) would argue that observable events (like biting lips), and, for
anxiety, directly measurable internal ones (like increased heart rate or adrenalin
secretion), are all we need to bother about. Anxiety just is all these events, no more.
They would say that we don’t need to assume extra concepts over and above these
things which we can observe and measure. To assume the existence of internal
structures or processes, such as ‘attitude’ or ‘drive’ is ‘mentalistic’, unobjective and
unscientific.

Other psychologists argue that there is more. That a person’s attitude, for instance,
is more than the sum of statements about, and action towards, the attitude object.
They would argue that the concept is useful in theory development, even if they are
unable to trap and measure it in accurate detail. They behave, in fact, like the ‘hard’
scientists in physics.

No physicist has ever directly seen an atom or a quark. This isn’t physically
possible. (It may be logically impossible ever to ‘see’ intelligence, but that’s another
matter.) What physicists do is to assume that atoms and quarks exist and then work
out how much of known physical evidence is explained by them. Quarks are
HYPOTHETICAL CONSTRUCTS. They will survive as part of an overall theory so long as
the amount they explain is a good deal more than the amount they contradict.

Taking a careful path, psychologists treat concepts like intelligence, anxiety or ™

attitude as hypothetical constructs too. They are assumed to exist as factors which
explain observable phenomena. If, after research which attempts both to support and
refute the existence of the constructs, the explanations remain feasible, then the
constructs can remain as theoretical entities. A state of anxiety is assumed from
observation of a person’s sweating, stuttering and shaking. But we don’t see ‘anxiety’
as such. Anxiety is, then, a hypothetical construct.

ORGANISATION OF CONSTRUCTS

A construct can be linked to others in an explanatory framework from which further
predictions are possible and testable. We might, for instance, infer low self-esteem in
people who are very hostile to members of minority ethnic groups. The low self-
esteem might, in turn, be related to authoritarian upbringing which could be checked
up on. We might then look for a relationship between authoritarian rearing and
prejudiced behaviour as shown in Figure 2.1.

If psychologists are to use such constricts in their research work and theorising,
they must obviously be very careful indeed in explaining how these are 10 be treated
as variables. Their definitions must be precise. Even for the more easily measurable
variables, such as shori-term memory capacity, definitions must be clear.

One particular difficulty for psychologists is that a large number of terms for
variables they might wish to research already exist in everyday English with wide
variation in possible meaning.
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Explanatory constructs

Strict (authoritarian) upbringing ——————— —» Low self-esteem

psychologist might predict
and hope to demonstrate that

i Need to feel
a relationship exists between superior to
these two observable or

someone

measurable events.

| !

Discriminatory behaviour towards Negative attitude

) to minority
minority ethnic group members ethnic group

Inferred
hypothetical
constructs

Mental world
{not directly observable)

Public world
{directly observable)

OPERATIONAL DEFINITIONS

In search of objectivity, scientists conducting research attempt t0 OPERATIONALISE
their variables. An OPERATIONAL DEFINITION of variable X gives us the set of activities
required to measure X. It is like a set of instructions. For instance, in physics, pressure
is precisely defined as weight or mass per unit area. To measure pressure we have to
find out the weight impinging on an area and divide by that area.

Even in measuring a person’s height, if we want to agree with others’ measure-
ments, we will need to specify conditions such as what to take as the top of the head
and how the person should stand. In general though, height and time present us with
no deep problem since the units of measurement are already clearly and universally
defined.

In a particular piece of memory research we might define short-term memory
capacity as ‘the longest list of digits on which the participant has perfect recall in
more than 80% of trials’. Here, on each trial, the participant has to try to recall the
digit string presented in the order it was given. Several trials would occur with strings
from three to, say, 12 digits id length. At the end of this it is relatively simple to
calculate our measure of short-term memory capacity according to our operational
definition.

If a researcher had measured the ‘controlling’ behaviour of mothers with their
children, he or she would have to provide the coding scheme given to assistants for
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making recordings during observation. This might include categories of ‘physical
restraint’, ‘verbal warning’, ‘verbal demand’ and so on, with detailed examples given
to observers during training.

The notorious example, within psychological research, is the definition of intelli-
gence as ‘that which is measured by the (particular) intelligence test used’. Since
intelligence tests differ, we obviously do not have in psychology the universal
agreement enjoyed by physicists. It might be argued that physicists have many ways
to measure pressure but they know what pressure 4. Likewise, can’t psychologists
have several ways to test intelligence? But psychologists aren’t in the same position.
Physicists get almost exactly the same results with their various alternative measures.
Psychologists, on the other hand, are still using the tests to try to establish agreement
on the nature of intelligence itself. (See “factor analysis’ in Chapter 9.)

An operational definition gives us a more or less valid method for measuring some
part of a hypothetical construct. It rarely covers the whole of what is usually
understood by that construct. It is hard to imagine an operational definiticn which
could express the rich and diverse meaning of human intelligence. But for any
particular piece of research we must state exactly what we are counting as a measure
of the construct we are interested in. As an example, consider a project carried out by
some students who placed a ladder against a wall and observed men and women
walking round or under it. For this research, ‘superstitious behaviour’ was (narrowly)
operationalised as the avoidance of walking under the ladder.

Here are some ideas:

1 Physical punishment: number of times parent reports striking per week;
questionnaire to parents on attitudes to physical punishment. Aggression: number
of times child initiates rough-and-tumble behaviour observed in playground at
school; number of requests for violent toys in Santa Claus letters.

2 Stress: occupations defined as more stressful the more sickness, heart attacks etc.
reported within them. Memory could be defined as on page 25, or participants
could keep a diary of forgetful incidents.

3 Language development: length of child’s utterances; size of vocabulary, etc.
Stimulation: number of times parent initiates sensory play, among other things,
during home observation.

4 Compliance: if target person agrees to researcher’s request for change in street.
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Trust. defined in terms of dress and role. In one case, the researcher dressed
smart with doctor’s bag. In the other, with scruffy clothes. We could also use
post-encounter assessment rating by the target person.

5 Stereotype response: number of times participant, in describing the infarit, uses
terms coming from a list developed by asking a panel of the general public what
infant features were typically masculine and typically feminine.

INDEPENDENT AND DEPENDENT VARIABLES

In the experiment on memory described in Chapter 1 there were two variables. One
was mampulated by the experimenter and had just two values — learning by rehearsal
or learning by imagery. Notice this variable does not have numerical values as such,
but it is operationally defined. The other variable, operationally defined, was the
number of items recalled correctly, in any order, during two minutes.

Not too difficult I hope? Now, one of these variables is known as the DEPENDENT
variaBLE (commonly DV for short) and the other is known as the INDEPENDENT
variaBLE (IV). I hope it is obvious that, since the number of items recalled depends
upon which learning mode is used, the number of items recalled gets called the
‘dependent variable’. The variable it depends on gets known as the ‘independent
variable’. It isn’t affected by the DV, it is independent of it. The DV i, we hope,
affected by the IV,

Suppose we give participants a list of words to learn under two conditions. In one
they have 30 seconds to learn and in the other they have one minute. These different
values of the IV are often referred to as LeveLs. The time given for learning (IV) will,
we expect, be related to the number of words correctly recalled (DV). This is the
hypothesis under test.

Variation in IV affects Variation in DV
Time given to learn words Number of words recalled
Figure 2.2 Relarionship of IV and DV
\Y) Dv

1 Level of stimulation
provided by parents
2 Alleged sex of infant ————————~— -» Terms used to describe infant

Figure 2.3 Specific examples of IV-DV relationship

————————— - Rate of language development

A fundamental process in scientific research has been to relate IV to DV through
experimental manipulation, holding all other relevant variables constant while only
the IV changes. Some psychology textbooks assume that IV and DV apply only to
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experiments. However, the terms originate from mathematics, are common through-
out scientific research and relate to any linked variation. In an experiment the IV is
completely in the control of the experimenter. It is what the experimenter manipulates. In
other research, the IV, for instance the amount of physical punishment or sex-role
socialisation, is assumed to have varied way beyond any control of the researcher.
These points are explored more thoroughly in Chapter 5.

EXTRANEOUS VARIABLES

This is a general term referring to any variable other than the IV which might have an
effect on the measured DV. It tends to be used in reference mainly to experiments
where we would normally be interested in controlling the unwanted effects of all
variables except the IV, so that we can compare conditions fairly.

If all variables are controlled — kept from altering — then any change in the DV can
more confidently be attributed to changes in the IV.

The unwanted effects of extraneous variables are often known as ‘errors’. Have a
look at Figure 2.4. Imagine each picture shows the deliveries of a bowler. In Figure
2.4b there are few errors. In Figure 2.4c there seems to be one systematic error. If the
‘bowler could correct this, all the deliveries would be accurate. In Figure 2.4a there
seems to be no systematic error but deliveries vary quite widely about the wicket in.a
seemingly random pattern. In Figure 2.4d we can only sympathise! Deliveries vary
randomly and are systematically off the wicket. We will now look at the way these two
sorts of CONSTANT (systernatic) ERROR and RANDOM ERROR are dealt with in
research. '

Random error (or random variable)
Maybe your answers to question 1 included some of the following:

* the way you were feeling on the day

a 0 b
0 O

ol o] o

O~0 o0

high random error; low/no constant error  low random error; low/no constant error

c d

O 0r0
C@é o ©0°C

low random error; high constant error high random error; high constant error

Figure 2.4 Random and constant errors
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+ the stuffy atmosphere in the room
. the noise of the heater
. the fact that you’d just come from a Sociology exam

The heater may go on and off by thermostat. Experimental apparatus may behave
slightly differently from trial to trial. A technician may cough when you’re trying to
concentrate. Some of the variables above affect only you as participant. Others vary
across everyone. Some people will pay more attention than others. The words
presented have different meanings to each person. These last two ‘people’ differences
are known as PARTICIPANT (Or SUBJECT) VARIABLES (see Chapter 3).

All these variables are unpredictable (well, something could have been done about
the heater!). They are sometimes called ‘nuisance variables’. They are random in
their effect. They do not affect one condition more than the other, we hope. In fact,
we assume that they will just about balance out across the two groups, partly because
we randomly allocated participants to conditions (see Chapter 3),

' Where possible, everything is done to remove obviously threatening variables. In
general though, random errors cannot be entirely eliminated. We have to hope they
balance out.

Random errors, then, are unsystematic extraneous variables.

Constant error
For question 2, did you suggest that:

+ participants might be better in the imagery condition because it came second and
they had practice?

» the list of words used in the imagery condition might have been easier?

* in the imagery condition the instructions are more interesting and therefore more
motivating?

In these examples an extraneous variable is operating systematically. It is affecting the
performances in one condition more than in the other. This is known as a CONSTANT
ERROR.

If the effect of an extraneous variable is systematic it is serfous because we may
assume the IV has affected the DV when it hasn’t.

Suppose babies lying in a cot look far more at complex visual patterns. Suppose
Ll':lough, the complex patterns were always presented on the right-hand side, with a
synple pattern on the left. Maybe the cot makes it more comfortable to look to the
right. Perhaps babies have a natural tendency to prefer looking to the right. This is a
constant error which is quite simple to control for. We don’t have to know that left or
ngl?t does make a difference. To be safe we might as well present half the complex
designs to the left, and half to the right, unpredictably, in order to rule out the
possibility. This is an example of RaNDOMISATION of stimulus position (see Chapter 6
for this and other ways of dealing with constant error).

Confounding (or confounding variables)

T.he fundamentally important point made in the last section was that, whenever
differences or relationships are observed in results, it is always possible that a variable, other
ﬂ'zan‘the independent variable has produced the effect. In the example above, left or right
Sld(“: Is acting as an uncontrolled IV. By making the side on which complex and simple
designs will- appear unpredictable the problem would have been eliminated. This
wasn’t .done’ however, and our experiment is said to be CONFOUNDED.

Notice, from Figure 2.5, that at least three explanations of our results are now
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(a) {b) (c)
Complex — causes Right side —» causes Right side
pattern longer {is where longer
{is always gazing complex gazing and cause
on pattern — ¥ longer
right side) always Complex gazing
appears) pattern

Figure 2.5 Alternative explanations of gazing effect

possible. Figure 2.5¢ refers to two possibilities. First, perhaps some babies prefer
looking to the right whilst others prefer more complex patterns. Second, perhaps the
combination of right side and complex pattern tips the balance towards preference in
most babies.

Consideration of Figure 2.5 presents another possibility. Suppose our results had
been inconclusive — no significant difference in preference for pattern was found.
However, suppose also that, all things being equal, babies do prefer more complex
patterns (they do). The constant presentation of complex patterns to the right might
have produced inconclusive results because, with the particular cot used, babies are
far more comfortable looking to the left. Now we have an example of confounding
which obscures a valid effect, rather than one that produces an artificial effect.

Confounding is a regular feature of our attempts to understand and explain the
world around us. Some time ago, starting a Christmas vacation, a friend told me that
switching to decaffeinated coffee might reduce some physical effects of tension which
I’d been experiencing. To my surprise, after a couple of weeks, the feelings had
subsided. The alert reader will have guessed that the possible confounding variable
here is the vacation period, when some relaxation might occur anyway.

There is a second possible explanation of this effect. I might have been expecting a
result from my switch to the far less preferred decaffeinated coffee. This alone might
have caused me to reappraise my inner feelings — a possibility one always has to keep
in mind in psychological research when participants know in advance what behaviour
changes are expected. This is known as a pLaceBo EFFecT and is dealt with in
Chapter 3.

Confounding is said to occur, then, whenever the true nature of an effect is
obscured by the operation of unwanted variables. Very often these variables are not
recognised by the researcher but emerge through critical inspection of the study by
others.

In the imagery experiment, it may not be the #mages that cause the improvement. It
may be the meaningful links, amounting to a story, that people create for the words.
How could we check this hypothesis? Some students I was teaching once suggested
we ask people without sight from birth to create the links. I'm absolutely sure this
would work: It certainly does work on people who report very poor visual imagery.
They improve as much as others using image-linking. So we must always be careful
not to jump to the conclusion that it is the variable we thought we were examining that
has, in fact, created any demonstrated effects.
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CONFOUNDING IN NON-EXPERIMENTAL RESEARCH

In non-experimental work the researcher does not control the IV. The researcher
measures variables which already exist in people and in society, such as social class of
child and child’s academic achievement.

One of the reasons for doing psychological research is to challenge the ‘common-
sense’ assumptions people often make between an observed IV and DV. It is easy to
gssume, for instance, that poor home resources are responsible for low academic
achievement when a relationship is discovered between these two variables. But those
with low resources are more likely to live in areas with poorer schools which attract
less well-trained staff. The relationship is confounded by these latter variables.

Confounding occurred when Bowlby (1953) observed that children without
mothers and reared in institutions often developed serious psychological problems.
He attributed the cause of these problems almost entirely to lack of a single maternal
bond. Later checks revealed that along with no mother went regimented care, a
serious lack of social and sensory stimulation, reduced educational opportunity and a
few other variables possibly contributing to later difficulties in adjustment.

In the world of occupational psychology a resounding success has recently been
reported (Jack, 1992) for British Home Stores in improvement of staff performance
through a thorough programme of training (using Natjonal Vocational Qualifica-
tions) and incentives. One indicator of this improvement is taken to be the highly
significant drop in full-time staff turnover from 1989-1990 (50%) to 1990-1991
(24%). Unfortunately, this period happened to coincide with a massive upturn in
general unemployment, which cannot therefore be ruled out as a serious confounding
variable.

M .
[ vV ¢ _rrpanlpu_lated
in experiment
N ‘levels’ of IV
M random M A/\A/
> \

i 1 error '
require ' . confounding

operational extraneous variables variable

definition :b constant error (may vary with IV}

(an example of
confounding)

v v o |
may be indirect
DV & » measure of . ... .
hypothetical
construct

Figure 2.6 Summary of variables and errors
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GLOSSARY

| Systemati¢ error in measurement; i.e, : ;

affects measurement always in one
direction-only

. Phenomenon which is assumed to exist
but is*(as yet) unconfirmed, it is assumed
1o be respansible for effects or variations
already observed, stays as a possible
explanation of effeclS'whiIe_eviden’ce
continues to support it

¢ Definition of \}ariable in-exact terms and
these terms;are the steps taken in
méasurement of the variable
Any error-possible in measuring a
variable, excluding error which is-
systematic - . :
Tendency to treat.abstract concepts as
real entities

Variable which is uncontrolied and
| obscures any-effect sought, usually in a
| systematic manner
| Variable which is- assumed-to be directly
| affected by'changes in the [V |
Anything other than the [V which could
affect the dependent variable; it may or
: may not have been allowed for and/or
controlled
Variable which experimenter manipuldtes
in an expenment and which is assumed
| to have a direct affect on the DV
A variable which creates unpredictable
| error in measurement

EXERCISES

I Identify the assumed independent and dependent variables in the following statements:

a) Attitudes can be influenced by propaganda messages
b) Noise affects efficiency of work

c) Time of day affects span of attention

d) Performance is improved with practice

e) Smiles given tend to produce smiles in return

f) Aggression can be the result of frustration

.- constant error

hypothetical construct

oemtionél definition

- random:error
.reification

| variables |
confounding

depéndent

extraneous

. independent

random

g) Birth order in the family influences the individual's personality and intellectual

achievement

VariaBLES aND DEFINITIONS 33

25 h) People’s behaviour in crowds is different from behaviour when alone

2 In exercise I, what could be an operational definition of: ‘noise’, ‘'span of attention’, 'smile”?

3 Two groups of six-year-old children are assessed for their cognitive skills and sociability.
One group has attended some form of preschool education for at least a year before
ctarting school. The other group has not received any preschool experience. The
preschool educated group are superior on both variables.

a) |dentify the independent and dependent variables

b) Identify possible confounding variables

c) Outline ways in which the confounding variables could be eliminated as possible
explanations of the differences



SAMPLES AND GROUPS

This chapter loaks at how people are selected for study in psychological research

and on what basis they are divided into various groups required for ideal

scientific experimentation. Issues arising are:

» Samples should be representative of those to whom results may be
generalised.

« Random selection provides representative samples only with large numbers,

= Various non-random selection techniques (stratified, quota, cluster,
snowball sampling, critical cases) aim to provide representative, or at
least useful small samples. Opportunity and self-selecting samples may
well be biased.

« Size of samples for experiments is a subject of much debate; large is not always
best. .

= In strict experimental work, variance in participant performance should be kept
to a minimum,

+ Control groups and placebo groups serve as comparisons, showing what
might occur in experimental conditions excluding only the independent
variable,

SAMPLES

Suppose you had just come back from the airport with an Indian friend who| 1s to stay
with you for a few weeks and she switches on the television. To your horror, one of
the worst imaginable game shows is on and you hasten to tell her that this is not
typical of British TV fare. Suppose, again, that you are measuring attitudes to trade
unions and you decide to use the college canteen to select people to answer your
questionnaire. Unknown to you, the men and women you select are mainly people
with union positions on a training course for negotiation skills. In both these cases an
unrepresentative sample has been selected. In each case our view of reality can be
distorted.

POPULATIONS AND SAMPLES

One of the main aims of scientific study is to be able to generalise from examples. A
psychologist might be interested in establishing some quality of all human behaviour,
or in the characteristics of a certain group, such as those with strong self-confidence
or those who have experienced preschool education. In each case the POPULATION is
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= all the existing members of that group. Since the population itself will normally be too

large for each individual within it to be. investigated, we would normally select a
sampLE from it to work with. A population need not consist of people. A biologist
might be interested in a population consisting of all the cabbages in one field. A
psychologist might be measuring participants’ reaction times, in which case the
population is the times (not the people) and is infinite, being all the times which
could ever be produced.

The particular population we are interested in (managers, for instance), and from
which we draw our samples, is known as the TARGET POPULATION.

SAMPLING BIAS

We need our sample to be typical of the population about which we wish to generalise
results. If we studied male and female driving behaviour by observing drivers in a
town at 11.45 a.m. or 3.30 p.m. our sample of women drivers is likely to contain a
Jarger than usual number driving cars with small children in the back.

This weighting of a sample with an over-representation of one particular category
is known as saMPLING Bias. The sample tested in the college canteen was a biased
sample, if we were expecting to acquire from it an estimation of the general public’s
current attitude to trade unions.

According to Ora (1965), many experimental studies may be biased simply
because the sample used are volunteers. Ora found that volunteers were significantly
different from the norm on the following characteristics: dependence on others,
insecurity, aggressiveness, introversion, neuroticism and being influenced by others.

A further common source of sampling bias is the student. 1t is estimated that some
75% of American and British psychological research studies are conducted on
students (Valentine, 1992). To be fair, the estimates are based on studies occurring
around the late 1960s and early 1970s. Well over half of the UK participants were
volunteers. To call many of the USA participants ‘volunteers’ is somewhat mislead-
ing. In many United States institutions the psychology student is required to
participate in a certain number of research projects. The ‘volunteering’ only concerns
which particular ones. This system also operates now in some UK establishments of
higher education.

PARTICIPANT YARIABLES (OR ‘SUBJECT VARIABLES")

In many laboratory experiments in psychology, the nature of the individuals being
tested is not considered to be an important issue. The researcher is often specifically
interested in an experimental effect, in a difference between conditions rather than
between types of person. In this case the researcher needs, in a sense, ‘an average
bunch of people’ in each condition.

I hope that one of your possible explanations was that the control group might just
happen to be better with the sound of words. There may be quite a few good poets or
songwriters among them. This would have occurred by chance when the people were
allocated to their respective groups. If so, the study would be said to be confounded
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Figure 3.1 Participant variables might affect experiment on diet

by PARTICIPANT (Or SUBJECT) VARIABLES. These are variations between persons acting
as participants, and which are relevant to the study at hand. Undil the recent shift in
terminology, explained earlier, these would have been known as ‘subject variables’.

SAMPLING

REPRESENTATIVE SAMPLES

What we need then, are samples representative of the population from which they are
drawn. The target population for each sample is often dictated by the hypothesis
under test. We might need one sample of men and one of women. Or we may require
samples of eight-year-old and 12-year-old children, or a group of children who watch
more than 20 hours of television a week and one watching less than five hours.

Within each of these populations, however, how are we to ensure that the
individuals we select will be representative of their category? The simple truth is that
a truly representative sample is an abstract ideal unachievable in practice. The
practical goal we can set ourselves is to remove as much sampling bias as possible. We
need to ensure that no members of the target population are more likely than others
to get into our sample. One way to achieve this goal is to take a truly RANDOM SAMPLE
since this is strictly defined as a sample in which every member of the target population has
an equal chance of being included.

A biased sample

Figure 3.2 A biased sample
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WHAT IS MEANT BY RANDOM?

Random is not just haphazard. The strict meaning of random sequencing is that no
event is ever predictable from any of the preceding sequence. Haphazard human
choices may have some underlying pattern of which we are unaware. This is not true
for the butterfly. Evolution has led it to make an endlessly random sequence of turns
in flight (unless injured) which makes prediction impossible for any of its much more
powerful predators.

RANDOM SAMPLES

The answer is that none of these methods will produce a tested random sample. In
item (@) we may avoid people we don’t like the look of; or they may avoid us. In items
(b) and (¢) the definition obviously isn’t satisfied (though these methods are
sometimes known as QUASI-RANDOM SAMPLING OF SYSTEMATIC SAMPLING). In (d) we
are less likely to drop our pin at the top or bottom of the paper. In (e) the initial
selection is random but our sample will end up not containing those who refuse to
take part.

If no specific type of person (teachers, drug addicts, four to five-year-olds . . .) is
the subject of research then, technically, a large random sample is the only sure way
to ‘acquire a fully representative sample of the population. Most psychological
research, however, does not use random samples. A common method is to advertise
in the local press; commoner still is to acquire people by personal contact, and most
common of all is to use students. A very common line in student practical reports is ‘a
random sample was selected’. This has never been true in my experience unless the
population was the course year or college, perhaps.

What students can reasonably do is attempt to obtain as random a sample as
possible, or to make the sample fairly representative, by selecting individuals from
Important subcategories (some working class, some middle class and so on) as is
(_iescribed under ‘stratified sampling’ below. Either way, it is important to discuss this
Issue when interpreting results and evaluating one’s research.

The articles covered in the survey cited by Valentine did not exactly set a shining
example. Probably 85% used inadequate sampling methods and, of these, only 5%
discussed the consequent weaknesses and implications.
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PR

HOW TO SAMPLE RANDOMLY ¢

Computer selection
The computer can generate an endless string of random numbers. These are
numbers which have absolutely no relationship to each other as a sequence and which
are selected with equal frequéncy. Given a set of names the computer would use these
to select a random set.

P TR

Random number tables

Alternatively, we can use the computer to generate a set of random numbers which
we record and use to do any selecting ourselves. Such a table appears as Table 1 in
Appendix 2. Starting anywhere in the table and moving either vertically or horizon-
tally a random sequence of numbers is produced. To select five people at random
from a group of 50, give everyone a number from 1 to 50 and enter the table by
moving through it vertically or horizontally. Select the people who hold the first five
numbers which occur as you move through the table.

Manual selection

|

The numbered balls in a Bingo session or the numbers on a roulette wheel are
selected almost randomly as are raffle tickets drawn from a barrel or hat so long as
they are all well shuffled, the selector can’t see the papers and these are all folded so as
not to feel any different from one another. You can select a sample of 20 from the
college population this way, but you’d need a large box rather than the ‘hat’ so
popular in answers to questions on random selection.

These methods of random selection can be put to uses other than initial sample
selection:

Random allocation to experimental groups

We may need to split 40 participants into two groups of 20. To ensure, as far as.

possible, that participant variables are spread evenly across the two groups, we need
to give each participant an equal chance of being in either group. In fact, we are
selecting a sample of 20 from a population of 40, and this can be done as described in
the methods above.

Random ordering

We may wish to put 20 words in a memory list into random order. To do this give
each word a random number as described before. Then put the random numbers into

REPRESENTATIVE
SAMPLE

QUOTA SAMPLE
stop when we get
two of each type

2l STRATIFIED SAMPLE
sample two randomly
from each type

RANDOM SAMPLE

POPULATION virFbk
(may be unrepresentitive if small)

Figure 3.3 Random, stratified and quota samples
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numerical order, keeping the word with its number. The words will now be randomly
ordered.

Random sequencing of trials

In the experiment on infants’ preference for simple and complex patterns, described
in the last chapter, we saw a need to present the complex figure to right and left at
random. Here, the ordering can be decided by calling the first 20 trials ‘left’ and the
rest ‘right’. Now give all 40 trials a random number. Put these in order and the lefi—
right sequencing will become random.

ENSURING A REPRESENTATIVE SAMPLE

I hope yow’ll agree that the electoral roll will provide us with the ‘widest, unbiased
section of the population, though it won’t include prisoners, the homeless, new
residents and persons in psychiatric care. The relephone directory eliminates non-
phone owners and the house selection eliminates those in residential institutions. The
street will not contain people at work, those with a severe disability unless they have a
helper, and so on.

If we use near-perfect random sampling methods on the electoral roll then a
representative sample should, theoretically, be the result. We should get numbers of
men, women, over 60s, diabetics, young professionals, members of all cultural
groups and so on, in proportion to their frequency of occurrence in the town as a
whole. This will only happen, though, if the sample is fairly large as I hope you’ll
agree, at least after reading the section on sample sizes further below.

STRATIFIED SAMPLING

We may not be able to use the electoral roll or we may be taking too small a sample to
expect representativeness by chance. In such cases we may depart from complete
random sampling. We may pre-define those groups of people we want represented.

If you want a representative sample of students within your college you might
decide to take business studies students, art students, catering students and so on, in
-proportion to their numbers. If 10% of the college population comprises art students,
then 10% of your sample will be art students. If the sample is going to be 50 students
then five will be chosen randomly from the art department.

The strata of the population we identify as relevant will vary according to the
particular research we are conducting. If, for instance, we are researching the subject
of attitudes to unemployment, we would want to ensute proportional representation
of employed and unemployed, whilst on abortion we might wish to represent various
religions. If the research has a local focus, then the local, not national, proportions
would be relevant. In practice, with small scale research and limited samples, only a
few relevant strata can be accommodated.
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QUOTA SAMPLING

This method has been popular amongst market research companies and opinion
pollsters. It consists of obtaining people from strata in proportion to their occurrence
in the general population but with the selection from each stratum being left entirely
1o the devices of the interviewer who would be unlikely to use pure random methods,
but would just stop interviewing 18-21-year-old males, for instance, when the quota
had been reached.

CLUSTER SAMPLES

It may be that, in a particular town, a certain geographical area can be fairly described
as largely working class, another as largely middle class and another as largely
Chinese. . In this case ‘clusters’ (being housing blocks or whole streets) may be
selected from each such area and as many people as possible from within that cluster
will be included in the sample. This, it is said, produces large numbers of
interviewees economically because researcher travel is reduced, but of course it is
open to the criticism that each cluster may not be as representative as intended.

SNOWBALL SAMPLING

This refers to a technique employed in the more qualitative techniques (see Chapter
11) where a lot of information is required just to get an overall view of an
organisational system or to find out what is happening around a certain issue such as
alcoholism. A researcher might select several key people for interview and these
contacts may lead on to further important contacts to be interviewed.

CRITICAL CASES

A special case may sometimes highlight things which can be related back to most
non-special cases. Freud’s studies of people with neuroses led him to important
insights about the unconscious workings possible in anybody’s mind. Researchers
interested in perceptual learning have studied people who have regained sight
dramatically.

THE SELF-SELECTING SAMPLE

!
You may recall some students who placed a ladder against a wall and observed how
many men and women passed under or around it. In this investigation the sample

CLUSTER
SAMPLES

Figure 3.4 Cluster samples
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s

Figure 35 A snowball sample

could not be selected by the researchers. They had to rely on taking _the persons vs_rho
walked along the street at that time as their sample. Several studies involve t_lns kind
of sample. In one study, people using a phone booth were asked if they had Plcked up
a coin left in the booth purposely by the researchers. The independent vanable. was
whether the person was touched while being asked or not. The dependent variable
was whether they admitted picking up the coin or not.

Volunteers for experimental studies are, of course, a self-selecting sample.

THE OPPORTUNITY OR CONVENIENCE SAMPLE

Student practical work is very often carried out on other students. For that matter, so
is a lot of research carried out in universities. If you use the other students in your
class as a sample you are using them as an opportunity sample. They just happen to
be the people you can get hold of.

The samples available in a ‘natural experiment’ (see Chapter 5) are also opportu-
nistic in nature. If there is a chance to study children about to undergo an educational
innovation, the researcher who takes it has no control over the sample.

SAMPLE SIZE

One of the most popular items in many students’ armoury of prepared responses to
‘Suggest modifications to this research’ is “The researcher should have tested more
participants®. If a significant difference has been demonstrated between two groups
this is not necessary unless (i) we have good reason to suspect sampling bias or (ii) we
are replicating the study (see Chapter 4).

If the research has failed to show a significant difference we may well suspect our
samples of bias. But is it a good idea to simply add a lot more to our tested samples?

Hey,
& you guys!
9

Figure 3.6 An opportunity sample?
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The argument FOR large samples

It is easier to produce a biased sample with small samples. I hope this example will
make this clear. If you were to select five people from a group containing five
Catholics, five Muslims, five Hindus and five Buddhists, you’d be more likely to get a
religious bias in your sample than if you selected 10 people. For instance, if you select
only five they could all be Catholics, but with 10 this isn’t possible.

In general, the larger the sample the less the likely sampling bias.

Does this mean then that we should always test as many people as possible? Another
arguiment for large samples is demonstrated by the following example. Suppose there
are somewhat more pro- than anti-abortionists in the country as a whole, the ratio
being six to five. A small sampling strategy, producing 12 for and 10 against will not
convince anyone that this difference represents reality, but a difference of 360 to 300
might. Although we haven’t yet covered probability, I hope that your acquired sense
of chance factors would agree with this.

The argument AGAINST large samples

One reason we can’t always take such large samples is economic, concerning time
and money. But another limitation is that larger samples may obscure a relevant
participant variable or specific effect.

Suppose, for instance, there is a task which, when performed under condition B
produces improvement over condition A but only for left-handed participants (lefi-
handers are disadvantaged when writing left to right with ink which has to dry, for
instance). These contributions to the total scores are illustrated by the two left-hand
columns in Figure 3.7. Here, the increased total score for all participants on
condition B is due almost completely to the difference for left-handers (distance X
shown by the middle two columns (b) in Figure 3.7). If only left-handed scores were
considered, the difference would be seen as significant (not just chance) but the
overall difference for the whole sample is not. The difference shown by the two right-
hand columns (¢) of Figure 3.7, where a lot more people have been tested is
significant. However, the researcher might conclude that there is a slight but
significant difference across a/l participants. A specific and interesting effect (sharp
improvements for left-handers) is being obscured by simply taking a much larger
sample, rather than stopping after the first “failure’ to examine possible participant
variables (left- or right-handedness) which are hiding the effect. '

3 q
bt A 4
é’ // J 77 Left-
7/ Fd
2 77
(a) (b)ﬁx% (c)
A B A B A B

Figure 3.7 Task scores for right- and left-handed participants
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‘A large sample, then, may disguise an important participant variable which needs
teasing out. L . . _ _

Large samples may also disguise weaknesses in the design of an experiment. If there
are a large number of uncontrolled variables present then differences between two
small groups may seem insignificant (just chance varlgtion). It may take large samples
to show that the difference 7s consistent. In field studies (outside the lab.oratory —see
Chapter 5) we may have to put up with this lack of control, but in laboratoFy
experiments such random variables can be controlled so that small samples will
demonstrate the real difference.

Tt has been argued that the optimum sample size, when investigating an experi-
mental IV assumed to have a similar effect on most people, is about 25 to 30. If
significance is not shown then the researcher investigates participant variables and

the design of the study.

GRrROUPS

CONTROL GROUPS AND EXPERIMENTAL GROUPS

Well, perhaps the children would have reached this greater maturity in thou_ght
without the treatment, through the increasing complexity of their encounters with the
environment. We need to compare these children’s development with that of a group
who do not experience the programme, This latter group would be known as a
CONTROL GROUP and the group receiving the programme as an EXPERIMENTAL GROUP
OF TREATMENT GROUP. '

In selecting these two groups we must be careful to avoid confounding by
participant variables and ensure that they are equivalent in composition. We can
select each entirely at random or on a stratified basis. In studies like this, the children
might be chosen as matched pairs (see Chapter 6) so that for each child in one group
there was a child to compare with in the other, matched on relevant characteristics
such as age, sex, social class and so on.

PLACEBO GROUP

The experimental group in the example above may have lowered their output of
prejudice responses because they knew they were in an experimental programme,
especially if they knew what outcomes the researchers were expecting, In trials of new
drugs some people are given a salt pill or solution in order to see whether the
expectation of improvement and knowledge of having been given a cure alone will
produce improvement. Similarly, psychologists create PLACEBO GROUPS in order to
eliminate the possibility that results are confounded by expectancy variables.

A common experimental design within physiological psychology has been to inject
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participants with a substance which stimulates the physiological reactions which
occur when individuals are emotionally aroused. A control group then experiences
everything the injected (experimental) group experience, except the injection. The
placebo group receives an injection of a harmless substance with no physiological
effects. Performances are then observed and if both the control and placebo groups
differ in the same way from the experimental group we can rule out expectancy as the
cause of the difference. Some of the children in the prejudice study above could be
given a programme unrelated to prejudice reduction, and also informed of expected
results, in order to serve as a placebo group.

GLOSSARY
| Special case (usually a person) who/ critical case
. which highlights specific phenomenon for
| study ]
groups
Group used as baseline measure against control

which, performance of experimental,
treatment or.criterion group is assessed

Group who receive values of the IV in an or experiment or
experiment or quasi-experiment treatment
. -Group who don't receive the critical- placebo

‘treatment’ but everything else the
experimental group receive and who are:
(sometimes) led to believe that their

¢ treatment will have.an effect; used to
check expectancy effects '

participant (or. subject)
variables

| Variables which differ between groups of
people.and which may need to be

. controlled in order to demonstrate an
effect of the IV

., Effect.on participants simply through
knowing they-are.expected to-exhibit
changed behaviour

placebo effect

All'possible members of group from population
which a sample is taken
Nurnber which has-absolutely no random number
relationship with the other numbers in
Citsset
Group selected from population for
study or experiment

sample

Uiy bk e i SR

p‘ . 5
“5f the target population .are over- or
-\ nder-represented

-'-_-‘Sah'-_iple selected from specific area as
" Deing-representative of a population
et

=

s sample selected because they are easily

or

smple selected in which every member
“of the target popufation has an equal
yance, of being selected

mple selected so that specified groups
appear in numbers proportional to
r'size in the target-population

ematic tendency towards-over- or
nder-representation of some categories
of'people) in a sample

mple selected for study on the basis of - __ .-
theirown action in arriving at the i
£sampling point

L Sample selected for study by asking key

[ figures for people they think will be
'L__.-l_l-'_r'\’portant or useful fo includé

;I'.S__ample selected so that specified groups|
“Will appear in.numbers proportional to

i their size in the target population;within -
{ each subgroup cases are selected on a

i random basis.

| The (often theoretical) group of all
5 possible cases from which, it is hoped, a
i sample has been taken '

ExEercises
—_—

I' A researcher shows that participants in a conformity experiment quite often give an
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samples
biased

cluster
opportunity

quasi-random or
systematic

quota
random
representative
sampling bias
self-selecting
snowball .

stratified

target population

obviogsly wrong answer to simple questions when six other confederates of the
experimenter have just given the same wrong answer by prearrangement. What else must
the researcher do in order to demonstrate that the real participants actually are

conforming to group pressure?

45
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2 The aim of a particular investigation is to compare the attitudes of working-class and
middle-class mothers to discipline in child rearing. What factors should be taken into
account in selecting two comparable samples (apart from social class)?

3 A psychologist advertises in the university bulletin for students willing to participate in an
experiment concerning the effects of alcohol consumption on appetite. For what reasons
might the sample gathered not be a random selection of students?

4 A random sample of business studies students in the county of Suffex could be drawn by
which one of these methods?
a) Selecting one college at random and using all the business studies students within it.
b) Group all business studies students within each college by surname initial (A, B, ... Z).
Select one person at random from each initial group in each college.
c) Put the names of all business studies students at all colleges into a very large hat, shake
and draw out names without looking.

5 A psychologist visits a group of 20 families with a four-year-old child and trains the mother
to use a special programme for promoting reading ability. Results in reading ability at age
six are compared with those of a control group who were not visited and trained. A
research assistant suggests that a third group of families should have been included in the
study. What sort of group do you think the assistant is suggesting?

6 A psychology lecturer requires two groups to participate in a memory experiment. She
divides the students in half by splitting the left side from the right side of the class. The left
side get special instructions and do better on the problem-solving task. The lecturer claims
that the instructions are therefore effective. Her students argue that a confounding
variable could be operating. What are they thinking of, perhaps?

—
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SOME GENERAL THEMES

This chapter introduces the general themes of reliability and validity,

standardisation and the qualitative-quantitative dimension in research.

« Reliability refers to a measure's consistency in producing similar results on
different but comparable occasions.

» Validity has to do with whether a measure is really measuring what it was
intended to measure.

+ |n particular, for experimental work, there has been a debate about ‘threats
to internal and external validity’.

« ‘Internal validity’ refers to the issue of whether an effect was genuine or
rather the result of incorrectly applied statistics, sampling biases or extraneous
variables unconnected with the IV,

+ ‘External validity’ concerns whether an effect generalises from the specific
people, place and measures of variables tested to the population, other
populations, other places and to other, perhaps fuller, measures of the
variables tested.

» The main message of the chapter is not that students need (how) to get
embroiled in hair-splitting debate about what exactly is internal or external, or
a case of this or that type of validity. The point is to study the various ‘threats’
and try to avoid them in practical work, or at least discuss them in writing
about practical studies.

« Standardised procedures reduce variance in people’s performances,
exclude bias from different treatment of groups and make replication
possible. Replication is fundamental to the establishment of scientific credibility.

* Meta-analysis is the statistical review of many tests of the same hypothesis
in order to establish the extent of valid replication and to produce objective
reviews of results in topic areas.

3 * The qualitative-quantitative dimension is introduced as a fundamental

division within the theory of methods in contemporary psychological research.

3 The dimension will be referred to throughout as research varies in the extent

i to which it employs aspects of either approach. Some researchers see the two

* approaches as complementary rather than antagonistic.

So far, we have discussed the sorts of things we might want to measure or control in
research studies, and the sort of groups required by investigations. Whenever
pSychologists discuss measurement — in the form of scales, tests, surveys, etc. — the
Issue arises of whether the measures are RELIABLE and vaLip, Both these terms will be
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discussed in some detail in Chapter 9 where they are applied to psychological tests.
However, the next few chapters are about overall methiads in psychological research
and, at times, we will need to refer to the general meaning of these terms, and a few
others.

RELIABILITY

Any measure we use in life should be reliable, otherwise it’s useless. You wouldn’t
want your car speedometer or a thermometer to give you different readings for the
same values on different occasions. This applies to psychological measures as much
as any other. Hence, questionnaires should produce the same results when retested
on the same people at different times (so long as nothing significant has happened to
them between tests) and different observers measuring aggression in children should
come up with similar ratings.

VALIDITY

In addition to being consistent we should also be able to have confidence that our
measuring device is measuring what it’s supposed to measure. You wouldn’t want
your speedometer to be recording oil pressure or your thermometer to be actually
measuring humidity. In psychology, this issue is of absolutely crucial importance
since, as you saw in the ‘variables’ chapter, it is often difficult to agree on whar a
concept ‘really is’ and things in psychology are not as touchable or get-at-able as
things in physics or chemistry. Hence, validity is the issue of whether psychological
measures really do make some assessment of the phenomenon under study.

INTERNAL AND EXTERNAL VALIDITY

There are two rather special meanings of the term °‘validity’ now popular in
psychological debate about the design of research studies, especially experiments.
The terms were coined by Campbell and Stanley in the 1960s and produce deep,
difficult and sometimes hostile argument about meanings and the importance of
various types of validity. There is not room to go into this in great depth hete, but my
reason for including the general ideas is to help us to focus and categorise all the
problems in designing research which will lead us as close as possible to what is and
what is not the case in the world of psychological investigation. I say ‘as close as
possible’ because there is an underlying theme, which I’m sure you’ve caught hold of
by now, that scientific research, in psychology as elsewhere, does not get at any exact
truth in the world of theory. Many people would argue that the best we can hope to
do is to rule out what isn’r true. We can be very confident that a null hypothesis ésn’z
true but we can never be sure exactly why there was a difference in our results. Was it
really the IV or was something else responsible? This is a good starting point for our
discussion of internal and external validity. Before we go further though, would you
like to try and generate some of the basic ideas by having

g

“THREATS’ TO VALIDITY

I hope that, even if you’re new to the idea of scientific or experimental research,
Tabatha’s project offended your sense of balanced, fair, objective investigation.
There are obviously many ways in which Tabatha might have got some differences
but not because of her particular training programme. These things, other than the IV,
which could have produced the results, Campbell and Stanley called ‘threats to
validity’. It is time to distinguish between internal and external threats:

Threats to internal validity

Did the design of the study really illuminate the effect of one variable on another?
Was there a genuine effect?

Threats to external validity

To what extent is it legitimate to generalise these findings to other people, places,
times and instance of the variables measured?

INTERNAL VALIDITY

Within this concept two questions are asked:

1 Is there a real effect here?
Is the difference in the measures of the dependent variable one we can take
seriously? (i.e., is there a ‘real’ statistical difference?)
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Table 4.1 Threats to internal and external validity of research studies

Threats to internal
validity

‘Using a low power
statistical test- -

Violating assumptions of
statistical test used

. ‘Fishing’/capitalising on
chance

Reliability of measures

Reliability. of procedures ‘

Random errors ‘in'the
résearch setting
Participant variance

Hlstory

Maturation

Testing

Instrumentation

Description

Different tests:have varying
sensitivity to detect
difference

Tests should not be used if
the data don't fit the
assumptions

Multiple testing of the
same data gives a higher
chance of getting a fluke
‘significant’ result — see

p. 318

Reliability as described in
this Chapter and Chapter 9
Standardisation of
procedures — described in
this: Chapter

Described in Chapter 3

Problem described in this
Chapter

Events which happen to
participants during the
research which affect
results but are not-linked
to the IV

Participants may mature
during the study

Participants may get ‘wise!
to the tests if they're
repeated

Measures may change in
effect between first and
:second testing: A-particular
problem if participants
approach-a ‘ceiling’ (see

p. 225)-at the end of the
study. They can't show
their true ability

Comments

Deatt with in the statistics
Chapters 1424

D_ealt with in the statistics
Chapters |4-24

For all these three
statistical points note that
Tabatha didn’t bother with
testing her data, and that
differences were small
Dealt with on-p. 50 and
pp. 150 i

Tabatha doesn't seem to
have given precise
instructions to her extra
trainer

Also covered.in Chapter 3

Some of Tabatha's traineeé
started an art module

A problem in child
development studies,
especially where there is
not an adequate contro}
group

‘Tabatha's trainees might
‘have practised on Mickey
Mouse or at least recalled
their original mistakes
Tabatha changed her
measure because she lost
the first version

e

alry or demoralisation
5f-control group

Eh_struct- validity

dequate variable
efinition

one-method bias

YPothesis guessing

Description

Occurs when more of one
type of person gets into
one group for the-study —
a big problem in field
research where many
unwanted factors may
differ between, say, two
groups of children under
study

More of one type of
person may drop out of
one of the groups

Control participants may
get to know what
treatment groups are doing

‘Control' participants may
try to do as well as the
treatment’ group or they
may resent the ‘treatment’

reats to external validity

To what extent do the
measures employed
actually tap the concept
under study?

To what extent are the
measures used :adequatély

defined?

Construct validity is
improved by takirig a
variety of measures of the
same concept

"Treatment’- participants
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Comments

Those who were more
busy selected themselves
into the control group in
Tabatha's study. Also, since
the students knew what it
was about, keener ones
may have joined the
training group

More students dropped
out of Tabatha's trainee
group because of the time
taken

If mothers are being helped
to stimulate their children,
the techniques may pass to
control group mothers
simply by meeting in the
community

Seme of Tabatha's control
students seem to resent
not being in the trainee

group

Discussed in this Chapter.
How accurately or fully is
Tabatha measuring ‘artistic
ability’? Suppose
synchro-swimming ability
were judged simply by the
time swimmers could |
remain underwater?
Tabatha's 'rough idea’ of
her training, given to her

, extra trdiner, suggests it

isn't well defined

For instance, better to have
people give their ‘sentence’
of a fictitious criminal in
writing and.in public, and
perhaps to get them to:
rate for guitt or ‘criminality’
also

Tabatha's trainees certairly
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Threats to external
validity

Description Comments

may well guess what is:

) _ knew what they were
required of them in the

expected to do-

study
Evaluation apprehension’  Hypothesis guessing may See 'demand
(‘pleasing the. lead to trying to pleasethe  characteristics' p. 75. Note
experimenter’ or looking  experimenter-or looking that Tabatha's frainegs_
good') good ' tried todowell
Experimenter expectancy:  Dealt with in this Chapter  See alsc p. 74
Level of the independent  The levels of the |V used One and three cups of
variable (IV). may not be. far enough coffee may make no

difference but one anhd 10
might! Better to try one,
four,.seven-and 10, perhaps
See also, Chapter 3

apart. Betterto use several
levels (in more advanced
worl)
Generalisation to the Dealt with iny this Chapter
population
Generdlisation to other
populations

Dealt with in this Chapter  See also Chapter 3

Will Tabathd's training
work out of college?

Generalisation to other Dealt with in this Chapter

settings, ‘ecobgicaﬂ_ validity'

2 Was the effect caused by the IV or something else?

If the difference s treated as statistically valid, did it occur because the IV had a
direct effect, or did manipulating the IV, or just running the study in general,
produce some other, hidden effect?

1 This question mainly concerns statistical significance and will be dealt with in
Chapters 14-23. It’s about whether we say, ‘Sure there was a difference but it
could have been just chance, it’s so small’ — the sort of question we ask about
those lines of plates in washing-up liquid commercials. For now, note, from
Table 4.1 (see p. 52) that if we use the wrong statistical test, use a test without
satisfying its assumptions, do too many tests on the same data, or introduce too
many random errors into the experimental setting or into the procedure, we may
be unable to state confidently that any differences found were true differences.
Random errors can be dealt with to some extent by operating a STANDARDISED
PROCEDURE and we’ll look at exactly what this entails after this section on
validity.

2 From Table 4.1 note that the other, non-statistical threats to internal validity
concern reasons why the differences might have occurred even though the IV
didn’t cause them. Several of these are to do with getting an imbalance of people
of certain types in one of the conditions. We’ll deal with this problem in Chapter
6 — Experimental designs. Note that rivalry or resentment by the control group,
and so on, is seen as a threat to nrernal validity because the treatment isn’t causing
any effect on the treatment group. The control group is creating the difference.
Tabatha’s control group might draw half-heartedly since at least some appear to
feel a bit left out. This factor, then, has nothing to do with the programme as
such, which therefore can’t be said to be causing any differences found.

i sdais
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8~ EXTERNAL VALIDITY

‘Suppose the Wis respoqsible for the change. For various reasons which I hope are, or
will become, fairly obvious, the results of such a ‘successful’ study may not be
éeneralised to all other situations without some serious considerations. There are
four major ways in which generalisation may be limited. We can ask:

1 Would this happen with other sorts of people or with all the people of whom our
sample was an example?

2 Would this happen in other places?

3 Would this happen at other zimes? (Consider Asch’s famous conformity studies in
the 1950s. Would people be as likely to conform now as then?)

4 Would this happen with other measures? (e.g. ‘racial discrimination’ might be
assessed by having people give sentences to a black and a white fictitious
‘criminal’. Would the effect found occur if a questionnaire had been used
instead?)

Bracht and Glass (1968) categorised 1 as ‘population validity’ and 2 as ‘scorocicar’

vaLDITY. I have treated this second term as a ‘key term’ because, unlike the first, it is

a very popular term, although its original use (Brunswik, 1947) was limited to

perception. It is a term you are likely to come across quite often in other textbooks or

in class discussion, especially on the issue of the laboratory study in psychology.

Population validity

Think how often you’ve been frustrated by a news or magazine article which, on the
basis of some single study, goes on to make claims such as . . . so we see that women
(do such and such) whilst men (do so and s0). . .. Obviously a class experiment can’t
be generalised to all students nor can it be generalised to all other groups of people.
The matter of how important this issue is varies with the type of study. External
validity is of crucial importance to applied researchers who want to know that a
programme (of training or therapy, for instance) ‘works’ and they may be less worried
a_bout\r.he exact (conceptual) variable responsible for the effect. '

Ecological validity

A big problem with psychoelogical laboratory research is that it is often very difficult to
‘see ho.w results could be generalised to real-life circumstances, to naturélly occurring
behaviour in an everyday setting. A study’s ‘ecological validity’, according to Bracht
and Glass, has to do with the extent to which it generalises to other settings or places.
A sFudy has higher ecological validity if it generalises beyond the laboratory to field
settings but a field study, in a naturalistic setting is nor automatically ‘ecolpgically
\{al}d’.. This depends on whether it will generalise to ozher natural settings (some quite
artificial and limited field settings are mentioned below). The term, unfortun tely, is
used tgday rather variably and some texts assume ecological validity simply where a
study is ‘-naruralistic’, where the data gathered are ‘realistic’ even though the result
may obviously not be valid for another context. Nevertheless, if you claimed that
Mmany experiments in psychology are criticised because they lack ecological validity,
this being because their results would not be replicated in real-life settings, you’d be
correct. Carlsmith et al. (1976) used the term MUNDANE REALISM to refer to research
S‘?t-ups which were close to real life, whereas EXPERIMENTAL REALISM occurs when an
Cxpergnental set up, though ‘artificial’, is so engaging and attention grabbing that any
artificiality is compensated for.

As an example of laboratory limitation, Asch’s famous demonstrations of con-

1
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formity were conducted among total strangers, who had to judge the length of lines
with no discussion. Real-life conformity almost always concerns familiarity and social
interaction with one’s peers. Asch’s study would demonstrate more ecological
validity if we could reproduce the effect, say, among friends in a school classroom
setting. Milgram (1961) increased conformity simply by having participants hear
tape-recorded criticisms of their nonconforming judgements.

What counts as a ‘naturalistic environment’ is also sometimes hard to gauge.
Much human behaviour occurs in what is not, to the individuals concerned, a natural
environment, for example, the doctor’s surgery, a visit to the police station, or the
inside of an aeroplane. For some participants the laboratory can be no less natural
than many other places. In Ainsworth’s (1971) study of infant attachments,
behaviour was observed when the mother was present, when she was absent, when a
stranger was present and when the mother returned. From the infant’s point of view
it probably wasn’t of great consequence where this study was carried out —~ the local
nursery, a park or the laboratory (which looked something like a nursery anyway!).
The infant is very often in situations just as strange, and what mattered over-
whelmingly was whether the mother was there or not. We shall return to this line of
discussion when we consider the advantages and disadvantages of the laboratory in
the next chapter. If the infant behaves at home as she did in the laboratory, then the
laboratory study has high ecological validity.

Construct validity

The other aspect of Table 4.1 I’d like to stress here is that concerning generalisation
from the measures taken to the intended concept, item 4, above. The issue here is, to
what extent do our measures of a concept under study really reflect the breadth of that
concept? We are back to the issue of hypothetical constructs and operational
definitions first encountered in the ‘variables’ chapter.

WHAT EXACTLY WAS YOUR MEASURE? — Although this can be a heady debate, at the -

very heart of what psychology tries to do, the practical point, which I cannot
emphasise too strongly here, for new psychology students, is ghbgmtthareat from weak
definition of variables and ‘mono-method’ bias. I have already stressed in Chapter 3,
how important it is to define exactly what it is you are counting as the IV and DV in
your project. The worst crimes usually concern the DV. Tutors often despair of
writing ‘how was this measured?’ by the side of hypotheses or statements of aims in
practical reports! Some examples are ‘aggression will be greater...’, <. .. will have
better memory’, ‘. . . are sexist in their attitudes’. What usually /as been shown is that
one group of children hits peers more, higher numbers of words are recalled, more
‘feminine’ than ‘masculine’ terms have been used to describe a baby or a particular
occupation. These are only a (small) part of the whole concept mentioned in the
definitions. It may sound as though we’re being pretty finicky here, like Stephen Fry
and Hugh Laurie telling the waitress off because she brought them a glass of water
and they didn’t ask for the glass! But in psychology it is of crucial importance not to
claim you’ve discovered or demonstrated something which you haven’t. Consider the
common psychology class practical where we devise a questionnaire concerning say,
homosexuality. This is discussed as the measurement of an ‘attitude’. However,
almost all definitions of ‘attitude’ include something about an enduring belief — yet
we’ve only measured a person’s view at one moment. Will they think this next week?
What have we measured exactly? In any case, does our questionnaire tap anything like
the full range and depth of an ‘attitude to homosexuality’?

It is also unwise to try to generalise from one (‘mono’) method. Measures taken on
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paper cannot be generalised to people’s behaviour in all of their life outside the

classroom or laboratory. People may well ‘look good” on paper (‘social desirability’ —
1o .be discussed in Chapter 8) yet continue to discriminate in daily life, tell
chomophobic’ jokes and so on.

wHY BOTHER WITH INTERNAL AND EXTERNAL VALIDITY?

There are two major aspects to the debate on validity. One is an often hair-splitting
debate on just what threats should go into what categories. The other has to do with
the practical issues of designing research. As I said earlier, the main reasons for going
into a little depth on this issue are to focus your attention on how careful you need to
be in defining variables and designing your study. This is so you don’t end up with
worthless data about which nothing much can be said because there are too many
ways to interpret it and/or because you haven’t got the necessary comparisons to
make any confident statement about differences. As far as the debate on categories is
concerned, even the crack writers on this issue don’t agree. The reader who s
interested in more on this debate might like to look at the readings below. The first is
the original presentation of the terms. The second is a much later and more easily
available text with a chapter on the issue.

Campbell, D. T. and Stanley, J. C. (1966) Experimental and Quasi-Experimenzal
Destgns for Research Chicago: Rand McNally

Cook, T. D. and Campbell, D. T. (1979) Quasi-Experimentation: Design and Analysis
Issues for Field Sertings Boston: Houghton Mifflin

STANDARDISED PROCEDURE

Here, the ideal is that, for each common aspect of an experimental procedure, every
participant has exactly the same experience. There are at least three strong reasons for
desiring a standardised procedure.

1 We want to keep unwanted VARIANCE in participanis’ performance to a minimum
so that real differences aren’t clouded.

2 -We don’t want different treatment of groups to confound the effect of the
independent variable.

3 Good scientific experiments are recorded so that others can RepLICATE them.
1 Participant variance

Very often, in the teaching of psychology, the form is to introduce an interesting idea
to test (e.g. are smokers more anxious?), explain what is to be done and then to send
Stu_dents off to test their friends, family and/or who they can get hold of (the typical
opportunity sample). This is very often all that can ge don_ga_given school or college
resources. However, does anyone in these chcgmgtgﬁ%éé really believe that the
procedure will be at all standard? Different testers are operating for a start. Even for
the same tester, with the best will in the world, it is difficult to run an identical
PIOC?dure with your dad at tea time and with your boy/girl friend later that same
evening. Paid researchers try to do better but, nevertheless, it would be naive to
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assume that features of the tester (accent, dress, looks, etc.), their behaviour, or the
surrounding physical environment do not produce unwanted random error. Random
errors, in turn, will produce higher levels of what is known as variance among the
participants’ scores and this makes it more difficult to demonstrate real statistical
differences, as we shall see later in the statistical section. This, then, is a threat to
internal validity, since it’s a reason why we may not demonstrate a real difference.

2 Confounding «r= <o’ plelae

There are all sorts of ways in which Tabatha’s control group has been treated
differently. Any one of these factors could be responsible for any differences found.
The acid test should be that trainees perform better under exactly the same conditions
as the untrained group.

Barber (1976) gives an example of what he calls ‘the investigator loose procedure
effect’. It also includes the problem of what we shall call ‘experimenter bias’ in the
next chapter. The study (Raffetto, 1967) led one group of experimenters (people who
conduct research for investigators) to believe that sensory deprivation produces many
reports of hallucinations and another group to believe the opposite. The experi-
menters then interviewed people who had undergone sensory deprivation. The
instructions for interviewing were purposely left vague. Experimenters reported
results in accordance with what they had been led to believe — more hallucinatory
reports from experimenters expecting them:.

Even with standardised procedures, experimenters do not always follow ‘them.
Friedman (1967) argued that this is partly because experimenters may not recognise
that social interaction and non-verbal communication play a crucial role in the
procedure of an experiment. Male experimenters, when the participant is female, are
more likely to use her name, smile and look directly at her. Procedures do not usually
tell the experimenter exactly how to greet participants, engage in casual pleasantries,
arrange seating and how much to smile.

Notice that ‘loose procedure’, as such, is a threat to internal validity, since it’s likely
to create more variance in .people’s performance, but the ‘experimenter bias’ (or
expectancy) is treated as a threat to external validity. This is because we can’t be sure
that the same bias effect would occur in other research situations. The experimenter’s
bias varies with the IV but it isn’ the IV. It is not wanted and has a confounding
effect.

3 Replication !

In traditional scientific method, replication plays a very important role. Not long ago,
there was immense excitement in the world of physics when one group of researchers
claimed to have successfully produced ‘cold fusion’ — a process which could
potentially release enormous amounts of cheap energy - at normal room tem-
perature. One replication, by different scientists, was announced. But one replication
is not'enough. Several more attempts failed and, just three months after the jubilant
announcements, the effect was back in its place as part of the still imaginary future.

If you tell me you have shown that, with special training, anyone can be trained to
telepathise, I should want to see your evidence and experience the phenomenon for
myself. It’s not that I don’t trust you, but we need others to check our wilder claims
or to look coolly at processes which, because we are so excited about them, we are
failing to analyse closely enough. I may discover an alternative explanation of what is
happening or point out a flaw in your procedure. In the interests of replication, then,
it is essential that I can follow your procedure exactly. In other words, this would be a
challenge to the internal validity of your apparent training effect.

Pk e s
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o ~Thiis is why yow'll find that tutors, along with being strict about your definition of

variabless will be equally.concgmed that you 'record every essential detail of your
procedure and the order in which you carried it out. They’re not being pernickety.
They're encouraging you to communicate effectively and arming you with skills
which will help you to defend your project against critics.

REPLICATION AND EXTERNAL VALIDITY

Fach time an effect is demonstrated on samples not specifically different from the
original, we have a test of how well the effect generalises 7o the population from which
the samples were drawn. Sometimes we may attempt to replicate across populations,
to see whether the effect works on Ys as well as Xs, for instance, managers as well as
students. The Milgram (1961) study, cited earlier, was a replication in Norway and
France, and is an example of cross-cultural research (see Chapter 10). Both these
cases of generalisation support the effect’s external validity, in Campbell’s terms.

META-ANALYSIS

Unfortunately for the scientific model of psychology which many psychologists
adhere to, it is the exception, rather than the rule, to find a procedure which ‘works’
reliably every time it is tested. The world of psychological research is littered with
conflicting results and areas of theoretical controversy, often bitterly disputed. Here
are some areas in which literally hundreds of studies have been carried out and yet
without bringing us much closer to a definitive Eonclusion about the relationships
they explore: Kok 6ing e ta, !

o, sex differences and origin of differences in sex role

« the origins of intelligence — nature or nurture

* socio-economic position and educational or occupational achievement
» conformity and its relation to other personality variables

* cognitive dissonance (and alternative explanations)

* language development and parental stimulation

* deprivation of parental attachment and emotional disturbance

Much of the conflict in results arises from the fact that the studies use a huge variety
of methods, variable definitions, different samples and so on. Periodically, it has been
the tradition to conduct a LITERATURE REVIEW of a certain research topic area such as
those above. Examples of these will be found in the Annual Review of Psychology
which is published each year. The problem here is that reviewers can be highly
selective and subjectively weight certain of the studies. They can interpret results with
their own theoretical focus and fail to take account of common characteristics of some
of the studies which might explain consistencies or oddities. In other words, the
traditional review of scientific studies in psychology has been pretty unscientific.
Meta-analysis is a relatively recent approach to this problem employing a set of

statistical techniques in order to use the results of possibly hundreds of studies of the

same hypothesis as a new ‘data set’. The result of each study is treated rather like an
individual participant’s result in a single study. The statistical procedures are beyond
the scope of this book but here are two examples of meta-analytic research.

_ Inone of the most famous and early meta-analytic studiés, Smith and Glass (1977)
mclgded about 400 studies of the efficacy of psychotherapy (does it work?). The main
findings were that the average therapy patient showed improvement superior to 75%
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of non-therapy patients and that behavioural and non-behavioural therapies were not
significantly different in their effects.

Born (1987) meta-analysed 189 studies of sex differences in Thurstone-type
intelligence measures across several cultures. In general, traditional sex differences
were found but these were small and there were also some significant differences
between clusters of cultures.

Meta-analysis takes account of sample size and various statistical features of the
data from each study. There are many arguments about features which merge in the
analysis, such as Presby’s (1978) argument that some non-behavioural therapies
covered by Smith and Glass were better than others. The general point, however, is
that meta-analysis seems to be a way of gathering together and refining knowledge (a
general goal of science) in a subject area where one cannot expect the commonly
accepted and standardised techniques of the natural sciences.

STANDARDISED PROCEDURES AND QUALITATIVE RESEARCH

As we shall see in a little while, there are psychological research methods for which
the requirement of a rigid standardised procedure would stifle the kind of relationship
sought with the people the researcher studies, or works with. Such methods tend to
sacrifice aspects of design validity in favour of richer and more realistic data, a debate
we shall now go on to consider.

THE QUANTITATIVE=QUALITATIVE DIMENSION

In the chapter on variables, and in Chapter 1, I introduced a conventional approach
to scientific study and measurement in psychological research. This would include an
emphasis on the directly and physically observable, the assumpton that cause and
effect relationships must be logically analysed, and the use of quantitative methods
wherever possible — loosely speaking, a form of rosrTvism. Not everyone agrees that
this is the appropriate method for the study of active human beings rather than inert
matter. I mentioned this briefly at the end of Chapter 1. Some argue that a
QUALITATIVE approach is possible in the investigation of psychological phenomena.

QUANTIFICATION AND QUALITATIVE EXPERIENCE r

‘Quantification’ means to measure on some numerical basis, if only by frequency.
Whenever we count or categorise, we quantify. Separating people according to
astrological sign is quantification. So is giving a grade to an essay.

A qualitative research, by contrast, emphasises meanings, experiences (often
verbally described), descriptions and so on. Raw data will be exactly what people
have said (in interview or recorded conversations) or a description of what has been
observed. Qualitative data can be later quantified to some extent but a ‘qualirative
approach’ tends to value the data as qualitative.

It is rather like the difference between counting the shapes and colours of a pile of
sweets as against feeling them, playing with them, eating them. Or counting siunsets
rather than appreciating them. The difference between each one may be somehow
quantifiable but such measurements will not convey the importance and the special
impact of some over others.

By strict definition a variable can only be quantitative. As it changes it takes
different values. There may only be two values, for instance male and female. A
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ositivist would argue that psychologists can only study variables because contrast
and comparison can only be achieved where there is change; what changes is a
Jariable and variables must be quantifiable.
The case against is eloquently put by Reason and Rowan (1981} in a statement on
what they call ‘quantophrenia’:

There is too much measurement going on. Some things which are
pumerically precise are not true; and some things which are not numerical
are true. Orthodox research produces results which are statistically sig-
nificant but humanly insignificant; in human inquiry it is much better to be
deeply interesting than accurately boring.

This is a sweeping statement, making it sound as though all research not using the
methods which the authors prefer is ‘humanly insignificant’. This is not so. Many

-possibly boring but accurate research exercises have told us a lot about perceptual

processes, for instance. However, the statement would not have been made had there
not been an excess of emphasis, within psychological research history, on the
objective measurement and direct observation of every concept, such that, important
topics, not susceptible to this treatment, were devalued.

On the topic of ‘emotion’, for instance, in mainstream textbooks you will find little
that relates to our everyday understanding of that term. You will find strange studies
in which people are injected with drugs and put with either a happy or angry actor,
and studies in which people are given false information about events they are
normally oblivious of — such as their heart or breathing rate. These things are
quantifiable, as are the responses such subjects give to structured questionnaires.

VARYING RESEARCH CONTEXTS

The debate about qualitative research represents, to some extent, differences of
interest in the way psychology should be practised or applied. If you’re interested in
the accuracy of human perception in detecting colour changes, or in our ability to
process incoming sensory information at certain rates, then it seems reasonable to
conduct highly controlled experimental investigations using a strong degree of
accurate quantification. If your area is psychology applied to social work practice,
awareness changes in ageing, or the experience of mourning, you are more likely to
find qualitative methods and data of greater use.

But the debate also represents fundamental disagreement over what is the most
appropriate model for understanding human behaviour and, therefore, the best way
to further our understanding. We shall investigate this point further in Chapter 11.

A compromise position is often found by arguing that the gathering of basically
qualitative data, and its inspection and analysis during the study, can lead to the
stimulation of new insights which can then be investigated more thoroughly by
quantitative methods at a later stage. This might still be considered a basically
positivist approach, however. :

An old example of this reasoning occurred in some research which studied the
effects of long-term unemployment in Austria in the 1930s Jahoda-Lazarsfeld and
Zeisl, 1932). A small boy, in casual conversation with a research worker, expressed

‘the wish to become an Indian tribal chief but added ‘I’m afraid it will be hard to get

the job’. The investigators developed and tested quantitatively the hypothesis that
parental unemployment has a limiting effect on children’s fantasies. Children of
unemployed parents mentioned significantly less expensive items in their Christmas
present wishes, compared with children of empleved parents. (We assume, of course,
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that the parental groups were matched for social class!)

More recently there have been examples of quantitative analysis preceding a
qualitative major design as when Reicher and Emler (1986) conducted qualitative
interviews on groups originally identified through a quantitative survey.

RELATIVE VALUES OF QUANTITATIVE AND QUALITATIVE STUDIES

In general, methods which are tighter and more rigorous give rise to more reliable
and im_:ernally valid data, replicable effects and a claim to greater objeciivity.
However, results are open to the criticism of giving narrow, unrealistic information
using measures which trap only a tiny portion of the concept originally under study.
More qualitative enquiries, with looser controls and conducted in more natural,

Method
QUALITATIVE QUANTITATIVE
Subjective’ Information Obijective
Rich Narrow
Internal validity
Low Higrj
Realistic Setting o
Naturalistic? Artificial
Design
Unstructured Structured
Realism
High Low
Construct validity
High Low
Reliability
Low Higl:

<«

Figure 4.1 Variations in construction and control — qualitarive and quantitative studies

Note:

1 Some qualitative proponents argue strongly that their methods do not necessarily
invoke greater subjectivity at all. Numbers can be used subjectively, as when
‘trained raters’ use a rating scale to ‘code’ observed behaviour. A descriptive
account of an abused person’s experience can be written objectively and can be
checked with them for accuracy and true reflection. A person’s own, major
reasons for objecting to abortion could be counted as more objective data than a
number which places them at five on a zero to 30 abortion attitude ‘scale.

2 Naturalistic studies (those carried out in natural surroundings) may use fully
quantified data gathering procedures. Qualitative studies however, will almost
always tend to be naturalistic.
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e é}'/eryday circumstances give richer results and more realistic information. Therefore,

s often claimed that they have greater ecological validity though they may lack
validity in other respects (e.g. internal). Findings may also be less reliable and more
subjective.

Loosely controlled methods will produce unpredictable amounts and types of
infbrmation which the researcher has to sift, organise and select for importance. Such
methods leave more room for the researcher to manoeuvre in questioning the
participants and in deciding what observations are more worthwhile, thus fostering
more natural, less stilted human interaction with more realistic results. The price is
gre"ater individual bias and less comparability across studies.

Studies can vary in their construction and control across all the dimensions shown
in Figure 4.1. The qualitative-quantitative dimension tends to correlate with the
other dimensions as shown, and it is worth bearing these in mind as we progress
through the research methods commonly in use in psychological investigation today.
Qualitative approaches are integrated into the chapters on observation and on asking
questions. Others are covered in Chapter 11.
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Extent to which results of research can external

tirnes and other measures of the

| variables;

a real effect has been.demonstrated

Extent to which' effect found in a study
carbe taken to be real-and caused by
the identified independent variable

Any aspect of the design or method ofa
study which weakens the likelihoad that

imternal

to

| threat to validity

Statistical measure of extert to which varance

data vary

ExXERCISES

I Which of the measures below might produce the best construct validity of a person'’s
attitude to the elderly?
a) answers to a questionnaire
b) what they say to a close friend in conversation
c) what they say in an informal interview
d) the number of elderly people they count as close friends?

Which of these might be the most reliable measure?

2 Think of examples where we could obtain data which were:
a) internally but not externally valid
b) externally but not internally valid
c) reliable but not valid
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o psychologists have recently completed research .into the .exper_iences of persons with
gabilities in the able-bodied world. One conducted informal interviews and looked for
il uminating points brought out by the interviewees. The other used a pre-structured
v estionnaire and published significant differences in attitude, measured by the
i 'quu'est'ionnaire, between the interviewees and a control group of able-bodied people.
'?;onstmct the list of criticisms which each might make of the other's procedure and
“findings. Chapters 8 and 9 contain detailed evaluations of these methods.

4 Give examples of human experiences which might be very difficult to quantify in any
" seful or meaningful way.
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The nature of the method

This chapter introduces the general division of research into experimental and

non-experimental designs.

* A true experiment occurs when an independent variable is manipulated
and participants are randomly allocated to conditions.

* Quasi-experiments occur when participants are not allocated by the

experimenter into conditions of the manipulated independent variable.

Non-experiments investigate variables which exist among people imespective

of any researcher intervention.

* Any of these studies may be used to eliminate hypotheses and therefore
support theories.

* The laboratory experiment has traditionally been considered more
powerful in terms of control of variables but is criticised for artificiality and on
several other grounds.

* In the use of experiments there are many threats to validity such as demand
characteristics, expectancy and loose procedures.

* Humanists object to the ‘dehumanisation’ of people in many mainstream
psychological experiments.

Among the variety of research methods and designs popular with psychological
researchers, there is a rather sharp divide. Designs are seen as either experimental or
non-experimental, the latter often being called INVESTIGATIONS, although, of course,
experiments are investigations too, in the general sense. This conceptual divide
between methods is further sharpened by the fact that, in various learning institu-
tions, it is possible to take a degree course in ‘experimental psychology’.

Table 5.1 gives some terminology for these two groupings with some indication, I
hope, of where some methods lie on the dimension of investigator control which

weakens as studies move away (to the right) from the traditional laboratory
experiment.

ExPERIMENTS

In experiments, the ideal is to control all relevant variables whilst altering only the IV.
A strong and careful attempt is made to even out random variables and to eliminate
constant errors. The reason for this is that, if all other variables are controlled, only
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the IV can be responsible for changes in the DV. The reasoping he're is not confu_)ed
cientific experiment but is used as ‘common-sense’ thinking in many practical
w° : tions in everyday life. If you’re trying to work out what causes interference on
Slrﬁ?TV set you would probably try turning off one piece of electrical equipment at a
ti(:ne, leaving all others just as they were, until the inFerference Stops. .
Complete control of the IV is the hallmark of an experiment. As an exampl_e,. consider a
searcher who very briefly exposes concrete or abstract words to participants w_ho
;e ve the task of recognising them as soon as possible. The IV here (the variable wk.nch
rlfe experimenter alters) is the concrete or abstract word sets._The DV.is the time
taken to recognise each word. When looking _for the IV in a ‘stralghti_’o'rward
experiment it is helpful to ask ‘what were the various conditions which participants
D!
ung%rvlf:l:e this a well-controlled experiment, all other variables, as far as is feasible,
should be held constant. Hence the experimenter would ensure thgt each wo.rd was of
exactly the same size, colour, print style and so on. Machine settings, ambient light
and background noise should not be allowed to vary. Also, eac_h list would havc; to
contain words of fairly comparable frequency of occurrence in everyday reading,
otherwise frequency might act as a confounding variable.

RANDOM ALLOCATION OF PARTICIPANTS

Most important of all, any possible differences between the people in the different
conditions of an experiment which tests separate groups (‘independent samples" - see
next chapter) will be evened out by allocating participants at random to conditions.
This is the major difference between ‘true’ experiments and what are knO\fvn as
‘quasi-experiments’. This difference is explained further below. In an experiment
where the same people are in each condition (‘repeated measures’ — see next chapter)
the variable of differences-between-groups is completely controlled by elimination.

INVESTIGATIONS WHICH ARE NOT EXPERIMENTS

In contrast with the experiment, consider the study of the effect of early visual
simulation on children’s later cognitive development. We can’t take a group of
children and deprive them of visual experience under controlled conditions. (If
you’re not convinced, please read the chapter on ethics now!) _

In non-experimental investigations, the researcher gathers data through a variety
of methods bur does not intervene in order to control an independent variable. Other
forms of control may well occur in order to enhance the accuracy of measurement, as
when children of specific ages take a highly structured test of intelligence in a quiet
and uninterrupted environment.

The weakness of non-experimental investigations is that, since the researcher does
not have control over all relevant variables, confounding is much more likely.

Two reasons I could think of were:

1 Parents who do not stimulate visually might also not stimulate in ways that have
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an important effect on cognitive development. For instance, they may not talk
very much to their children.

2 Lack of visual stimulation may occur where working parents are busy and also
can’t afford good child care facilities. The general lack of resources might in some
way affect cognitive development.

The diagram below shows the essential difference between an experiment and a non-
experimental investigation:

;-Experiment Non-experimental investigation
Manipu;ilated Measured Measured Measured
v DV v DV

The control of the IV, and our ability to eliminate as many extraneous variables ag

Table 5.t Expérimental terminology
EXPERIMENT | NON-EXPERIMENT {Or INVESTIGATION)
Laberatory experiment (Observational studly)'
. Quasi-experiment (Correlation study)
Field.experiment: (Ex post facto research)
Natural experiment

More frfir Less
Investigator control

Non-experimental
designs include;
Interview

Survey
Observation
Case-study

Research hypothesis-

Experimental hypothesis®

Notes:

1 This term is sometimes used for all methods other than experimental. The idea is
that, if we aren’t manipulating, we can only be observing what occurs or has
occurred naturally. Unfortunately, it is easy to confuse this wide use with the
sense of observation as a technique (or method) where it literally means to watch
and record behaviour as it is produced. This is different from, say, interviewing.
Observation, as a technique, may be employed in a straightforward experiment.

2 This term can alse be used for non-experimental designs but it only makes sense
to use it where changes in one recorded variable (say income) are related to
changes in another variable (say, educational standards expected for children).
Correlation is explained in Chapter 18. Many studies of variables existing in the
social world do not, however, use statistical correlation but look for significant
differences between groups.

3 These are the appropriate terms for the hypotheses. All hypotheses are research
hypotheses first, but the experiment earns this special title.

ELI :
3 an experiment we can eliminate alternative explanations of an effect by controlling
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sible, give us greater confidence that changes in the DV are produced by changes
¢l

f’nr_he V.

MINATION OF HYPOTHESES IN NON-EXPERIMENTAL WORK

In

riables. Where we do not have an experimental level of control we can still
va :

| eliminate possible explanations. If we wish to investigate my explanation above that
i e

children lacking visual stimulation may also be lac.king language stimu]ation_, we can

nduct a study of parents who are poor visual stimulators but competent in verbal
ggmulation. If their children are behind in cognitive development then my explana-
tion has to be invalid. ' o

Remember that, in Chapter 1, I pointed out that SCI'CntlﬁC researckg does not
require that experiments be conducted. Astronomers did very well with careful
observation and hypothesis testing. A vast amount of psychological research has been
carried out using non-experimental methods.

FROM NON-EXPERIMENT TO EXPERIMENT

Very often a non-experimental study can lead to expe‘riments being condugted to
‘tighten up’ knowledge of the variables under study. For instance, the obser\fauon has
been made that children, during their preschool years, change their reasonmg.abo.ut
‘wrong’ and ‘right’ actions, concentrating their attentic?n at _ﬁrst_ on the objective
consequences of the act rather than taking the actor’s intention into account too.
This has led to direct (and successful) experimental attempts to: alter the child’s
predomiﬁant style of reasoning by having them observe an adult model using the
more advanced judgement style.

In many areas of psychological research, children can only be obse:rved, not
experimented with. However, some psychologists have performed experiments on

.animals as a substitute. Monkeys, for instance, have been deprived of their mothers

and many animals have been subjected to various forms of physical' punishmen‘F.
These studies obviously raise ethical issues and we shall discuss these in some detail
in Chapter 20.

THE LABORATORY

Most studies carried out in laboratories are experiments, but not all. Tt is possible_ to
bring children into a laboratory simply to observe their behaviour in a play setting
without subjecting them to any changes in an independent variable.

Control

If an aim of the experiment is to reduce relevant extraneous variables by strict control
then this is best achieved in a laboratory setting, particularly where highly accurate
recordings of human cognitive functions (such as memory, perception, selective
attention) are required. The IV and DV can be very precisely defined and accurately
measured.

Bandura’s (1965) research used controlled observation to record amounts and
types of aggression shown by children after they had watched an adult model being
rewarded, unrewarded or punished for aggression. These three conditions represent
the strictly controlled IV of an experimental design. Each child was observed in an
identical play setting with an identical (now notorious) Bobo doll.

Consider the difference between this experimental setting and the “field’ setting of
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raters observing the aggressive behaviour of children in a school playground. In the
playground, children may move off, be obscured by others or simply lack energy in
cold weather. They may wish to play with the observer if he or she isn’t hidden.
Bandura had strict control over timing, position and analysis of filmed records of
behaviour. Ainsworth, mentioned earlier, had complete control over the departure of
a mother and arrival of a stranger when testing infants’ reactions to separation in a
laboratory setting, as well as highly accurate recordings of the infants’ behaviour.

Artificial conditions

In physical science it is often necessary to study phenomena under completely
artificial and controlled conditions in order to eliminate confounding variables. Only
in this way would we know that feathers obey gravity in exactly the same way as lead.
Critics of the laboratory method in psychology however, argue that behaviour studied
out of context in an artificial setting is meaningless, as we shall see below.

Later on we shall discuss various criticisms of the experiment as a research
method. Here we shall list some related criticisms of the laboratory as a research
focus.

CRITICISMS OF THE LABORATORY AS RESEARCH LOCATION

1 Narrowness of the IV and DV (low construct validity). The aggression measured in
Bandura’s experiments is a very narrow range of what children are capable of in
the way of destructive or hostile behaviour. Bandura might argue that at least this
fraction of aggressive behaviour, we are now aware, could be modelled. However,
Heather (1976) has argued persuasively:

Psychologists have atrempted to squeeze the study of human life into a
laboratory situation where it becomes unrecognisably different from its
naturally occurring form.

2 Inability to generalise (ecological validity). A reliable effect in the laboratory may
have little relationship to life outside it. The concept of an ‘iconic memory’ or
very short-term ‘visual information store’, holding ‘raw’ sensory data from which
we rapidly process information, has been considered by later psychologists to be
an artifact of the particular experiments which produced evidence for it.

Certainly there is a lot less faith now in the idea that experiments on rats,
pigeons or even chimpanzees can tell us a lot about complex human behaviour:

3 Arficialiry. A laboratory is an intimidating, possibly even frightening place.
People may well be unduly meek and overimpressed by their surroundings. If the
experimenter compounds this feeling by sticking rigidly to a standardised
procedure, reciting a formal set of instructions without normal interactive
gestures such as smiles and helpful comments, a participant (until recently known
as a ‘subject’) is hardly likely to feel ‘at home’ and behave in a manner
representative of normal everyday behaviour.

SOME DEFENCE

In defence of the laboratory it can be said that:

1 In the study of brain processes, or of human performance, stimulus detection and
so on, not only does the artificiality of the laboratory hardly matter, it is the only
place where highly technical and accurate measurements can be made.

If we study human vigilance in detecting targets, for instance, does it matter
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* whether this is done in the technical and artificial surroundings of a laboratory or

the equally technical and artificial environment of a radar monitoring centre
where research results will be usefully applied? If we wish to discover how fine
new-born babies’ perceptual discriminations are, this can be done with special
equipment and the control of a laboratory. The infant, at two weeks, is hardly
Jikely to know or care whether it is at home or not.

2 Physicists would not have been able to split atoms in the natural environment,
nor observe behaviour in a vacuum. Psychologists have discovered effects in the
laboratory which, as well as being interesting in themselves, have produced
practical applications. Without the laboratory we would be unaware of differences
in hernispheric functdon, the phenomena of perceptual defence or the extreme
levels of obedience to authority which are possible. In each case, the appropriate
interpretation of results has been much debated but the phenomena themselves
have been valuable in terms of human insight and further research.

3 Research conducted under laboratory condidons is generally far easier to replicate,
a feature valued very highly by advocates of the experimental method (see
Chapter 4).

4 Some effects must surely be stronger outside the laboratory, not just artificially
created within it. For instance, in Milgram’s famous obedience study (see
Chapter 26) participants were free to leave at any time yet, in real life, there are
often immense social pressures and possibly painful sanctions to suffer if one
disobeys on principle. So Milgram’s obedience effects could be expected to
operate even more strongly in real life than he dramatically illustrated in his
laboratory.

FIELD EXPERIMENTS

The obvious alternative to the laboratory experiment is to conduct one’s research ‘in
the field’. A field experiment is a study carried out in the natural environment of
those studied, perhaps the school, hospital or street, whilst the IV is still manipulated
by the experimenter. Other variables may well be tightly controlled but, in general,
the experimenter cannot maintain the high level of control associated with the
laboratory.

In addition to his notorious laboratory studies of obedience Milgram also asked
people in subway trains to give up their seats (yes, ke did it, not just his research
students). Piliavin et al. (1969) had students collapse in the New York subway
carrying either a cane or made to appear drunk (the IV). The DV was the number of
times they were helped within 70 seconds. Notice that many extraneous variables are
uncontrolled, especially the number of people present in the train compartment. The
ethical issues are interesting too — suppose you were delayed for an important
appointment through offering help? This issue of involuntary participation will be
discussed in Chapter 26.

It used to be thought that the laboratory should be the starting point for
investigating behaviour patterns and IV-DV links. The effects of such studies could
then be tried out in ‘the field’. The comparison was with the physicist harnessing
electricity in the laboratory and putting it to work for human benefit in the
community. In the last few decades many psychologists have become disaffected with
the laboratory as solely appropriate for psychological research and have concentrated
more on ‘field’ results in their own right.

Two examples of field experiments are:
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1 An elegant design by Friedrich and Stein (1973) involved observation of nursery
school children to obtain a baseline for cooperative, helpful and friendly
behaviour for each child. Children were then randomly assigned to two groups.
Over a month, at regular intervals, one group watched ‘pro-social’ television
programmes whilst the other (control) group watched neutral films of circuses
and farm activity. The children were observed again at the end of the period and
there was a significant rise in cooperativeness and peer-directed affection for the
experimental group.

2 Ganster et al. (1982) randomly allocated 79 public service employees to a
treatment group and a control group. The ‘treatment’ involved stress
management training sessions and, at the end, this group showed relatively lower
levels of adrenaline secretion, depression and anxiety. The effects, though small,
were still present some four months later. The control group later received the
same training.

Notice the random allocation to ‘treatment’ or control groups in both these field

experiments.

ADVANTAGES AND DISADVANTAGES OF THE FIELD EXPERIMENT

By studying effects in the natural environment, the field experiment avoids the
criticism that results can’t be generalised to real situations, though of course, one may
not be able to generalise to real situations markedly unlike this particular field setting.
The field experiment therefore is likely to have higher ecological validity, though
control, and therefore internal validity, is generally lower,

In many cases, participants are unaware of being involved in an experiment until
effects have been recorded. The extent to which they are aware of the aims of the
experiment determines the extent to which it may be queried for bias from
participants and the effects of ‘demand characteristics’ (see below). Still, even with
some distortion through this awareness, it will not involve the apprehension and
artificiality of the laboratory.

The field experiment may be more expensive and time consuming. The researcher
may require skills of tact and persuasion, not needed in the laboratory, in dealing with
those who need convincing that the research is necessary, and in arranging details of
the design which will ensure valid results whilst retaining cooperation with personnel
such as the teacher or hospital worker. |

The major disadvantage, however, is in the lack of control which the investigator
can exert over extraneous variables, over strict manipulation of the IV and over
careful, accurate measurement of the DV. All these are vulnerable to far more
fluctuation in the field setting, compared with a laboratory.

QUASI-EXPERIMENTS

Some studies don’t qualify as true experiments. Remember that the experimenter has
to have control over all possible confounding and ‘nuisance’ variables in order that
changes in the DV can be attributed confidently to manipulation of the IV. This
includes random allocation of participants to experimental and control groups since,
if not, differences in the DV could be artributable to differences between the groups.
We will discuss this issue further in Chapter 6, ‘Experimental designs’.

The term ‘QUASI-EXPERIMENT is given to studies in which experimental proce-
dures are applied but random allocation to conditions is not possible.

An example is the pre-test/treatment/post-test design. A group of people with
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dyslexia, attending one centre, mig'ht be te'sted prior to implementatio.n c'>f a new
_tpaining Programme, and tested again afte:r it has been completed. To ehr_nmate the
ossibility that the ‘treatment group’ might have improved anyway, without the
p';ogramme’ a more thorough design would include a control group. These could pe
other persons with dyslexia attending the centre on a different day or from a quite
diﬁ'erent centre. This design uses a ‘non-equivalent control grm.}p’, however. The
control group might fail to improve, not because they did not receive the ‘treatment’
but because their centre lacks some other variable associated with the ‘treatment’
group’s centre. Confounding cannot be ruled out.

Note that if the experimenter had been allowed to use people at one centre and
allocate these at random to experimental or control groups then the study would

qualify for full experimental status.

NATURAL EXPERIMENTS

There are occasions when a natural event occurs which a psychologist may exploit for
research purposes. For instance, a headteacher may introduce a ‘discov.ery learning’
approach in one infant class of the school. Driver behaviour can be monitored betjor.e
and after the introduction of a safe driving campaign or stricter laws. In each case it is
possible to compare behaviour with and without, or before and after, the inter-
vention. The independent variable, however, is not at all controlled by the researcher.
The ‘experiment’ is ‘quasi’ since no control is possible over group differences and
there could be many differences between the two conditions, apart from just the
independent variable (i.e. serious confounding).

The advantage here is that participants are not aware that they are part of an
‘experiment’, though there may still be distortion of normal behaviour as a response
to the real-life changes and novelty they are experiencing. However, the investigator
is not guilty of interfering, though his or her presence may have some unwanted
effects.

EX POST FACTO RESEARCH

Very many studies reported in the psychological journals are those in which exiszing
differences are sought between groups of people and no IV is manipulated by the
3 researcher. As we saw in Chapter 1, it is legitimate to hold a theory, produce
hypotheses from it and to check these out by measurement. The Rutter (1971) and
Penny and Robinson (1986) studies mentioned there were examples. It is assumed
here that the IV is a naturally occurring one which has already operated. In a sense,
we look back ‘after the fact’ (post facto) to relate our measured dependent variable(s)
to the independent variable.

A researcher might record differences in reaction to a finger-paindng exercise
between working-class and middle-class children. Males and females might be tested
for differences in verbal ability. In cases like these, it is argued, the IV is class or
gender and the researcher cannot claim to have controlied these since the people
studied were socialised throughout their lives prior to the test.

Sex, class, years of education and so on are variables which the researcher can have
no influence over. The problem is that, because the IV is confounded by so many
other variables, we cannot state that it is the cause of changes in the DV. We can use
techniques like matching, and random selection of subjects from the appropriate
populations, in order to try to eliminate some confounding variables but there are far
too many of these to ever be able to state that a difference is unambiguously the result
of sex or class difference.

RS
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CRITICISMS OF THE EXPERIMENT

Many criticisms of the experimental method involve the implicit assumption that the

experiment is being carried out in a laboratory. We have already considered the °

advantages and disadvantages of laboratory research. The following criticisms, then,
apply to the experiment as a design, irrespective of where it is carried out, though
some carry more weight when applied to the laboratory experiment.

FrROM WITHIN THE EXPERIMENTAL RESEARCH TRADITION

Even those who strongly favour the use of the experimental method have realised that
there are very many pitfalls involved in running experiments, some of which are not
obvious and have been brought to our attention by sometimes dramatic
demonstrations.

Barber (1976) has documented many of these pitfalls and he categorises these into
the following groups:

Investigator paradigm effect

Investigator experimental design effect
Investigator loose procedure effect

Investigator data analysis effect

Investigator fudging effect

Experimenter personal attributes effect
Experimenter failure to follow the procedure effect
Experimenter misrecording effect

O 00 N1 A bW N

Experimenter fudging effect

10 Experimenter unintentional expectancy effect

Most of these speak for themselves and several could be applied to non-experimental * 4
studies. The ‘investigator’ is the person with overall control of the research whereas

the ‘experirnenter’ is a person carrying out the procedure on each participant, often as
a research student or as a paid employee. ;

Experimenters may fudge results because they are hired for the job and wish to
‘succeed’ or because they will be compared with others in order to assess EXPERI-
MENTER RELIABILITY — the extent to which two experimenters’ results agree. They
may misrecord or fail to follow procedure because the investigator has designed a
loose procedure. The personal attributes of experimenters (attractiveness, sex, etc.)
may well affect participant behaviour. The design which an investigator uses, or their
own psychological ‘paradigms’ (roughly speaking, their theoretical perspective) may
well produce different results from other designs. The most notorious investigator
fudging in psychological history was conducted by Sir Cyril Burt, as documented by
TLeon Kamin (1977).

EXPERIMENTER EXPECTANCY

Since psychology experiments are carried out by humans on humans, it has been
argued that the necessary social interaction which must occur between experimenter
and participant makes the psychological experiment different in kind from any other.
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ossible that the experimenter could unintentionally ‘give the game away’ to the
cipant? This is Barber’s point 10. . _ ,
Rosenthal (1966) showed that students given groups of fl?nght’ and ‘dull’ rats
(who were actually randomly mixed for maze learmng. ability) produced results
* Zonsistent with the label of their rats. This was originally used to show that
y £ erimenter EXPECtancies can even affect the behaviour of laboratory rats. However,
. -gibef argues that the results were almost certainly due to other effects from his list of
- 0 above, such as deviation from procedure. ' .

" Forty experiments between 1968 and 1976 failed to_show evidence of experi-
menters passing on influence which the investigators tried to produce. However,
some studies have shown that experimenters can affect participants’ responses
through facial or verbal cues and that certain participants are more likely to pick up

experimenter influence than others, particularly those high in need for approval.

DEMAND CHARACTERISTICS

If participants who need approval are affected by experimenter influence, then it
suggests that they perhaps want to ‘please the experimenter’ and get the ‘right’ result.
To do this they would have to know what was required in the first place.

Ormne (1962) argued that there are many cues in an experimental situation which
give participants an idea of what the study is about, what behaviour is under study
and perhaps even what changes are expected or required of them. These cues may
reveal the experimental hypothesis Orne named DEMAND GHARACTERISTICS. ‘Experi-
mental realism’, mentioned in the last chapter, was thought by Aronson to Jower the
likely effects of demand characteristics, because participants® attention is entirely
grabbed by the interest of the procedure.

Participant reactions
Participants could react to demand characteristics in several ways. They may engage

in what is termed PLEASING THE EXPERIMENTER.

In fact, Weber and Cook (1972) found little evidence that participants do ry to
respond as they think the experimenter might wish. Masling (1966) has even
suggested that, knowing the experimental aims, behaviour might be altered away
from expectancy — the ‘screw you’ effect. Research suggests, however, that most
participants try to appear normal and competent since they are concerned about how
their behaviour will be judged. This may well influence them to behave as naturally as
possible and show that they cannot be influenced.

EvALUATION APPREHENSION may occur when participants are worried what the
researcher may find out about them and this anxiety may affect results. Some may try
to ‘look good’. This is known as sociaL DesraBmITY. Others may just not
concentrate as well on the task at hand. A further problem, sometimes known as
‘enlightenment’, is the increasing awareness of psychology students (who are most
i often participants) and the general public about psychological research findings, even
E if these are often poorly understood.

REACTIVE AND NON-REACTIVE STUDIES

It must be emphasised that any research study, experiment or not, in so far as
g participants are aware of the research aims, can be affected by some of the variables
Just described, perhaps ‘social desirability’ in particular. Such studies use what is
called a ReacTIVE design (or use a ‘reactive measure’) since the participant is

Jus e
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Table 5.2 What are experiments?

Common element:
independent variable is
manipulated by the
experimenter

Field

Conducted in field setting
Random allocation of
participants to conditions

Laboratory

Conducted in laboratory
Random allocation of
participants to conditions

Quasi

Almost always conducted in
field setting. Participants not
randomly allocated to
conditions and often selection
is autornatic because one IV is
the difference between groups
(e.g. smoker/non-smoker)

Natural Ex post facto research

No manipulation of an
independent variable

Quasi experiment where
researcher exploits
occurrence-of natural IV
about to be applied

Independent variable is naturally
occurring; differences sought
between people who differ in a
specific way, e.g..neurotic/
non-neuratic; high/low self-
esteem; smoker/non-smoker

Experiments and ex post facto research both suffer from:

Experimenter/researcher
expectancy and reliability,
participant expectancy,
guessing, social desirability,
desire to please, hostility. ..

The experimenter/
researcher knows expected
results, participants are.able
to respond to any
consequent cues given,
participants can get
information from demand
characteristics, are
motivated to distort
behaviour and/or are wise

to the extent that.... |to psychological findings

expected to reacr to being studied. It could be argued that the closeness of the
researcher, and the awesome surroundings, make reactive measures more distorting
in the traditional laboratory experiment.

REMOVING BIAS - BLINDS AND DOUBLE BLINDS

Investigators usually do not wanrt their participants to be aware of the experimental
aim. Deception may well have to be employed to keep them in the dark and the moral
implications of this are discussed in the chapter on ethics. Keeping participants in the
dark is known as the employment of a ‘single blind’ procedure. But it has been argued
here that experimenters may transmit cues. Hence, it makes sense to keep experi-
menters in the dark too. The employment of a ‘double blind’ procedure does just that
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—frla‘L;l_e 53 Comparison of laboratory and field experiments

Laboratory experiment
COMPARISON POINT :

Environment Artificial
_ Independent variable Controlled
Allocation of participants ~ Random

_to conditions

pan{s may be Awareness of aims by - Participants (except very

ware of study (if so, participants young children) must be
nit puess design, try to aware of being in experiment
- ' (though not what the design

ood, etc,)

_ really is)
- Control of extraneous  Tighter
variables : i
Realism Lower
Replication ‘Easier
ly higher Expense & time Usually: lower
real-life field setting—  Generalisation (ecological =~ To real life — often very, weak
validity) ;
other real-fife settings —
ly weaker £
s can't be brought Equipment ‘Can be complex and only

eld situation wsable in the laboratory:
OTHER DISADVANTAGES

e confounding: possible Narrow [V an_d-DV—> low
ecause of researcher’s construct validity

need to negotiate with

eld setting personnel and

agers

Setting more likely to create
apprehension, wariness of
strange surroundings, etc.

- experimenters, or those who gather results directly from the participants, are not
told the true experimental aims. Where a placebo group is used, for example, neither
E the participants, nor the data gatherers may know who has received the real
] treatment.

THE HUMANIST OBJECTION

I pointed out in Chapter 1 that people involved in psychology experiments have
traditionally been referred to as ‘subjects’, though this is now changing. Humanist
psychologists have argued that this is a reflection of the experimentalists’ attitude to
humans and human research. It implies that the researcher holds, perhaps implicitly,
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a ‘mechanistic’ model of humans. Heather (1976) has claimed that ‘Human beings“
continue to be regarded by psychologists as some kind of helpless clockwork puppet,
jerked into life only when something happens to it.” Hampden-Turner (1 971) states

‘.. . power over people in a laboratory can only lead . . . to a technology of behavioyr

control’ (italics in original). Such objectors to the experimental method woulg
normally be found in the qualitative research method ‘camp’ already introduced ang
discussed more thoroughly in Chapter 11.

There is, of course, a composite position, well put by Baars (1980): ‘Without

naturalistic facts, experimental research may become narrow and blind: but without

experimental research, the naturalistic approach runs the danger of being shallow and
uncertain.’

GLOSSARY

Study of the extent to which one
variable is refated to another, often

. referring to non-manipulated variables
measured outside the laboratory

correlational study

Features of a study which help the
participant ta work out what is expected
of him/her

demand characteristics

Procedure in an experiment where double blind

neither participants nor data gatherer

(experimenter or assistants) know which

“treatment’ participants have received

Participants’ concem about being tested, evaluation

which may affect results apprehension T
Study in which an independent variable experiment

is manipulated

Experiment carried out in a natural
setting outside the laboratory
Experiment carried out in controlled
conditions in experimenter's own habitat
Experiment which expioits the
occurrence of a naturally occurring
independent variable

field experiment
laboratory experjment

natural experimenit

Experiment in which experimenter does -
not have control over random. allocation

of participants to conditions nor, in some

cases, over the independent variable

quasi-experiment

Tendency for experimenter’s knowledge experimenter
of what is being tested to influence the expectancy
outcome of research

The extent to which the results experimenter
prodiiced by two or more reliability

experimenters are related
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pre-existing and pone = ek ' ex’post facts research
iables among people are i
. investigation
AEFL AP S s non-reactive study

1c.}11 simply measures - observational study

s of how people are.or
it-doesn't intervene or (more
search in which the main
_n'hg;technique involves looking
ehaviour as it occurs and

of measuring it

-of participants to act in E pleasing the
e with what they think the * experimenter
nter would like,
which participants are required reactive study
nond.in some way; they are
A single blind

ipants do not know which
atment’ they received

lency of participants in research to . . social desirability
nt to 'look good' and provide socially '

eptable answers

EXERCISES
I State whether the following are laboratory experiments, natural experiments, field
experiments whether they are true or quasi-experiments or whether they are ex post
facto studies: '
a) A ladder is placed against a street wall to see whether more males or females will
avoid it
b) Boys with no brother and boys with two brothers are Iobserved under laboratory
conditions to see which group exhibits greater aggression .
€) A researcher, dressed either casually or smart, approaches passengers at a station to
ask for directions. The aim is to see whether smart dress elicits greater help .
d) Under laboratory conditions, people are asked to make a speech, contrary to their
own view, first alone and then in front of others .
€) The study described in b is extended. Half of each group of boys is subjected to
frustration and then observed again for level of aggression



80 ResearRcH METHODS AND STATISTICS IN PsycHoLOGY

f) Drug addicts are compared with a control group on their tolerance of pain, measured
in the laboratory

g) Researchers visit various grades of worker at their place of employment and take them
through a questionnaire on their attitude to authority. It is thought the more highly
paid will express greater respect for authority

h) One of two very similar homes for the elderly passes from local government to private

control. Workers in each are compared on job satisfaction over the following year,
using informal interviews

i) Children in one class at a school are given a six-month trial of an experimental new
reading programmie using a multi-media approach. A second class of children receive
special attention in reading but not the new programme. Improvements are compared

2 Of the designs outlined in I: _
a) Which are not likely to be affected by demand characteristics?
b) Which might involve looser procedures?
c) Which are subject to researcher bias?
d) In which could 'blind' procedures be employed?

3 You are discussing with a colleague two methods of measuring ‘conformity’. One involves
recording how Often people will answer a simple question wrongly when several other
people in the room have already answered wrongly (laboratory study). The other involves
stopping people in the street who have infringed a traffic light or litter regulation and
taking those who agree to do so through a short questionnaire (field study). Find
arguments for and against each proposal — | hope you can think of at least three for and
three against each. Pages 69 to 72 of this chapter should provide the general information
you need.

THE EXPERIMENTAL METHOD I

Experimental designs

This chapter introduces the basic experimental designs that can be used in
psychological research along with their various strengths and weaknesses. The
following main points are discussed:

Experimental Weaknesses Solutions

design

Repeated measures Order effects Counterbalancing;
randomisation

independent samples Participant (subject) Random allocation

variables to conditions;

pre-testing;
representative
allocation

Matched pairs Problems with matching Limit matching to.

what is relevant

Single participant Lack of generalisation Use where
(subject) generalisation .
not main criterion
Julie: It really infuriates me. I drive really smoothly on my own, com-

pletely in control; then Susie gets in and I do stupid things like crash
gears and stall.

Yeah?

Right! I’'m sure people perform worse when someone important’s
watching them.

Well I’m not. I play pool better when Nikki’s around.

Perhaps it depends on what you’re like. Perhaps extraverteds (or
whatever you call ’em) do better and intrawhatsits do worse. I
wonder if people in the middle aren’t affected.

(Julie went on to take “A’ level psychology and a degree!)

Pete:
Julie:

Pete:
Julie:

Let’s suppose we decide to check out Julie’s first hypothesis. It predicts that people
perform sensori-motor tasks worse in the presence of an audience. Let’s set up a
laboratory experiment.
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We need to operationalise. We need: a sensori-motor task

an audience

a measure of performance
We could ask people to move a metal ring along one of those wiggly wire contraptiong
you see at village fétes. They have to avoid touching the wire with the ring as they
move. If they do touch, a buzzer sounds and an error is recorded ~ this is our measure
of performance by which we can assess ‘improvement’ quantitatively. We can define
our DV, then, as the number of errors recorded. Let’s suppose we run the experiment
with everyone doing the test in condition A first — in front of an audience of 12
observers. In the second condition (B) they perform the task in a quiet, soundproof
room, alone. Let’s also assume that we find significantly less errors in the second
condition.

REPEATED MEASURES DESIGN

The design above would be known as REPEATED MEASURES in the language of
experimental design. The measure (of doing the wiggly wire test) is repeated on each
person under the various conditions of the IV. If the participants are the same for
both conditions, and all other variables are controlled, any differences, we assume,
(though we could be wrong), must be the effect of the IV.

? si

At S

Well, the recommendation in the last section was to look for the conditions which
were varied. In this case then, the IV must be the variation between conditions:
presence or not of an audience.

RELATED DESIGNS

The repeated measures design is one of a set known as RELATED DESIGNS — (see Table
6.1) — ‘related’ because, when results are presented, a value in one condition is
directly related to a value in the other condition.

What we do in related designs is to answer the possible criticism that any difference
found is caused by differences between the people in our two groups. Instead of a
control group to compare experimental results with, in the repeated measures design
we use the same people as their own control, so any differences between conditions
can’t be because the people in conditions were different from one another. For this
reason, the repeated measure design is often called a ‘within subjects’ or ‘within
groups’ design, since differences berzwveen participants have been eliminated as a
source of difference and differences between conditions must be because the same
people differed in the two circumstances.

Table 6.1 Related and unrelated designs

In each condition:

‘Design Same people. Different people
‘Rélated Repeated measures Matched pairs
Unrelated Independent samples

Single participant

e
G
;!

ol £ rndhpd i e

- did it, T’m not at all surprise
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WE'VE PROVED IT, PETE!

Suppose We report our result to Pete. He is unimpressed. He says “Well, the way you
d they did better in the second condition.’

You probably realised that there is a possible confounding variable at work here.
People might improve on the second condition because they’ve had some practice
(and they may be less anxious about learning a new task). If they had performed
worse on the second go this might have been through becoming disheartened by
failure, through boredom or through fatigue.

Constant error caused by the order in which people participate in conditions is
known as an ORDER EFFeCT. This is one of the major disadvantages of a repeated
measures design.

s problem? Ho

rination of order eft

DEALING WITH ORDER EFFECTS

. e
1 Counterbalancing Vgra elan, ’

If all participants’ performances on condition B could be improved because of the
experience in condition A, it makes sense to have half of them perform condition B
first. This is known as COUNTERBALANCING the conditions.

Would this in fact eliminate the order effect? Well, no it wouldn’t. Practice, if it is
effective, will still produce improvement, but this will improve half the scores in
condition A and half in condition B. Hence the improvements should cancel each
other out overall. Suppose that each person improves by making five less errors on
average in the condition they took second. We could imagine that what is going on is
as shown in Figure 6.1 overleaf.

When participants take the with-audience condition first, the overall reduction

from condition A to condition B — shown as X below — contains an extra component
(d) which is the result of practice (we are assuming here). When participants take the
alone condition first, the reduction of practice causes the overall difference, with this
order of conditions, to be smaller than it should be if only the IV has any effect. So,
condition A followed by B shows an exaggerated effect, whilst condition B followed
by condition A shows a lessened effect. However, these two should cancel each other
out, leaving, we hope, only the true effect of the IV as a difference overall. This is
because the two observed (but distorted) differences — X and Y — are equal to what we
assume would have occurred without the practice effect. These two hypotherical
differences are X —d and Y + d. Adding these: X—d)+ (Y +d) =X +Y.
Warning for tests and exams! It is easy to get fooled into thinking that, because the
design involves splitting participants into two groups, we have an independent
samples design (see below). The splitring is solely for the purpose of counter-
balancing, For each participant we still have a pair of scores which are therefore
related — one for each condition. Each participant is still taking both conditions.
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100 —
Conditions taken Conditions taken
in the order AB in the order BA
r—%&
/vl dl |
x—d Hypothetical - y+d
g x amount by Vi
c = which practice
- d_i l‘/ reduces errors
° in the second
g condition
£
2
=
c
©
[}
= Actual scores
—-—— Hypothetical scores
without practice effect
d=5less errors =
hypothetical
A B practice effect. B A
0

See! They really did
much better without
an audience!

Hmm .... The audience
didn’t seem to make
much difference,

Figure 6.1 Counterbalancing

ASYMMETRICAL ORDER EFFECTS — This neat arrangement of counterbalancing may be
upset though if the practice effect occwrring in the A-B order is not equivalent to that
produced in the B-A order.

For instance, suppose that in the alone condition it is possible to concentrate on
improvement and that this transfers to the audience condition. However, when the
audience is present in the first conditon, all one’s concentration goes on coping with
the audience and no improvement in technique is transferred to the alone condition.
Counterbalancing now loses its evening-out effect and we have the constant error of
practice affecting the with-audience condition only. If this were the case we would
end up with an artificially small difference overall.

Note: ‘asymmetrical’ just means ‘not symmetrical’ — the effect is not evenly balanced
between the two groups.

2 Complex counterbalancing

a) ABBA

(Not an ageing Swedish pop group!) All participants take conditions in the order
ABBA. Their score on A is taken as the mean of the two A conditions and likewise for
B. This arrangement can still suffer from an asymmetrical effect, though it should be
weakened.

b) Multi-condition designs

If an experiment has three conditions we might divide participants into six groups
and have them take part in the following orders of condition:

ABC ACB BAC
BCA CAB CBA
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Errors
B— > 3
Audience Alone
condition condition
(A) (B)

Figure 6.2 Asymmerrical order effect — effect on pracrice

'3 Randomisation of condition order

Some experiments involve guite a number of conditions. For instance, a sensori-
motor task may be performed under six different lighting conditions. Each partici-

pant would be given the conditions in a different random order.

4 Randomisation of stimulus items

This is an elegant way to deal with possible order effects in a two-condition
experiment. Suppose we want to see whether concrete words are easier to recall than
abstract words. Instead of giving the same group of people a list of concrete words to
learn and recall, then a list of abstract words, we can give them just one list with
concrete and abstract words randomly mixed together. Note that this could be a way
to mix even three conditons together but either the list gets rather long or we have
less of each item in the list. We might then present several such mixed lists in several
trials.

5 Elapsed time

We can leave enough time between conditions for any learning or fatigue effects to
dissipate.

6 Using another design

We may have to give up the idea of using the same group for each condition. We
could have separate groups. We would then move to an ‘independent samples
design’, described below, but, since this design has important disadvantages we
might try to resist this more drastic solution to the problem of order effect.

OTHER DISADVANTAGES WITH REPEATED MEASURES DESIGN

* If each participant experiences both conditions of, say, a memory experiment
using word lists, we have to use a different list in each condition. This creates the
problem of choosing words for each list which are equivalent. It is possible to
obtain lists which give the frequency of occurrence of words in the written English
language, obtained through literature surveys.

* The aim of the experimental research may become obvious to the participant and
this makes ‘pleasing the experimenter’ (or screwing up the results) much more
likely.

* Participants must be available for both conditions. If conditions are weeks apart
some may be lost.



86 RESEARCH METHODS AND STATISTICS IN PSYCHOLOGY

When not to use a repeated measures design:
1 When order effects cannot be eliminated or are asymmetrical.

2 Often, people must be naive for each condition. In “vigNETTE’ studies, for
example, a person is shown one of two alternatives, with all other material the
same. For instance, people may be asked to rate an article having been told that
either a teacher or a student is the author. A baby is presented as either a boy or g
girl and people are asked to describe it. Lewis et al. (1990) sent vignettes which
varied the sex and race of a fictitious client to 139 psychiatrists. When the client
was African-Caribbean the following differences in ratings occurred compared
with when the client was supposedly white. The illness was of a shorter duration,
less drugs were required, the client was potentially more violent and criminal
proceedings were more appropriate. Significantly more ‘cannabis psychosis’ was
also diagnosed.

In these sorts of study, obviously the same participants cannot be used in both
conditions, since, only then, could participants work out what the research aim is.
When discussing such studies, conducted as class practicals, people often think
from the vantage point of the experimenter. But it is important to ‘empathise’
with participants in such cases in order to see how difficult it would really be to
work out what your experimenter is after when you only take part in one of the
conditions.

3 Some studies involve an independent variable which is a category of persons,
such as male/female, working class/middle class or extrovert/introvert. In this case
we are comparing the performances of two different groups of people and a
repeated measures design is obviously not possible.

4 We might pre-test a group of children, apply a programime designed to increase
their sensitivity to the needs of people with disabilities, then test again to measure
improvement. To check on internal validity (the children might have changed
anyway, irrespective of the ‘treatment’) we need to compare their changes with a
control and/or placebo group.

INDEPENDENT SAMPLES DESIGN

{

Suppose then that we organise two groups of people (from whom we can get —
student colleagues on our course and the biology course who share statistics classes).
One group do the with-audience condition, the other group do the task alone. Again,
the alone condition errors are significantly lower.

We are now conducting what is known as an INDEPENDENT sSaMPLES design
experiment. This title says just what it means. An entirely different group of people
take each condition (there could be three conditions or even more). It belongs to a
category known as UNRELATED DESIGNS, since the scores from one group of
participants, who undergo just one condition of the IV, are quite unrelated to the
scores from another group who participate in the other condition of the IV.

Examples of independent samples designs would be:

1 One group are given a list of words and asked to repeat each word several timies
(‘rehearse’) before receiving the next item. A second group are asked to form
vivid mental images of each item and to make links between each item and its
successor. Both groups are tested for retention in a free recall task.

o
i
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: "ém'amini (1992) investigated the effect of randomly allocating a company’s

“ pusiness customers into those who would receive a gift and those who would not.
Tﬂé gift increased positive perception of the company but not intention to

* contact it again!

s design also comes with the' titles: INDEPENDENT GROUPS, INDEPENDENT SUB-

1 c'-L?S and BETWEEN GROUPS. This last title is commonly used when the statistical

analysis is ANOVA (see Chapter 20).

|T WORKED AGAIN PETE!
éo what could doubting Pete say this time? He certainly has something to say. Before

Pete says, ‘“Who did the experiment?” We tell him. He smirks, ‘Ah! Remember you
said, Julie, that introverts might be worse performers in front of an audience? Well,
you know how introverted the biology mob are. Did you make sure you had equal
numbers of them in each group?’

PARTICIPANT (OR SUBJECT) VARIABLES

Pete is referring to the variations among people which may be unevenly spread across
our two groups. This is a major weakness of independent samples designs. Differ-
ences found might not be caused by the IV but by this uneven splitting into samples.
Suppose, in example 1, above, we accidentally placed more good memorisers into the
imagery group. It seems as though using imagery has caused the difference found but
actually the DV difference is produced by variation between the people in the two

groups.

DEALING WITH PARTICIPANT VARIABLES

In an independent samples design it would always be difficult to rule out participant
variables as a possible source of variation in our results, but there are certain steps we
can take to reduce the likelihood that they were the cause of differences found:

Random allocation of participants to conditions

This follows the classic line of experimental design. In biology, a researcher would
randomly split a set of beans and subject one group to the treatment and use one as a
control group. In psychology, the same line is followed. When results are in, the null
hypothesis holds that any differences between the rwo groups are simply the result of
Chzfnce variation between the two groups of people, not the effect of the IV. If there s
a significant difference, we can at least reject this hypothesis. Here, of course, Pete
has a point. Even student practicals should avoid obvious non-random differences
between two sets of participants.

Notice that in the Beltramini study mentioned above, customers were allocated at
random to the receiving gifts or control group. Random allocation is what makes a
SLde a field experiment rather than a quasi-experiment (as we saw in the last
Chapter).
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Pre-test of participants

We can show that both groups were similar in relevant performance before the
experimental conditions were applied. For instance, in the memory study, both
groups could be pre-tested on the same stimulus list, different from that used in the
experimental trial. There still could be a participant variable problem. Though boty
groups might perform equally well on the pre-test list, the list for the experiment trig]
might contain words more familiar to people in one of the groups. There might, say,
be several geographical terms and more geography students in the imagery group.

Representative allocation

We can ensure that each group contains half the males, a similar age range, a fairly
similar range of educational backgrounds and so on. It might not strike us, however,
to ensure an equal number of geography students. Inspection of the list might alert us
to this pessible confounding variable, but we can’t balance the groups for every
conceivable variable.

We must decide intuitively, given the nature of the research topic and aims, which
variables are going to be the most important to balance for. Pete thinks we should
have paid attention to his stereotype of the biology students. Within each relevant
category chosen (male, female, psychology student etc.) allocation of half the
category to one condition and half to the other would be performed on a random
basis. The reasoning and method here are similar to that of stratified sampling.

OTHER DISADVANTAGES OF INDEPENDENT SAMPLES DESIGN

* To obtain as many scores in each condition we have to find and test twice the
number of people as in repeated measures. This can be costly and time
consuming. We do have the advantage (over repeated measures design), however,
that we can’t lose participants between conditions and we can run the two
conditions simultaneously rather than having to wait until practice effects have
worn off.

If there is too much difference between the statistical variances of the two groups,
we may not be able to proceed with a parametric test ~ the most powerful of
statistical tests (see Chapters 12 and 17).

MATCHED-PAIRS DESIGN

We can actually do more than just ensure that the two groups for our research are
roughly equivalent on relevant variables like extroversion. We can pair one person in
the audience condition with a person in the alone condition. The two people can be
maiched for extroversion score, age, seX, occupation and any other variable thought to
be relevant to wiggly-wire performance.

This compromise between the two designs so far discussed is known as the
MATCHED-PAIRS design.

On a random basis, members of the pairs are each allocated to one of two groups.
We pair people on the basis of relevant variables, the choice of what is relevant being,
as before, based on the naturé of the research. We now avoid order effects by having
different groups in each condition, but we are also, we hope, keeping participant
variables to a minimum.

We might, for example, pair each child who is to receive an experimental preschool
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amme with a child in a control group on the basis of, say, exact age, sex, ethnic
oup social and economic background of parents and number of children in family.
%_Irowe:,er, sample totals will limit the extent of what can be matched.

The matched-pairs design falls into the category of related designs sinctle each.score
or rating in one group can be related to a score in the other group. This obviously
can’t be done where two sets of scores come frorp two unmatche.d groups.

One of nature’s mMost useful gfos to stchologlcal researchers is, some believe, T.h.e
existence of identical (monozygotic) twins. These represent the perfect mgtched pair
_ when they’re just born at least — and create the perfect natural experiment. A1.1y
differences between them later in life can fairly safely be attributed to differences in
environmental experience. The converse is not true, howeve_r. Simi!arities cannot be
easily arm'buted.to common genetic make-up, since identical twins usually share
fairly similar environments too.

progr:

To hear of just one person being used for experimental research can make the
scientifically minded recoil in horror. Surely this must produce quite unrepresenia-
tive results, impossible to generalise with? Quite rightly, they assume, one turns to
objective psychological research in order to avoid the many generalisations which the
lay person often makes from their own limited experience.

However, consider a physical scientist who obtains just one sample of weird
moonrock from a returning space mission. The rock could be tested for amount of
expansion at different temperatures, in a vacuum and in normal atmosphere, in order
to detect significant changes in its behaviour. This would yield valuable scientific
knowledge in itself.

Further, from our general knowledge of the world of rocks, we could fairly safely
assume that similar rock would exist on the moon. In the same way there are some
sorts of things which people do which, we know for good reason, are likely to vary
according to the same partern (but not necessarily at the same level) for almost
everyone. An example of this might be the experimental situation in which someone
has to make decisions from an increasing number of alternatives — sorting cards
according to colour, then suit and so on.

Ebbinghaus carried out an enormous number of memory experiments on himself
using a wide variation of conditions and lists of nonsense syllables. The intro-
spectionists gave intense training to help people to report on feelings, sensations and
mental processes.

RELATED OR UNRELATED?

A set of results for a single participant in an experiment, which measures reactio
times as the DV, might appear as in Table 6.2. ’
Is this data produced from a related design? Contrary to our probable first
conclusion, the answer is in fact ‘no’! Each score in condition A has no particular
partner in condition B. A particular score in A is related to all the scores in B to an
equal degree, since the same person produced them all. But, in a related design, the
first score in A (0-579) would be uniguely related to the first in B (0-713) because this
was the only B score which the same person produced or because the B score was
Produced by the person matched with the first A person. Another way of seeing this is
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Table 6.2 Single participant design

Condition A Condition B
0.579 secs 0.713 secs
0.621 0615

0.543- 0.792

that it would be quite possible to have more scores in condition B than there are i
condition A. The design would be related if we were somehow linking trial 1 in one
condition to trial 1 in the other. This might happen if, say, we were correlating (see
Chapter 18) equivalent trials under the two conditions to show that improvement

takes a similar course under both.

Box 6.1 Summary of advantages and disadvantages of the various experimental designs

Design Advantages
Repeated Participant variables
measures eliminated

More economical on
participants

Homogeneity of
variance not a problem
(see Chapter |6)

Need fewer participants

lnde_p_en_deht No order effect
samples’ Participants can't guess
aim of experiment
Can use exactly the
same stimulus fists etc.
No need to'wait _for
_participants to‘forget’
first condition

No order effects

. Participant variables
partly controlled

Matched
pairs

No wait for participants
to forget

‘Disadvantages
Order effects

May not be able to
conduct second
condition immédiately.
Need different stimulus
lists etc.

Participants not naive
for second condition
and may try to guess
aim '

Loss of participants
between conditions

‘Participant variables not
controlled

Less economical on
participants

Lack of ‘homogeneity of
variance’ may prevent
use of parametric test
(Chapter .16)

Some participant
variables still present
Hard to find. perfect
matches and therefore
time consuming

3 randomise conditions -

Remedy (if any)
r'Co&m‘cerba.lance/

Leave long time gap
between conditions
Do.independent
samples instead
Randomise stimulus

materials

Deceive participants as
to aim (or leave long
time gap)

) [,
Random allocation of
participants to
conditions

Ensure roughly equal
numbers in each group -
(see p. 280)

Randomly allocate pairs
to conditions :

Can use same stimulus
lists etc.

Homogeneity of
variance not a problem

Useful where few
participants available
and/or a lot of time
required for training
participant

o or more separate groups take the
ous conditions of the IV

: achparticipant in one group/condition
paired on specific variable(s) with a

: participant in another group/condition
Each participant takes part in af

: conditions of the independent variable

- Design in which scores in one condition
- dre paired with scores in other

r"_"_co’n’d'rtions
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Loss of one member of
pair entails loss of
whole pair

Can't.generalise to
other categories of
people with confidence
Retraining required if
original participant
leaves project

Treat participant very

nicely!

counterbalancing

asymmetrical order
effect

designs
. independent samples

(between groups)
(independent groups)

(independent subjects)

matched pairs

repeated measures

(within groups)
(within subjects)
related
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 both/all levels of the independent
- variable in order'to avoid order effects
© Study in which participarts are given‘a

| where just one aspect of the persen-or
| deed is varied across conditions

. ‘other condttion

- A confounding e;ﬂ“eét caused by
- experiencing ‘one-condition; then
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Design in;which particular scores in-one unrelated.
-condition ‘cannot ibe paired (or linked) in'

any way with particular scores in-any

order effects

ahother, such as. practice or fatigué

Random mixing together of items from randomisation

vignette study
short account of a person or deed and

EXERCISES

| In Fantz's famous 'looking-chamber' experiment, a baby is shown two patterns and the
researcher records how much time is spent looking at either pattern. The idea is to see
whether the baby prefers complex patterns to simpler ones. What is the IV, the DV and
what sort of design is this?

2 In one version of the ‘visual cliff’ experiment, infants are observed while their mothers try
to entice them to come to them across a glass sheet with a large drop beneath it. What

condition can be added to make this a true experiment and what sort of design would the ! I

experiment then be?

3 Your tutor conducts an experiment on your class. Each student is given a set of anagranis 1§

to solve and the time to solve each one is taken. You find that some of the anagrams
were of concrete words and the others were of abstract words, in no particular order.
This was the IV. What design was this, and what special precaution, associated with this .
design, has your tutor wisely taken and why?

4 Again your tutor conducts an experiment. Students are in pairs. You time your partner
while she learmns a finger maze, first with the left hand, then with the right. She then times
you while you learn first with the right, then the left. What design is this? What special
precaution is taken and why?

5 A researcher locks for families in which there are two brothers or two sisters borm within
a year of each other and where one sibling has suffered a certain illness before four years
old. They are tested at eight years old to see whether the illness child is poorer than the
other on number and reading skills. What sort of design is being employed here?

OBSERVATIONAL METHODS

The chapter covers most methods which are best classed as observation. In a
sense, dll data from people are gathered through some form of observation but,
for instance, data gathered through questionnaire or interview deserve separate
treatment.

Distinctions made are between:

« observation as a technique and as an overall research design

« participant (where observer is part of the observed group) and non-participant
» disclosed (people know what the observer is doing) and undisclosed

» structured and non-structured

controlled (often in the laboratory) and naturalistic (observed's own
environment)

Further topics are:

* role-play and simulation

* diaries

» advantages, difficulties and ethics of participant observation

* indirect observation (e.g. records, media)

* content analysis (treatment, often quantitative, of qualitative reports, writings)
* verbal protocols (verbal reports of participants’ thoughts or silent speech)

INTRODUCTION

We have seen that there can be fairly serious problems with the use of the
experimental method in psychology, particularly in the laboratory where a very
narrow, and perhaps artificial, selection of behaviour may be studied, where ‘demand
characteristics’ may distort the procedure and where persons studied are ‘dehuma-
pised’. A set of methods which can avoid some, but not always all, of these criticisms
15 the set known generally as ‘observational methods’.

In a'sense, behaviour is observed in every psychological study. A researcher makes
observations on the participants’ reaction times, answers to a questionnaire, memory
performance and so on.

The emphasis, in using the term ‘observational’ however, is on the researcher
observing a relarively unconstrained segment of a person’s freely chosen behaviour.

There is ambiguity in the use of the term ‘observational’ in research literature. It
can refer to the use of observation as a technigue for gathering data about behaviour
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within an experimental design. On the other hand, ‘observational’ might describe the :

overall design of a study, in contrast to 2 controlled experiment.

OBSERVATION AS A TECHNIQUE OR AS AN OVERALL DESIGN

As technique

Observation may be used as a technigue within a traditional experimental design, as ip
Milgram’s (1963) work on obedience where, in addition to mechanical recordings of
participants’ responses, film record was made in order to observe changes in
emotional reactions. We have previously described Bandura’s (1965) studies on
children’s imitations of models for aggression. Using observation as a technique for
measuring the DV of aggression, Bandura was able to manipulate a variety of IVs,
including the status or role of the model, the consequences of the model’s behaviour
and the degree of frustration experienced by the child just prior to observing the
aggressive model.

The two examples above employ observational techniques in a laboratory setting.
Field experiments very often use observation as a technique. Friedrich and Stein’s
(1973) study, described earlier, is a good example. Observation may also be
employed within a role play or simulation study, described later.

As overall design

If an investigation is given the title ‘observational’, this is usually in order to contrast it
with other designs, particularly the experimental. In this case, the researcher has
chosen to observe naturally occurring behaviour and #ot to experiment with it, i.e. no
IV is manipulated. A hypothesis concerning an IV may nevertheless be tested, as
when, for instance, an investigator observes the fantasy play of middle- and working-
class children and predicts differences in amount or content.

WEAKNESS OF PURE OBSERVATIONAL STUDIES

Where the overall design is observational we have the weakness, outlined earlier, that
if we discover a reladonship between different sets of data we are not usually in a
position to establish cause-effect relationships with any confidence, since manipu-
lated IV has not led to changes in the DV.

Suppose we observe higher levels of aggression among children who choose and
watch more violent television programmes. Does the television promote their
aggression or does their aggression (arising from some other cause) affect their
choice? A conrtrolled experiment might provide enlightenment.

In an earlier chapter we saw that Friedrich and Stein (1972) assigned children to
three experimental conditions — violent, pro-social and neutral television viewing
programmes. After a month’s viewing it was observed that the violent programme
group were significantly more aggressive in nursery-school play. Interestingly, the
impact was greatest on those children who were initially highest in aggression. An
experiment, then, can back up a hypothesis formed from observation, by showing a
fairly clear-cur causal effect.

PARTICIPANT AND NON-PARTICIPANT OBSERVATION

A PARTICIPANT OBSERVER is to some extent a part of the group of individuals being
observed, whereas a NON-PARTICIPANT OBSERVER observes from a distance and
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iild have no effect on the behaviour being observed. This is a ‘dimension’, sinc.e
ﬂié re are varying degrees of paru’cipatlon. and these are described later on. There is
= 150 a dimensional aspect to DISCLOSURE in that persons observed can be more or less
aware of the exact extent to which, or reasons for which, they are being observed.

’Tﬁie discussion of indirect, st.n‘zctured and control_le_d observation which follows is
celated entirely to non-participant studies. Participant observation is largely a

qualitative approach and will be discussed later in the chapter.

- STRUCTURED (OR ‘SYSTEMATIC’) OBSERVATIONS

 DATA GATHERING DEVICES
Records of behaviour can be made using any or a mixture of the following devices:

. Film or video recording

s 'Still camera

« Audio tape (to record spoken observations)

» Hand-written notes, ratings or coding ‘on the spot’

Visual recording has the advantage that behaviour can be analysed (rated or coded)
after the event at any required pace.

" All the methods above might be used discreetly such that the participant is either
completely unaware of the recording process (in which case ethical issues arise) or at
Jeast unable to see or hear the equipment during the observation session. This can be
achieved with the use of screens or ‘one-way’ mirrors, which act as a mirror for the
participant but a window for observers or camera.

DATA GATHERING SYSTEMS

Observers may often work to a specific ‘grid’ of behavioural categories. On the chart
in Table 7.1, observers of children’s behaviour during a free-play nursery session,
might record the amount of time or frequency that each child spent in each of the
particular activities categorised (in columns).

‘Table 7.1 Chart for data gathering

Playing with others

) ) 1. 'Cocpera-
’ Playing |Looking |Different [Same tive,
Inactive Reading |alone on " |activity activity

activity

" Cete,

In addition to simply recording what behaviour occurs, and how often, observers
may be required to:

RATE behaviour according to a structured scale — for instance one to 10 on ‘showing
interest’

CODE behaviour according to a set of coding categories — for instance, graphic
symbols which represent the positions of parts of the body
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In each case, some degree of standardisation would normally be sought by giving, 3
observers, intensive training prior to commencement of observatdon sessions. :

To exemplify some of these points we can look at a study by Halliday and Les[je
(1:986) in which acts of communication between mother and child (both ways) were
coded from video recordings made over a period of six months’ data gathering. The
researchers sought to extend Bruner’s ideas and show that children do more than just
make requests or references in their interactions. They were interested in how these
other actions might contribure to language acquisition as the child increasingly finds
non-verbal methods inadequate. The researchers identified a set of 42 different
actions, shown in Table 7.2, during pilor sessions with a couple of mother—child pairs;
In the main study, an average of 12 half-hour sessions were recorded with 12 mother—
child pairs. Each of these video sessions was coded using the 42 categories. There
could be as maxiy as five actions from the mother, and five from the child, in any five-
second interval. I quote the detail here to give you some idea of the mountain of
coding and analysis which goes on in such a study. The success of standardisation “§
was estimated by finding the number of occasions upon which two observers agreed 8

TIME, POINT AND EVENT SAMPLING

Jt may not always be_ possiple or appropn'ate_ to record complete fgqu:ences of
behaviour and interactlgn using video. If a session must be observed ‘live’, several
observers might be requy:ed, one or two for each person observed. Where onl_y one or
a few observers are available, TIME SAMPLING techniques can pe erpployed, in which
observations of each individual are made for several short periods in say, a two-hour
" session. In some cases, the short pgriod§ of, say, 15 seconds, are consecutive, so that
a picture of the frequency of behaviour is built up. o ' .

‘In POINT SAMPLING an observer concentrates on each individual in a group just
- long enough to0 record the category of their current behaviour before going on to
£ observe the next person.
£ In EVENT SAMPLING observations are made of a specific event each time it occurs,

i for instance, each example of a “fight’, however this is operationally defined for the
research in progress.

Table 7.2 Complete list of codes with short definitions (from Halliday et al. 1986)
RELIABILITY OF OBSERVATIONAL TECHNIQUES

‘Verbal categories ‘Observers need to produce reliable observational records. The reliability of observers

A Demands attention ON Orders not to can be established by correlating (Chapter 18) their records with those of another
D Describes, gives information PR Praises observer or team. Such comparison will produce a measure of INTERRATER RELIABIL-
ET  Gives detailed label PT Prompts 1Ty, ‘rater’ being another term for an observer who ‘rates’ behaviour.
F Corrects Q Questions . Reliability may be low because of OBSERVER Bias. From the psychology of
| Imitates completely QT Questions about a label perception we know that each person’s view of a situation is unique and that our
P Amitates partially S Tells story or recites perceptions can be biased by innumerable factors. An untrained observer might
Q Imitates as.question rhyme A == readily evaluate behaviour which the researcher wants reported as objectively as
IS Imitates as sentence : T Labels, names possible. Where the trained observer reports a hard blow, the novice might describe
N Says ‘no’ ™ Says 'thank you' or‘ta’ this as ‘vicious’.
NU Count Y Says 'yes' There may be human esror in failing to observe some bits of behaviour at all. One
@ Orders, gives positive Z Adds tag: is reminded of the ‘blind’ soccer referee or ice-skating judge. In the study of animals it
commands R : is easy to ‘see’ human characteristics in animal behaviour. This is known as
Non-verbal c':ategori'es | ,, ‘anthropomorphism’ and occurs, for instance, when birds are said to be ‘talking’ or a
a) Vocal g b) Non-vocal cat 1o be ‘smiling’. In human studies, it could be falsely assumed that Jason ‘follows’
B Babbles (with intonation) GO Gives object an adp.lt (and -is perk}aps insec':ure) when he happens to_be walking in the ‘same
G Laughs, giggles H Holds, takes-hold of ; direction. Or Jenpy might be mlstakegly described as ‘copying’ when she looks into a
QN Makes questioning noise B Looks around P box to see what it was Sarz_lh was looking at. . ‘
V Makes monosyllabic LO Looks at object The problem may not lie with the human observers, however, but _w1th the rating
vocalisation P Looks at mother : scale they are given which could be too vague or ambiguous. Reliability is enhanced
V2 Makes two-syllable 0 Lifts child = by speqifying in advance precisely what behavioural acts are to count in particular
vocalisation . OB Obeyé’ : categories. Observers have to decide, for instance, when a push counts as aggressive
VE Makes an emctional noise p Points : or _Wl}e.n a child is ‘demanding’. Observers are usually trained to a standard of
VN Makes ah object-specific PL Plays ] reliability and accuracy before the observational study proper begins.
noise ' R Reaches '
V5 Zgﬁﬁgﬁi&e syllable TO Touches CONTROLLED OBSERVATION
" Cr‘i_es !
YN Makes affirmative noise -_ Observations can be controlled through structure as outlined above. Control can also
: ' be exercised over the environment in which observations take place. A high degree of
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environmental control can be exercised in the laboratory, though the participant neeq :

not be acutely aware that the environment zs a ‘laboratory’. Discussion groups may be
observed in a comfortable ‘seminar room’, for instance. Mary Ainsworth (1971),
mentioned earlier, conducted a programme of research into infants’ stranger and
separation anxiety. In this study, the floor of a carefully organised playroom wag
marked into squares and trained observers recorded on film (and by speaking ontg
audiotape) the movements of a child when its mother left and a stranger entered the
room. The infants® behaviour was also filmed and the results were related to events of
sensitivity in mothers’ interactions with their children.

OBJECTIONS TO CONTROL = NATURALISTIC OBSERVATION

Studies in the laboratory do not escape many of the criticisms of laboratory
experiments made earlier, in the sense that the laboratory can provide a highly
artificial, possibly inhibiting atmosphere. Behaviour in the normal social context
cannot be observed here. Some researchers, in order to record more usual, everyday
behaviour, go out into the field and make ‘naturalistic’ observations in, say, the
home, the nursery or the workplace. The method was inherited by psychology largely

from the ethologists (Lorenz, Tinbergen) who studied animals in their natural habitat-

but nevertheless made very detailed and accurate recordings of what they showed to
be instinctive patterns of behaviour.

The early ‘baby biographers’, whom we shall encounter when discussing the ‘diary
method’ below, were carrying out naturalistic observations, as did Piaget on his own
children. Perhaps these studies also incorporated a certain amount of participative
involvement on the part of the observers, however!

Because the behaviour observed in these studies, so long as the observer is discreet;
would have occurred anyway, realism and aspects of ecological validity are likely to be
high. In some studies, however, people are aware that they are being observed. This

can mean a video camera following them around the house for instance. In this case.

we still have the problem of possibly distorted behaviour. As Shaffer (1985)
describes:

Consider the experiences of one graduate student who attemnpted to take
pictures of children’s playground antics. What he recorded in many of his
photos was somewhat less than spontaneous play. For example, one child
who was playing alone with a doll jumped up when the student approa-
ched with the camera and informed him that he should take a picture of
her ‘new trick’ on the monkey bars. Another child . . . said ‘Get this’ as he
broke away from the kickball game and laid a blindside tackle on an
unsuspecting onlooker

What researchers can do is to become a predictable and familiar part of the
environment. For instance, Charlesworth and Hartup (1967) made several visits to a
nursery school, interacted with the children, learnt their names and so on. This also
gave them the opportunity to test out and improve the reliability of the observation
scheme they were going to employ.

Examples of research studies, from the general literature, which used naturalistic
observation would be:

Brown et al. (1964) — study of Adam, Eve and Sarah’s speech productions in
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the home with parents every one or two weeks for
several years

-:_a‘ldwell & Bradley (1978) — developed the Home Observation for. Measurement of
: the Environment (HOME) inventory, which observes
parent—child interaction and provision of play materi-
als, to be correlated with levels of intellectual
development.

:avantages Disadvantages

- The behaviour which occurs is more natural  Extraneous variables are: pooriy controlled,
8 nd is (if the target is unaware of the if at all

érver) unaffected by anxiety or the

¢ There is greater potential for-observer bias,
et's need to impress

2 since both extraneous variables and the
tudy is realistic and likely to produce higher  observed behaviour are more unpredictable
- is difficutt to transport and use discretely

] some of the technical equipment required
i“ft-would be unethical to experiment with, for good recordings

verintervene in the lives of, children or It is difficult sometimes for observers-to
~anjmals remain hidden ity

“Individuals would be unlikely to
.cooperate with interview or
questionnaire methods

Thorough replication is harder to achieve
If it uses a structured data gathering system
_ _ _ it has the disadvantages of structur- <

The researcher decides that the full social  observation outlined below:

context is necessary for the observed

-+ behaviour to carry meaning

O_BjECTIONS TO STRUCTURED OBSERVATION

Because observation can be so structured and rigid, it would be considered

inadequate by groups of (usually social) psychologists who argue against the
reduction of behaviour to artificially isolated units. What #s the smallest unit we can
work with? To describe a person as ‘lifting an arm’ may be objective phys:-.ally but is
stripped of social meaning compared with ‘she waved’, ‘he made a tid® or ‘she
threatened the child’. Reduction to the simplest units of behaviour (the ‘raolecular’
level) can create observations which are numerous, separated and meaningless.

The attempt to categorise interactions or assess responses by number can produce
data at the ‘reliable but not rich’ end of the data-gathering spectrum. This positivist
approach would be criticised by, for instance, humanists and phenomenologisis, who

‘Promote a ‘holistic’ view of the person in psychology.

_ Diesing (1972) states that the holist (psychologist) studies a ‘whole human system
In 1ts natural setting’, and says:
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The holist standpoint includes the belief that human systems tend to
develop a characteristic wholeness or integrity. They are not simply a loose
collection of traits or wants or reflexes or variables of any sort. . .; they
have a unity that manifests itself in nearly every part . . . This means that
the characteristics of a part are largely determined by the whole to which it
belongs and by its particular location in the whole system.

CTIVE ROLE

“The study might require active role-playing within a simulated social setting, such as
peing asked to get 1o know a stranger. Participants may take on a specific role — being
chairperson of a group making risky decisions. Participants have been asked to role-
- play in juries of various sizes, under varying pressures, whilst dynamics of the
-~ jtuation are recorded. These may be, for instance, the informal rules which are

~ Jeveloped in the group (Davis et al., 1975).

People have been asked to simulate various emotional feelings and accompanying
behavioural expressions.

In all these cases observations may be made at the time or behaviour filmed for
subsequent detailed analysis.

Something is lost, it would be argued, by pigeon-holing responses and simply
counting them, or by giving them a rating-scale value. It is more important to record
events observed such that the social meaning of actions is preserved for analysis. This
may mean recording as much as possible of the social context in which actions
occurred. It may also mean making a comprehensive record of an individual’s
behaviour, such that specific actions are understood and perceived within the pattern
of that person’s unique experiences and motivation. It is not possible to do this using 4
a_highly constraining ‘grid’ or other pre-constructed framework for observation. We
now turn to methods which attempt to generate a richer account of human behaviour
in inidally unquantified, descriptive form; that is, qualitative data.

NON-ACTIVE ROLE

Participants may be asked to watch a role-play or simulated performance and then be
asked to report feelings, reactions or suggestions as to how the depicted scene might
continue. They may be asked how they would behave in the continuing situation.

In this case, the simulation simply serves as material for what is basically a
question-asking method belonging in the next chapter. One approach, the one which
started the controversy over experimental deception, is worth mentioning. Mixon
(1979) was analysing Milgram’s famous studies on ‘destructive obedience’ (for an
account of this experimental paradigm, see Chapter 26). Mixon’s objection was
partly moral but also that the true social situation, for the participant in Milgram’s
experiment, had not been thoroughly understood.

Milgram described the experiment to many other people, very few of whom said
they would expect anyone to continue obeying the experimenter in giving electric
shocks to an obviously suffering ‘learner’. Mixon argued that Milgram made it
obvious to these people that the experiment was really about ‘destructive obedience’.
Mixon gave his participants scripts of the experiment to read with no clue given to the
real experimental aims. He asked them to describe how they thought the experiment
would continue. He then altered the scripts with different groups. Only when the
script included the experimenter seeming a little concerned for the victim did all
participants say that they expected Milgram’s participants to discontinue obedience.

QUALITATIVE NON=-PARTICIPANT OBSERVATION

In Amsworth’s study, described above, some of the observers produced a running
_commentary on each child’s behaviour by speaking into a tape recorder as they
watched. The same technique has been used by observers following the interactions
of mothers and children in their own home. This generates a lot of raw data in
qualitative form. These studies however are not usually conducted under the holistc
banner. Rigid structure may be imposed on the data, during analysis, by independent
raters trained in the ways already mentioned. ¥
Some studies of this sort, though, do go further along the qualitative route. The 3§
unquantified, descriptive data may not be simply categorised or coded. The data may
also be analysed for illuminative insights leading to fresh research topics. Or they may
be presented alongside quantitative analysis in order to illustrate qualitative differ-
ences and issues which numerical reports cannot portray. It is even possible that the
sorts of observadon made might change as the study progresses as a result of

FORMATIVE revision of method, where feedback from early observations informs the .: Mixon argues that the social context of Milgram’s experiment gives strong messages

researcher on optimum ways to proceed. The more the aim of the study tends away 3 that the norms of scientific professionalism are in place and that no harm can come to

from purely positivist analysis, the more the data gathered become susceptible to the the victim (though, obviously, pain is occurring).

qualitative methods outlined in Chapters 11 and 25. E & In a few cases the participant can be actor and audience. Storms (1973) had people
-engage in a two-person interaction which was filmed. They then viewed the film

ROLE-PLAY AND SIMULATION eltber see:-ing .only their partner or only themselves. This had significant effects upon
their attributions of cause to the behaviour observed.

Discussion of these methogls is situated here because, although some observations of PURPOSES OF ROLE-PLAY AND SIMULATION

role-play have been relatively pre-structured, the tendency has been to develop )

categories and models from fairly free-flowing, unrestricted participant behaviour Ginsburg (1979) argues that these methods can be used for discovery and verifica-

and speech. In some cases, participants observe role-plays (non-active role), but, by | ton. In discovery, general observations might be made which lead to more

and large, it is participants’ role-playing which is observed (active role). H specifically testable hypotheses or models. In verification, hypotheses such as

The techniques have been used for a long time in psychological research, | Mlx‘_m’s can be tested.

particularly in the area of social psychology, but their use became highlighted when . Ginsburg thinks that the most valuable use is for illuminating what he calls the

they were advocated as an alternative to the use of gross experimental deception - role/rule framework’ under which actions occur. They will not tell us a lot about

during the 1970s. . Individuals but perhaps a lot about the rules people assume or invent, and follow,
;
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given certain social situations. They may show us how people go about negotiating -

such rules. They may tell us about sequences and hierarchies of social action.

WEAKNESSES OF ROLE-PLAY AND SIMULATION

Critics, early on, argued that role-play was non-spontaneous and passive; that people
would act in socially desirable and superficial ways; and that what people said they
would do and what they would do were very different matters.

Proponents argued back that experiments, too, can produce artificial, superficia]
behaviour and that deception itself, of the Milgram variety, introduced unres]
conflict, for participants, between what seemed to be happening and what could be
expected to happen in a humane, scientific establishment.

On the issue of spontaneity, several studies are cited as producing very great
personal commitment and lack of pretence, perhaps the most dramatic being that of

Zimbardo (1972), described briefly in Chapter 26, which had to be ended after five of :§

its planned 14 days because students acting as ‘prison guards’ were being so ruthless
and callous, whilst ‘prisoners’ were becoming so submissive and dejected.

THE DIARY METHOD

Towards the end of the nineteenth century, some academics began to realise that
they could not argue endlessly about whether children were born with innate
tendencies, ‘inherently good’ as Rousseau would have claimed, or with Locke’s
‘tabula rasa’ for a mind. They realised that a scientific approach was necessary. The
first steps towards this were taken by the ‘baby biographers’, of whom Charles
Darwin (1877) is probably the most notable. Data were in the form of a diary of daily
observations on the growth and development of his own son. Most diaries weré"
developmental records of the observers’ own children. The studies were therefore
‘longitudinal’ (see Chapter 10).

A problem with these diary accounts was that each biographer had their own
particular perspective to support and tended to concentrate on quite different aspects
of their child’s behaviour from other diarists. They also tended not to standardise the
intervals between their recordings.

Later, as child development study became a well-established disciplirie, Piaget
kept diaries of the development of his children. He had a thorough model of cognitive
development and his observations were used to exemplify aspects of the theory (noz to
‘prove it true’). He developed tests or demonstrations of some characteristics of
children’s thought at various ages — such as egocentricity — which he then used with
other children, employing the cimucar MeTHOD (see Chapter 8).

Diaries are also kept during most participant observation studies. Where observa-
don is covert these will be constructed, where possible, at the end of each day, either
completely from memory or from any discreetly jotted notes recorded where
opportunities have arisen.

In both these uses, the diary method has the great advantage that the observed
persons are acting quite naturally, particularly so in the case of babies, since they are
at home with their own parents. This must be a source of some of the richest, most
genuine and intimate data in the business!

Jones and Fletcher (1992) asked couples to keep a daily diary of mood, stress and
sleep variation over a period of three weeks. They found significant correlations (see

"Chapter.
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18) overall, between partner pairs, on each of these three variables,
rting the view that occupational stress is transmitted from one partner to the
although individual couples varied very much in the extent to which their stress

els were comparable.

uppo

o A further, unusual use of diaries has occurred in participative research (see
(Chapter 11) where participants themselves keep diaries of their activities and

crceptions throughout a study. The researcher then subjects the diary content to
P form of content analysis. Rajesh Tandon (1981) did this in a study aimed at
improving peer group organisation and initiative taking in a rural agricultural training

" and modernisation programme. He found that questionnaire data gathered was often

at odds with the diary records, the latter being far more congruent with the
researcher’s own field notes.

Box 7.2 Advantages and disadvaniages of the traditional diary method

Disadvantages

Observer bias can be high

Comparison with other diary studies:
difficutt because of variation in emphasis
Commitment to quite long-term study

PARTICIPANT OBSERVATION

Tt follows from the line of argument above that a more authentic observation of

people can be made by being involved in their day-to-day interactions within their
normal network of human group relationships. The meaning of their behaviour
should then be more accessible to the observer for ecologically valid recording.
Whether these objectives can be achieved in a manner which would still count as
scientific is a matter of heated debate and one which will be evaluated later on.

The degree to which an observer can participate in the group being studied is a
-continuum according to Patton (1980). He distinguishes between the following:

Full participant

The observer’s true research role is hidden (‘undisclosed’) and members take her/him
as an authentic member of the group. Hence, secrets may well be disclosed.
However, Douglas (1972) argues that a respected and trusted, known researcher may
be handed secrets that a real member might not receive for fear that the real member
could use these against the divulger.

Participant as observer

The participant’s observational role is not hidden but ‘kept under wraps’. It is not
seen to be the main reason for the participant’s presence. Members relate to the
participant mainly through roles and activities central to the group. An example here
might be that of a researcher who effectively becomes a temporary member of a
school’s teaching staff in order to conduct research of which other staff are aware in
general terms. Alternatively, a teacher might conduct research for a further qualifica-
ton and use her work setting as a study.
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Observer as participant.
Here the observer role is uppermost and members of the group accepr the observer jy

their midst as researcher. If valued, the researcher may be given quite intimate 3
information but will be constrained in reporting it when such information is offereq %

as secret.

Full observer

The role of uninvolved observer which we’ve already discussed as ‘non-participant ;

observation’.

UNDISCLOSED PARTICIPANT OBSERVATION
Classic examples of these studies are:
FESTINGER ET aL. (1956) — Joined a religious sect which believed the world would

end on a certain date. He and his colleagues followed developments up to and just -
past the fateful moment, observing reactions during the last moments of life and the 3

subsequent ‘reprieve’. An interesting account can be found in Brown (1965).

WryTE (1943) — Studied an Italian street gang in Chicago by joining it. It was

obvious Whyte was not a normal gang member. His ‘cover’ was that he was writing a

book about the area. Most famous for his statement that ‘I began as a non- 4
participating observer. As I became accepted into the community, I found myself 3

becoming almost a non-observing participant’.
FrRaNKENBURG (1957) — Studied a Welsh village and is often cited for his initiative in

solving the problem of not ‘blowing cover’ yet taking good notes by becorming 4

secretary of the local football club.

Rosenman (1973) — A still controversial study which promoted criticism of the & |

medical establishment’s handling, labelling and diagnosis of psychiatric manifesta-
tions. Researchers presented themselves at hospital out-patients’ departments com-
plaining of hearing voices making certain noises in their heads. During their
subsequent voluntary stays in a psychiatric ward they made observations on staff and
patient behaviour and attitudes towards them. Patients often detected the ‘normality>
of the researchers well before the staff. An excellent example of seeing behaviour as

pathological because of its producer’s ‘label’ was the fact that a nurse recorded a k-

researcher’s note-taking as ‘excessive writing behaviour’. To be fair, the nurse was
dutifully carrying out strict instructions to observe and record anything tnusual in
patients’ behaviour.

ETHICAL ISSUES IN UNDISCLOSED PARTICIPANT OBSERVATION

One of the reasons humanists, for instance, object to many psychological experiments

(such as Milgram’s (1963) or Asch’s (1956)) is that they involve DECEPTION Of

participants. Participant observation which is undisclosed obviously suffers this
criticism too. The researcher has also to decide what, if anything, can be published
without the group’s or any individual’s consent. A particular hazard is that, when the
observer ‘comes clean’ and declares the research role, any one individual studied may
not be able to recall what they have divuiged, or how they have behaved, since the
research began. The individual should be allowed to view material for publication
and to veto material which they object to where anonymity does not protect against
the nature of the material identifying them.

Lack of consent-seeking leads to a greater mistrust of the distant and elite research
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“i Ap answer to the problem of deception is, of course, to disclose one’s research
dya;nd objectives. These ethical issues are more fully discussed in Chapter 26.

|SCLOSED PARTICIPANT OBSERVATION

~ example would be the study of Becker (1958) whose observers joined a group of
: dical students in lectures and laboratory sessions and engaged in cas'ual conversa-
o both in work time and in the social atmosphere of their dqrmltqnes. They a.lso
; ed in ward rounds and discussion groups and spent some time simply watching
Jo?srudents’ various activities. o .
‘In a strong sense, it could be argued that Whyte_s study is disclosed since, for the
‘rang members, writing a book about them and doing some research on them could
;g;?dly be distinguished. The studies of anthropologists, s1:1<:h as those of M'argaret
'Mea d (1928, 1930), whose work contributes to psychologwe_ll debate and ev1<i_enc§,
are disclosed participant observations in which the observer lives for a long period in
culture other than their own (see Chapter 10).

S$TRENGTHS OF PARTICIPANT OBSERVATION
| Flexibility
A pre-set structure for observation, interview or survey questionnaire imposes .the
researcher’s framework, assumptions and priorities on those who are to be studied.
What is relevant in the target group’s social world has already been decided.
* Participant observation is flexible. What is to be included as data in the study is not
#setin concrete at the outset. Indeed, the extent to which the observer will participate
may not be the same throughout the study, as Whyte’s famous statement above
makes clear. Whyte also found that through participant observation ‘I learned the
answers to questions I would not have had the sense to ask had I been getting my
information solely on an interviewing basis.’

Relationship with observed group

Specific groups in the local environment, such as gangs or strongly-identifying
cuttural groups, are likely to see an establishment researcher as an authority figure
and to be consequently suspicious. Methods for research, other than participant
observation, such as interviewing or survey by questionnaire, do not give the
researcher long enough to establish trust and to dissipate such suspicions. The
research encounter is too brief to ensure genuine cooperation. Participant observa-
tion may sometimes be the only way to discover what truly makes such groups ‘tick’
and to find out which expressed attitudes stem from prior and perhaps deeper values
and beliefs. '

Kidder (1981) argues that the longer the participant observer spends in a research
setting, where their aims and purpose are disclosed to group members, the Jess likely it
is that their presence will influence or distort the behaviour of the observed persons.
This seeming paradox is explained by pointing out that, although group members
may wish to appear in a certain light to the observer, if this behaviour is unnatural for
them they will not be able to sustain it for long among friends and relatives. Even if
the observer does not recognise artificiality, friends and co-workers will, and the
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observer is likely to hear about it. Kidder adds that it is much easier for experimental,
one-day participants, whose identities remain anonymous, to distort reality by
behaving quite uncharacteristically.

Other advantages are summarised below.

DIFFICULTIES WITH PARTICIPANT OBSERVATION

The presence of a participant observer must change group behaviour to some degree,
if only marginally since, unless the researcher remains mute and passive (and
therefore doesn’t participate), interactions must occur which wouldn’t have occurreq
otherwise. Here is a statement from one of the members of Whyte’s gang:

You’ve slowed me down plenty since you’ve been down here. Now, when I
do something, I have to think what Bill Whyte would want me to know
about it and how I can explain it. Before I used to do these things by
instinct.
Pretty damning for the researcher who claims their presence to be unobtrusive and
non-influential. However, researchers like Whyte argue that they blended into and
became a part of the activities of the group, rather than changing what happened
substantially, supporting Kidder’s view above.

As Whyte’s statement on page 104 testifies, the researcher obviously becomes
socially and emotionally involved in the group and this must cast doubt on their
eventual objectivity in reporting. The participant observation supporter would argue,
however, that the attempt to be totally objective leads to the artificiality and rigidity
we discussed earlier.

The participant researcher can’t usually make notes at the time of observation.
Most have to rely on diary-keeping after the day’s events. Frankenburg, as we noted
earlier, found a crafty way to record notes under cover of being a club secretary, but
this method would not be available to the observer of street-corner gang life,
Necessarily then, most participant observers are prey to the psychological factors of
memory loss and distortion.

Since the researcher is the only observer present and since events observed are
unique, there is none of the usual opportunity to verify results objectively. Conclu-
sions can only be loosely generalised to similar situations and groups.

INDIRECT OBSERVATION

Some events have already occurred but can serve as empirical evidence for social
science theories. Durkheim, a sociologist, made ground-breaking studies of relative
rares of suicide, comparing these with varying social conditions.

Many events, like suicide, are of interest 1o psychologists and are either unpredict-
able or do not occur often enough for thorough scientific research. Governmental
elections are relatively infrequent and make the study of voting behaviour somewhat
inconvenient. Behaviour cannot be observed directly in events such as earthquakes
and suicide.

Psychological researchers might, instead, use observed social statistics as data.
These can be drawn from historical sources (‘ARCHIVAL DATA’), government informa-
tion or the media. Television programmes might, for example, be observed for

in laboratory

Much richer information from
intense and lengthy interaction
Meanings of actors’ behaviour more
available

Lack of formality and presence of
trust gives insights unavailable from
any other method
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x 7.3 Advantages and disadvaniages of observational study rypes

Bo
© Advantages Disadvantages
.- Non-
Participant
{gboratory ~ More flexible behaviour than that Behaviour can be quite artificial with
studied in laboratory experiment low ecological validity
Stricter variable control Participants can guess what
researcher is expecting to see
Can be part of experiment Participants may be affected by
indicating cause-effect direction knowledge that they are being
observed
Naturalistic  Higher ecological validity likely than
in a laboratory
Can be used where unethical to Rarely possible to use in experiment
experiment, where verbal reports indicating cause-effect direction
not ayajlgble and where _di'"ed Higher potential for observer bias
questioning would be rejected ) Difficult to hide observer or
Participants can be unaware of being equipment
abserved and therefore behave Thorough replication less likel
naturally in social context 8h rep 4
Participant ~ Higher ecological validity likely than  Researcher has to rely on memory

Emotional involvement makes
objectivity less easy to maintain
Problem of keeping cover if
required

Researcher’s behaviour aiters that of
group members

May be un-replicable and no one
can check validity of data gathered
May be difficult to generalise any
result
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examples of gender stereotyping. The fact that young black people obtain fewer
interviews and less jobs compared with white youngsters might be attributed to black
youngsters having lower qualifications. A researcher can eliminate this hypothesis
with an observation of employment statistics which show that this discrepancy occurs
among black and white youngsters with equal qualifications. This could also be called
a survey of labour statistics. The common use of ‘survey’ is discussed in Chapter 8.

Note that, although indirect, these studies do make observations on the behaviour
of people and, through some interpretation, prevailing attitudes. Notice that this is a
perfectly legitimate way to test and eliminate hypotheses about causal factors in social
phenomena. The observation of electronic or printed media coverage could be
subjected to CONTENT ANALYSIS.
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CONTENT ANALYSIS

Originally, the formalised approach called ‘content analysis’ was a specific methog

devised for sampling and analysing messages from the media and other recordeg

material, such as literature, famous people’s speeches, or wartime propaganda.
peop propag

Attempts to analyse media messages can be dated back to the turn of the century,

when various writers were concerned about standards, about validity and about the
influence of the press on society, crime and morals. In the 1930s and 1940s, however,

content analysis ‘took off”, first because ‘weighty’ social psychological theory turneq
towards it for supporting evidence, second because propaganda became a serioyg
threat before and during the war, and third, because the electronic media (radio, TV,

film) could no longer be considered an extension of the press.

In this use it was seen as a quantifying instrument for descriptive information, ag

this definition demonstrates:

. content analysis broadly describes a heterogenous domain of tech-
niques which are focused upon the (more or less) systematic, objective and
quantitative description of a communication or series of communications.
(Crano & Brewer (1973))

This, then, is another way of observing, not people directly, but the communications - 3 -
they have produced. The communications concerned were originally those already & .
published, but some researchers conduct content analysis on materials which they ast —§ -

people to produce, such as essays, answers to interview questions, diaries and verbal
protocols (described later).

Examples of analysis of existing materials

SHNEIDMAN (1963) — Analysed the speeches of Kennedy and Nixon in their televised = ' :

presidential debates, demonstrating differences in their logical argument.

OciLvie T AL. (1966) — Analysed real and simulated suicide notes with some success
in discriminating between the two. In this case the simulated notes did not exist
naturally but were written by persons matched for the real note-writers’
characteristics.

Bruner anp Kerso (1980) — Reviewed studies of ‘restroom’ graffiti spanning 30
years. Most studies analysed the material either at a superficial level —' the overt
content of statements — or at an interpretive, often psychoanalytic level. Bruner and
Kelso analysed the messages ‘semiotically’, concluding that women’s graffiti were
more interpersonal and interactive, tending to contain questions and advice about
love, relationships and commitment. Men’s graffiti tended to be egocentric and
competitive, concentrating on conquests and prowess. Their messages served the
function of confirming a position of control and the maintenance of power, whereas
women’s messages reflected the cooperation and mutual help strategies of the
dominated.

ManstEaD AND McCuLrocH (1981) — Content analysed 170 British television
advertisements for gender role portrayal and found several differences in accordance
with traditional stereotypes. For a detailed discussion of this study, and the
limitations of content analysis as a method, see Gross (1994).

CuMBERBATCH (1990) — Analysed over 500 prime-time advertisements over a two-
week period in 1990 involving over 200 character appearances. 75% of men but only

fore CODCENE ‘
- hypothesis-testing design.

~ polit
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% of women were judged to be over 30 years o_ld..Men oanumbered womert 21
3089% of voice-overs, especially for expert/official mformauon_, were male. 50% of

ale voice-Overs were categorised as ‘sexy/sensuous’. The ratio of women to men
o s ‘attractive’ was 3:2. Men were as likely to be engaged in housework:for
tedd: as for their family, whilst females predominantly worked for their family and

specially produced materials

KOUNIN AND Gump (1961) — Asked children about bad school behaviour. They were

OtWO groups, those of punitive and of non-punitive teachers. As_gredicted, content
analysis of the interview protocols showed that children of punitive teachers were
d with aggression. Here, content analysis was used in a traditional

,;alysis Of

Content analysis has been used on plays, folklore, legend, nursery rhymes and
even popular music in order to demonstrate differences between cultures and

gubcultures and within cultures over time. The preoccupations of various magazines,

newspapers and journals have been linked, through content analysis, with the various
cal leanings of such publications. Changes in content have been used as
indicators of change in"public attitude (although they could indicate changes in the
politics of the newspaper owner).

THE PROCESS OF CONTENT ANALYSIS

SampLING — The researcher has the problem of deciding just what material to sample
from all that exists. For newspapers, this will mean making a decision based on
p011'tica1 leaning, price, target readership and so on. For visual media, a representative
sampling of programmes, times, advertising slots and so on, must occur. Advertising
is.often linked to the content of adjacent programmes.

" Copmic unNITs — These are the units into which the analysed material is to be

categorised. These can be as shown in Box 7.4.

It became common in the 1980s to investigate children’s literarure and both
children and adult television programmes for evidence of stereotyping, negative
images or sheer omission of women or members of minority ethnic groups. Try the
following exercise:

Here are some possible units:

black person in picture

black person in leading role

black person in subsidiary role

Euwropean features; face made darker

disappearance from story pictures of black person who appeared earlier
success/failure/trouble — black and white characters compared
inappropriate words: ‘coloured’, ‘immigrant’

portrayed as foreign/savage/‘primitive’ etc.

portrayed as comic, troublesome or problematic
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Note: content analysis can highlight the omission of items, themes and characters,

Box 74 Coding units

Unit ‘Examples
word Analyse for sex-related words in different magazines
theme Analyse for occasions, in children’s literature; on which boy/girl

initiates and gets praised
item Look for whole stories eg. article on Northem Ireland
character Analyse typies of character occurring in TV cartoors
time and space Count space or time devoted to particular issue in media

PROCEDURE

In the traditional model, the researcher will present coders with a preconstructed 3

system for categorising occurrences. This means that the researcher will have to
become very familiar with the sort of materials likely to be encountered prior to the
start of the content analysis exercise.

As with observation, coders may be asked to categorise only, thus producing
nominal level data. Or they may be asked to rank items, for instance, a set of open-
ended responses on self-image, ranked for ‘confidence’. Alternatively, each item
might be rared: children’s drawings could be scored for ‘originality’. In the last two
cases the measurement level would be ordinal. Nominal and ordinal data are levels of
measurement introduced in Chapter 12. In the interests of removing researcher bias
the coding might now be entirely completed by assistants who are unaware of the
research hypothesis, if there is one. It has also been common to test for inter-code
reliability using correlational techniques (see Chapter 18). ;

VERBAL PROTOCOLS

In the last decade or so there has been an increase in use of VERBAL PROTOCOLS.
These are the recorded product of asking participants to talk or think aloud during an
activity. They may report on the thoughts they have whilst trying to solve a mental
arithmetic problem, or ‘talk through’ the reasons for their decisions whilst operating a
complex piece of machinery, such as the control-room instruments in a nuclear
power installation. The method is closely linked with the practice of KNOWLEDGE
ELICTTATION.

The interesting development has been this generation of basically qualitative data
in the heartland of experimental method — cognitive psychology. Ericsson and Simon
(1984) made a strong case for the use of verbal reports as data. Good theories of
problem-solving should produce rules from which problem-solving by humans can
be simulated. Verbal protocols can then be compared with the simulation in order to
verify the theory. Ericsson and Simon argued that asking participants to talk while
they work does not necessarily impair their performance. It depends on what the
verbalising instructions are. These could be:

1 Verbalise your silent speech — what you would say to yourself anyway whilst
solving this problem (doing this task) — known as a ‘talk aloud’ instruction.

2 Verbalise whatever thoughts occur to you whilst doing this task — a ‘think aloud’
instruction.

Jatter
it -‘iproble
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+palise your thoughts and decisions and give reasons for these.

analysing the results of many studies 1:.h.ey found ﬂ?at only type 3 hlstt:uctigns
1o affected performance — not surprising really, since tl'{e participant is pemg
1o do so much in addition to the task. Type 2 instructions did not seriously
fect accuracy but did slow down solution times. Type 1 instructions had little effect
% eﬁme or accuracy. In addition, they found that concurrent verbal reports (produced
a task is performed) were more valid than reuosPecﬁve ones. "In.iplicit’ knowledge
roadbent et al., 1986) produces greater djstort'lon than ‘explicit’ knowledge, the
tter being more readily available, such as the easily stated verbal rules usied to solve
m. Implicit knowledge is often in non-verbal form and hard ro articulate.
~Knowledge elicitation work has generated ‘expert systems’ — bodies of knowledge

" about procedures, for instance in medical diagnosis, derived from the verbal
'E-’r otocols of experts. In addition, the difference between experts and novices has been
the subject of research, either for practical uses, in the reduction of life-threatening

work errors for instance, or as pure academic research on expertise in problem-
solving. A further academic use is in the investigation of people’s ‘mental models’ of
everyday systems (e.g. your central heating) or laboratory produced simulations (e.g.

" launching a space ship).

Corcoran (1986) used verbal protocols with six expert and five novice nurses to

¥ ifvestigate their approach to three cases of differing complexity. Novices were less

systematic with the low complexity case, compared with experts.

Martin and Klimowski (1990) attempted to investigate the mental processes
employed by managers as they evaluated their own and their subordinates’ perform-
ance. It was found that they used more internal attributions when evaluating others
than when evaluating themselves. An internal attribution occurs when we see
behaviour as largely caused by a person’s enduring characteristics, rather than
blaming the surrounding situation.

E" ita obtained from existing records

5 §§em used to categorise observations coding

archival data

alysis of content of media sources.
Now also often used to quantify content
-of diaries, descriptions, verbal reports

. through coding, categorisation and
eletng

 Data-gathering method where

- partitipant makes regular-(often daily)
ord of relevant events

tting people know that they are the . ‘disclosure
object of observation

content analysis

diary method

| Observation and recording of specific

L event sampling
{-&vents defined for the study



112 RESEARCH METHODS AND STATISTICS IN PsycHOLOGY

" Approach to observation ir which the

focus of observation may change as the
study progresses and early data are

. analysed:
Gathering data which is assumed to form
the observed person's knowledge and
understanding: of a specific system, often
-using verbal protocols

Observation in which many variables are
*kept constant

Observations nof made.on people
directly but upon data previously
fécorded or created by people
. Observation without intervention in

. observed people’s own environment
Observation in which observer does not  ___-
take part or play a role-in the group
observed '

. Observation in-which observer takes
part-or:plays a role'in the group
observed
Observation which uses an explicitly

_ defined framework for data recording

| Study which is solely observational-and

does notrinclude any experimentation’
Study using observation in some way and

- which may-or may not be an eéxperiment
Effect causing unwanted variations in
data recorded which-are produced
because of characteristics of the.
observer

. Extent to which observers agree.in their !
rating. or coding
Observation of one person long enough
to record one category of behaviour
before moving on to next individual to
be observed
Assessment of behaviour observed_' by
choosing a point along a scale

" Study in which participants act out parts -
Study in which participants recreate and

play through, to some extent, a
complete social setting

" observation technique

"inter-rater) reliability
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formative approach 3% = = 5 Zion of individuals for set lengths time sampling

ing of participants"’ralk when they ;
an asked to talk or think aloud

verbal protocol

'lmo'wleng elicitation

IXERCISES

Wsearch study which would use observation to investigate the following
hypoﬂqeses: )

"a) During exploratory play, mothers allow their sons to venture further away from them

observation types than their daughters

the exact method of data gathering is described, including the location, sample
selection, data collection method and equipment used.

-2 A student decides to carry out participant observation on her own student group. She is
. interested in the different ways her classmates cope with study demands and social
commitments. Discuss the ways she might go about this work, the problems she might
face and the ways in which she might surmount difficutties.

controlled b) When asked personal, or slightly embarrassing questions, people are likely to avert
i their gaze
indirect, ) Women are safer drivers than men o . .
o d) There are common patterns of behaviour among individuals in groups which are asked
to produce volunteers for an unpopular task
naturalistic Ensure that: variables are operationalised;
il

non-participant

participant

3 Describe ways in which Bandura's hypotheses, including those which investigate the
influence of different types of child and adult model, could have been investigated using

structured: observation naturalistic observation rather than the laboratory.

pesesiesa4 A -researcher is concerned that the rating scale in use is not producing good inter-rater

: - reliability. The observations of two observers are as follows:
observation design

Observation for child X: altruistic acts in 5-minute intervals:

0-5 6-10 11-15 1620 21-25 26-30 31-35 36-40 41-45
.| Observer A 1 3 4 2 5 12 9 4 8
| Observer B 2 10 8 7 1 3 5 5 6

Wi

observer bias

AR

Would you say this represents good reliability or not? What statistical procedure could tell
us the degree of reliability (see Chapters 9 and 18)?

- 5 Work with a colleague and decide on a variable to observe in chidren or adults. Make the
variable something which is likely to occur quite frequently in a short observation period
(10 minutes), such as one person smiling in a two-person conversation in the college
refectory. Make your observation of the same person at the same time separately and
then compare your results to see whether you tend to agree fairly well or not.

observer (or

point sampling

rating

role-play

simulation




ASKING QUESTIONS 1

Interviews and surveys

This chapter introduces general principles concemning the asking of questions.
Methods can be disguised or not, and they can be more or less structured.
* Advantages and disadvantages of structure are discussed as the dimension of
interview techniques across the structured—-unstructured dimension are
introduced. The clinical method is included in these. In general, less
structured studies generate more rich and genuine, but more local and less
generalisable data.

The general possible effects of interpersonal variables (gender, ethnicity,
roles, personality, cues to interviewer's aims) in the face-to-face questioning
situation are discussed.

Advantages and disadvantages of the individual or group case-study are
considered along with some research examples. The case-study provides
unique information, unavailable by any other method, which may trigger more
general and structured research.

Techniques to achieve and maintain support are introduced, with the
underlying assumption that good rapport produces more valid data from
interviewees,

Types and sequencing of questions are covered along with a short
discussion of recording techniques.

Finally, surveys are introduced as fully structured interviews. Surveys can be
used purely to gather descriptive data and/or to test hypotheses. Surveys can
be conducted face to face, by post or telephone. Panels and focus groups
are briefly described as methods of assessing opinion on an issue.

INTRODUCTION

So far we have seen that the psychologist who needs information can set up
experiments to see what people do under different conditions or use observation
techniques to record segments of behaviour in more or less natural circamstances.
Perhaps the reader has asked by now ‘Why don’t psychologists just go and ask people
directly about themselves?’ So far, it looks as though only the participant observer
might have done that. A general term used for any method which asks people for
information about themselves is SELF-REPORT METHOD.
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ere are in fact many ways in which psycholo_gical researchers 'ask questions
- out individuals. This can occur as part of an experiment or observauqnal study, of

se. The interviews conducted by Asch and Milgram after their- celebrated
Q‘-‘f;n'strarjons of seemingly bizarre human behaviour give some of the most
<cinating and rich datg one can imagine and cex:tainly formed the springboard for a
ug ¢ volume of further illuminating and producqve reseal:ch. Here, however, we are
centrating on studies where the gathering of information through FACE-TO-FACE
Hestioning is the primary research mode.

STRUCTURE
These methods range across two major dimensions. A questioning method can be

formally STRUCTURED, in which case every RESPONDENT (person who answers
,'c:iuestions) receives exactly the same questions, probably in the same order._ Alterna—
ﬁvély, the method can tend towards t.h§ UNSTRUCTURED; In which case validity may
be high though reliability suffers. (This is similar to the difference between controlled
and unstructured observation covered in the last chapter.) In the unstructured study,
. objective comparison of cases and generalisability are weak b.ut the res‘earch_er has the
‘advantage of flexibility towards the respondent and of asking questions in a more
formal, relaxed atmosphere in which genuine and complete answers may be more
forthcoming.

However, the more unstructured the interview, the greater the skill required by
interviewers and the more the success of the research depends on implementation of
tﬁese skills. Also greater are the chances of researcher bias and selectivity.

THE KALAMAZOO STUDY

Questionnaires may be more or less structured too. The importance of giving
respondents the freedom to say what they really think is demonstrated by the results
of a piece of applied psychological research conducted by Peronne et al. (1976) who
were evaluating a new accountability system set up by the Kalamazoo Education
Association in its schools. The system had been heavily criticised. Teachers were
asked to complete a questionnaire with fixed-choice questions — ‘agree’ or ‘disagree’.
The researchers also set a couple of open-ended questions to which staff could
respond in their own words at any length.

School board members were prepared to dismiss the quantitative results from the
fixed-choice questions as somehow biased but, on publication of the qualitative
results they could hardly ignore the clear statements of fear, concern and frustration
which dominated replies to the open-ended questions and they were influenced
strongly enough to make substantial changes.

DISGUISE

Afactor which might further enhance production of honest answers will be that of
DisGUISE. The ethical principles involved in deceiving persons will be dealt with later,
‘but obviously an aid to obtaining truthful information will be the disguising of the
researcher’s real aim where information sought is highly sensitive, potentially
embarrassing or otherwise felt as a threat to the interviewee if disclosed. Interviewees
may also try to ‘look good’ if they know what exactly is the focus of the study.

A matrix of assessment techniques which fall into four categories formed by these
two variables, structure and disguise, is shown in Box 8.1. However, it must be
remembered that each variable represents a dimension, not a pair of exclusive

Eﬁi,,m,'-', b sk 11
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opposites. Some methods are only partially disguised and/or only relatively siy,
tured. In Hammond’s technique, respondents were asked factual questions aboﬁt.
days lost through strikes, for instance, and had to tick an answer from two, ope of 8
which was far too high and one far too low. Without it being obvious to the 9
interviewee, attitude to trades unions was said to be measured. -

Levin (1978) used psychoanalytic techniques to assess women’s degree of ‘penis
envy’. The women she studied reported anything they thought they saw in Rorschach
ink blots (see Chapter 9).

Eysenck’s questionnaire on extroversion and neuroticism gives the responden;
some idea of its aim but is not completely transparent.

We have mentioned the Kalamazoo study and we shall mention the Hawthome E

studies in a short while. These were relatively undisguised.

A further way to disguise research aims is to ask questions about the topic of :
interest and simultaneously record the respondent’s galvanic skin response (GSR),
an indicator of anxiety if high.

The bogus pipeline disguise 1
In a cunning but deceitful exploitation of the GSR indicator, and as a way of dealing

with interviewees who hide their true attitudes and wish to ‘look good’, Jones and

Sigall (1971) introduced the ‘bogus pipeline’ technique. Participants are hooked up
to a machine which, they are assured, can detect signs of anxiety — a form of ‘lie ~
detector’. The researcher already has some attitude information about each partici-
pant obtained clandestinely. The participant is asked to lie to a few of some questions
the researcher actually knows the answer to. The machine therefore seems to work
when the researcher ‘detects’ the false answers. Apparently, people tend to be more -
embarrassed at being found to be a liar than they do about revealing unpopular *
attitudes. This does seem to work but, as you’d imagine, the technique has come in

for some ethical criticism (see Chapter 26).

EFFECTS OF INTERPERSONAL VARIABLES

This chapter is about asking people questions mostly to gather information. We have

seen that some research designs, particularly the laboratory experiment, have been &

criticised for their artificiality and for producing demand characteristics. But when we

ask people questions, however informally, so long as they are aware that there is a _. =

research aim, there may be an element of artificiality and distortion. There is an

interaction of roles — interviewer and interviewee. Characteristics of the interviewer’s

style and presentation will affect the quality of information obtained. Demand

characteristics may well operate in that the interviewee may use cues from the =

interviewer, or from the questionnaire, to try and behave according to perceived
research aims. Researcher bias may also operate where the interviewer is aware of
expected or desired results.

My list would include all the following points:
In particular, the class, sex, culture or race, and age of either person in the interview
may make a lot of difference to proceedings. Cultural difference, here, doesn’t have
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Structured Unstructured

Hammond's (1948) 'error choice Use of projective tests as in Levin
technique’ (1978)

Eysen'clg and Bysendk's (1975) EPQ R e erger and Dickson (1939
questionnaire Hawthome studies):

Peronrie et al. (1976) Kalamazoo study
Most attitude questionnaires Most qualitative studies

at gender is an important variable is demonstrated in a study by Finch (1984)
ere young mothers gave her access to views which a man would have bgen hl-ghly
Lnlikely to obtain. A woman interviewee can assume common understanding with a
man interviewer, as when one of Finch’s mothers said *. . . fellas don’t see it like

that do they?’

'That‘ race or ethnic group creates differential interviewing behaviour was shown by

Word et al. (1974). They observed the behaviour of white interviewers with white
and black interviewees. With white interviewees, the interviewers showed sig-
nificantly higher ‘immediacy’ — which includes closer interpersonal distance, more

oo eye contact, more forward lean and so on. They followed this up with a demonstra-

tion that ‘job applicants’ in the study reciprocated the low-immediacy behaviour of
the interviewers and received significantly poorer ratings for their interview
performance.

Formal roles

The differences above may have greater effect if the interviewee also views the
reséarcher as an authority figure. This perception will partly depend upon the style
the researcher adopts but even a highly informal style may not deter the interviewee
from seeing her or him as very important. Interviewees’ answers then, may lack
fluency because they are constrained by a search for ‘correct’ language or content. On
the other hand, some respondents may feel quite superior to, or cynical about, the
interviewer and consequently their answers may be somewhat superficial and
cursory.

Personal qualities

Interacting with these major differences will be other personal qualities and charac-
teristics of both people. The interviewer, instructed to be informal, may find this
quite difficult with some people and may therefore behave rather artificially, this
being detected by the interviewee. There may be something else about the inter-
viewer thar the interviewee just doesn’t like.

Social desirvability
A common problem in asking questions is that of sociaL DESIRaBILITY. This is the
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tendency to want to look good to the outside world and to be seen to have sogj
desirable habits and attitudes. To an esteemed researcher, then, people may giv
quite false impression of their attitudes and behaviour. It is notoriously difficuis, for

instance, to measure prejudice openly. When asked, many people will Make "

statements like ‘T believe we’re all equal’ and ‘Everyboedy should be treated the samg
whereas, in their everyday life, and in conversation with friends, other, more negativé
attitudes towards some groups may well emerge. At least, some aspects of their
behaviour may belie their professed beliefs. On issues like child-rearing practice ¢,
safe driving people know what they ought to say to an interviewer.

Randomised response — a way round social desirability and confidentiality

An extremely cunning technique, which increases validity and deals with the issue of
privacy for respondents on sensitive issues, is the ‘randomised response’ technique,
discussed by Shotland and Yankowski (1982). The participant is asked two questiong
simultaneously as, say, item 8 on the questionnaire. Only the participant knows
which of the two is being answered and this is decided on the toss of a coin. One
question is the issue on which information is sought and could be sensitive. Let’s say
the question is ‘Have you ever experienced sexual feelings towards a member of your
own sex?’ The second question is innocuous, say ‘Do you drive a car to work?’ The
researchers already know the expected response, from large samples, 1o the second
question. Let’s say this proportion is 60%. From 200 people then, about 100 will
answer the driving question and about 60 of these should answer ‘yes’. For all 200
people, the number answering ‘yes’ to item 8, above 60, is an estimate of the number
answering ‘yes’ to the sensitive question. This way, the participant retains privacy, yet
a fair estimate of attitude or behaviour on a sensitive issue may be obtained.

Evaluative cues

It is unusual to be asked for one’s opinion, in a situation where no criticism or
argument can be expected. The interviewer has to be careful not to inadvertently
display behaviour, however subtle, which might get interpreted as either disagree-
ment or encouragement since the interviewee may well be searching for an acceptable
or desired position. Not all researchers agree with this passive role — see Box 8.2.

INTERVIEWS

Face-to-face interviews range in style across the range of structure from fixed to
open-ended questions. Answers to open-ended questions will often be coded by
placing them into categories, such as ‘left wing’ or ‘right wing’ for political questions,
or by rating them on a scale of perhaps one to ten for, say, aggressiveness. In some
surveys, interviewers code answers on the spot as they are received. In the less
structured type of interview, response analysis is a long, complicated and relatively
subjective process. In qualitative research studies there may be no interest in
quantifying responses at all beyond basic categorising. The emphasis will be on
collating, prioritising and summarising all information acquired (see Chapter 25) and
perhaps suggesting areas and strategies for action. The setting and procedure for
interviewing may also be more or less structured and we will consider five categories
of interview, starting at the relatively unstructured end of the continuum.

ally |
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g2 The discourse analysts view of interview bias
Box o

o is a view guite contrary to the conventional research ‘law’ that interviewers should
ghers age or lead the respondent as one would in normal conversation. ft is bound up

o etr;‘ge %ﬁscour'se analysis approach which is discussed in more detail in Chapter | |. Potter
- shd Wetherell (1987) explain that the entire focus of discourse ana}lysiF is on the ways in
jhich people use language, in conversation, to construq and ’ne'gotlate a view of the world.
They argue that we cannot assume some ‘pur’e' ’El.’Uth in peoP|e§ heads whlch we can get at
only we remove all possible bias and distort{ng influences. Their interest is in the ways .
gople use discourse to promote certain versions of events,l often those w.htgh serve their
Aterests best or put them in the best light. Hence, for the discourse analytic interviewer,

e interview should be naturalistic to the extent of prornotin'g this everydgy_di;cu@ve use
-of language. The diversity which trgditionally s‘tru_cture.dvintewlews try to minimise, in order
Yo get ‘consistent’ responses from interviewees, is positively encouraged by the d|scour§e

proach. Consistency, for Potter and Wetherell, is a sign that rlespon.dents are prc.)duqng
nly limited, probably compatible interpretations. They see the interview as 'an active sste
%" where the respondent’s interpretive resources are explored and engaged to .the full.. . and
" a6 a ‘conversational encounter (Potter and Wetherell, 1987). The interview is therefore
i conducted on an ‘interventionist and confrontative' basis ~ not as a dispute but as a
I gtuation in which the interviewer is prepared to come back to areas obviously difficutt or
o ambiguous for the interviewee in order, perhaps, to elicit some afternative construction.

* The interviewer will also be prepared to use probes and foliow-up questions in fruitful
. areas. This makes the interview something similarto the ‘informal but guided’ type below
" with elements, also, of the ‘clinical method', discussed later.

TYPES OF INTERVIEW

1 Non-directive

Some psychology practitioners use interviews in which the interviewee can talk about
anything they like and in which the psychologist gives no directing influence to the
topics bur helps and guides discussion. The main aim would be to help the ‘client’
increase self-awareness and deal with personal problems. This method would be used
by psychotherapists and counsellors and would not count, therefore, as research in
the sense generally used in this book. But, of course, clients do, in a sense, research
their own personality and the psychologist may need information, gathered in this
manner, in order to help them.

This approach may be used in collecting information which forms part of a casE-
STUDY, a topic discussed later on.

The insights derived from such studies often get drawn together into an overall
psychological theory, model or approach which adds, in time, to the pool of
knowledge and ideas which is a stimulus for further research by other means. Freud’s
insights, for instance, influenced Bandura in his development of social learning
theory which he supported mainly by controlled observation studies.

2 Informal

An informal interview has an overall data gathering aim. At the non-structured
extreme the session is similar to the non-directive approach just described. This was
employed in a large-scale and now famous study of industrial relations at the Western
Electric company’s Hawthorne works in Chicago, starting back in 1927. Early
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structured interviews were not successful. Employees went off the topics set bYtH A
interviewers’ questions. The ‘indirect approach’ which the researchers then deye
oped involved interviewers listening patiently, making intelligent comments, display,
ing no authority, giving no advice or argument and only asking questions when;
necessary i.e. to prompt further talking, to relieve anxiety, to praise, to cover.
omitted topic and to discuss implicit assumptions if thought helpful. ‘Rules gf
orientation’ for the interviewer took into account many of the points made strong}
today by the discourse analysts (Box 8.2 and Chapter 11). They found employee;
became far more articulate and, as an overall outcome of the study, managemen;/
realised that seemingly trivial complaints were only the external symptoms of mygh
deeper personal and social problems, requiring more than the superficial response tg
employee complaints they had originally envisaged (Roethlisberger and Dicksoh’
1939). i

In the relaxed atmosphere of the informal, non-directive interview, intervieweeg
can talk in their own terms. They don’t have to answer pre-set questions which they
might find confusing or which they just don’t wish to answer. They are not
constrained by fixed-answer questions which produce rather narrow information.

This approach has been used in social science research for some time and has more
recently, largely in the 1980s, become popular in areas of applied research,
particularly by the proponents of qualitative approaches.

Qualitative workers would argue that the attempt at objectivity, through being a
cool, distant, impersonal and anonymous interviewer is only likely to instill anxiety,
Interviewees grasp at clues to what is really expected from them and how their

information will promote or hinder ‘success’. I have been interviewed for research -
and remember feeling desparate to know what the context was so I could manage my -
answers more effectively, and perhaps recall more relevant ideas and experiences. I

also remember the interviewer’s ‘. . . well, I shouldn’t strictly say this now but. ..

and similar straying from the structure at several points. Realistically, most interviews .

run like this. Dropped comments and asides may well form some of the most
memorable and insight-producing information.

Box 8.3 Swwmmary of advantages and disadvantages of the informal interview

Advantages
Interview can be moulded to individual,
situation and context

Disadvantages

Unsystematic and therefore different
information from different individuals
Richer, fuller information likely on Difficult to analyse variety of information
interviewee's own terms gathered

Interviewee feels relaxed and not under Strongly influenced by-ih‘cerpensonal
pressure of assessment variables

Realistic Relatively unreliable/ungeneralisable

3 Informal but guided

One way to retain the advantage of the informal approach is to keep the procedure
informal, not to ask pre-set questions in exactly the same order each time, but to
provide interviewers with a guide which is an outline of topics to be covered and
questions to be asked. The guide leaves the interviewer to decide, on the spot, how to

work in and phrase questions on the various topics. In other words, with specific data

requirements, the interviewer ‘plays it by ear’,

 interview
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7 Summary of advantages and disadvantages of the informal but guided interview

tages bisadvantages
se in consistency of information

nalysis simpler, more systematic

Different question wording will create
varying interpretations and emphasis
on genuinely given Interviewer:may miss important topics
; Substantial influence by interpersonal
variables

Low reliability/generalisability

Structured but open-ended

avoid the looseness and inconsistency which accompany informally gathered
erview data, the interview session can use a standardised procedure. The
erviewer gives pre-set questions in a predetermined order to every interviewee.
“This keep the multiplicity of interpersonal variables involved in a two-way conversa-
fon to a minimum and ensures greater consistency in the data gathered. The
respondent is still free to answer, however, in any way chosen. Questions are open

‘ended. For instance, ‘How do you feel about the company’s sales policy?’ might be
' ,Sde, rather than ‘Do you approve of the company’s sales policy?’

Box 8.5 Summary of advantages and disadvantages of the structured, open-ended

Disadv'antage‘s

Fléxib_ility of interviewer being able to
respond to different individuals, situations
and contexts is lost

Question wordings may reduce richness

anses far more easily compared
-more easily analysed

o;-topi'cs missed or fleetingly covered
duction of interpersohal bias _
i be used by several interviewers at the Answers [ess natural o
Zrhe time ' Coding of answers may. not be high.in
reliability-

n be reviewed by other researchers o o
Lirnits to-generalisation

Respondents not constrained by fixed

5 Fully structured

In this type of interview, as with the last, questions are fixed and ordered. In addition,
the respondent may only answer according to a formal system. Three examples of
stricture, in increasing complexity, might be:

1 Answering questions with either ‘yes’ or ‘no’.

2 Responding to a statement (not a question) with one of the following:
Strongly agree Agree Neutral Disagree Strongly disagree

3 Selecting from several alternatives a sujtable court sentence for a rapist.
In fact, this approach is hardly an interview worth the name at all. It is a face-to-face
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data-gathering technigue, but could be conducted by telephone or by post (which
would reduce bias from interpersonal variables still further). The structured methgq
is usually in use when you’re stopped on the street by someone with a clipboarq,
Responses can be counted and analysed numerically but can often be difficult ¢,
make because the respondent wants to say ‘yes’ (for this reason) but ‘no’ (for thy
reason) or ‘I think so’ or ‘sometimes’. A sensitive structured system has a list for
choosing responses including alternatives such as ‘sometimes’, ‘hardly ever’, or,
‘certain’, ‘fairly confident’ and so on. The method just described is often that used i
a SURVEY.

Box 8.6 Summary of advantages and disadvantages of the fully structured interview

Advantages Disadvantages

Very quick to administer Respondent completely constrained by

Easily replicated question and response system

Information gained is narrow

Information may be distorted by:

ambiguous wordings

complex wordings

inappropriate response choice list
Suffers from all the difficulties associated
with questionnaires

Generalisable results

Data analysis relatively simple
Quantification without bias

Low influence from interpersonal variables
High reliability

THE CLINICAL METHOD (OR ‘CLINICAL INTERVIEW’)

This method uses a semi-structured interview method in a particular manner. It is
usually aimed at testing fairly specific hypotheses or at demonstrating a clear and
limited phenomenon. However, it also recognises the unique experience of each
interviewee. Initially, each person questioned will be asked the same questions, but
further questions are tailored to the nature of inital replies. The method was
extensively used by Piaget. Anyone who has tried to test a child on one of Piaget’s
conservation tasks will know that the specific language chosen, and the quality of the
adult’s interaction with the child, are all-important factors in determining the
progress of such a test. It i1s easy to get a four-year-old child to give the ‘wrong’ (i.e.
non-conserving) answer with an injudicious choice of question wording or with
‘clumsy’ conversation.

‘Is there more liquid in this glass?’ is a leading question which may well prompt the
child into saying ‘yes’ to please. Anyway, after all, the column of liquid #s taller
(though narrower). The question ‘Is there more in this glass, more in this other one,
or are they both the same?’ is rather demanding on the child’s short-term memory!

The clinical method, then, uses a non-standardised procedure but heads for a
definite goal. Standardised questions, rigidly adhered to by the interviewer can seem
rather artificial to the adult respondent. The problem with children is greater. If they
don’t understand the particular form of words they may well ‘fail’ when an alteration
in question form may well have revealed that the child has the concept sought after
all. Piaget believed, therefore, that he could get the most accurate information about
a child’s thinking by varving the questioning in what seemed to the child a fairly
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rural conversation with an adult. Of course, we end up with the alleged weaknesses
na

funstandardised procedures. . _ )
© Freud’s methods too have been said to involve the clinical method, since the aim of
me sessions was to test a specific hypothesis about the client’s unconscious network
50

of fears and ideas.

Box 8.7 Sunnmary of advantages and disadvantages of the clinical method

Disadvantages

Non-standardised method
Researcher's theoretical beliefs can
influence questions asked and
interpretations made of what person
understands

Difficulty in comparing one interview
protocol with another

Advantages

| eads to accurate assessment of person’s
thinking and memory

Interviewer can vary questions in order to
check person’s understanding

Information gained fairly rich

Interviewee relaxed

THE INDIVIDUAL CASE-STUDY

A case-study involves gathering detailed information about one individual or group.
Typically this would include a comprehensive CASE HISTORY, usually, but not
exclusively, gathered by interview. This would be the person’s record to date in
employment, education, family details, socio-economic status, relationships and se¢
on, and might include a detailed account of experiences relevant to the issue which
makes the person of particular research interest. This reason might be that the person
has suffered severe social and physical deprivation, or that their life is particularly
affected by, perhaps, illness or criminal background.

Information might also be gathered, as the study progresses, on all these variables
The person would be regularly interviewed, mostly in an unstructured manner, and
may be asked to take psychological tests. A case-study may not use interviews
exclusively. In some cases, particularly where the person is a young child, observation
may play a large part in the collection of information, as when, for instance, the
severely deprived child’s play activities and developing social interactions are
monitored for change.

In some instances the individual is selected for a forward-looking case-study
because they are about to undergo a particularly interesting and possibly unique
experience. Gregory and Wallace (1963) for instance studied the case of SB, blind
almost from birth, who received sight through surgical operation at the age of 52. The
researchers were able not only to study in depth his visual abilities and development,
but also gathered qualitative data on his emotional reactions to his new experiences
and progress. This included his initial euphoria and his later depressions, caused
partly by loss of daylight and his disillusionment with impure surfaces (flaky paint,
old chalk marks on blackboards). .

A case-study, such as this one, though intrinsically valuable, can also shed light on
general psychological issues such as the nature-nurture debate in perception.
However, since SB had spent a lifetime specialising senses other than vision, his

i
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perceptual learning experiences cannot be directly compared with those of a young
infant.

Freud developed his comprehensive psychoanalytic theory of human developmery
using, as fuel and illustration, his records from dozens of patients’ case histories.

At the social end of the psychological research spectrum, we would find case.
studies on groups of individuals such as those conducted by participant observers or
the evaluative studies of establishments exemplified by the Kalamazoo work,
described earlier.

De Waele and Harré (1979) recommend the construction of assisted autobig-
graphies. In this method, the autobiographical account is conceived as a cooperative
effort between the participant and a team of about a dozen professionals (psycholo-
gist, social worker, etc.). Their project involved prisoners who, though volunteers,
were paid a salary as a research team member. The process involves continuous
detailed negotiation among team members about various ‘accounts’ from the
participant. The participant’s own life and resources are at all times respected and the
professional teamn must ‘stand in a relation of humility’ to it.

This method is, of course, extremely time consuming and enormously expensive,
though intense in its production of rich, meaningful data. Harré belongs among the
‘new paradigm’ researchers described in Chapter 11 and this type of research project
is an example of the collaborative approach.

THE VALUE OF CASE-STUDIES

Being a somewhat unstructured, probably unreplicable study on just one individual
or group, the case-study design would seem to be of the rich but not generalisable
type and to be rather suspect in its scientific use. Bromley (1986) has argued
however, that case-studies are the ‘bedrock of scientific investigation’. Many
psychological studies, he argues, are difficult to replicate in principle and it is the
interesting, unpredictable case which has traditionally spurred scientists towards
changes in paradigm or theoretical innovation. Bromley feels that a preoccupation
with the experiment and psychometrics has led to a serious neglect of the case-study
approach by most psychologists. He points out that, as in most cases, psychological
evidence can be valid and effective, yet remain unquantifiable. The case-study has a
variety of specific advantages and useful points which follow.

1 Outstanding cases

A phenomenon may occur which is unique or so dramatic it could not have been
predicted or studied in any pre-planned way. An example is the study of multple
personality by Osgood et al. (1976) in which the very rare but genuine experiences of
a person with three quite separate psychological identities is recorded and analysed.
Luria (1969) studied a man with astonishing memory capabilities who was originally
noticed because he was a journalist who took no notes at briefing meetings.

Such cases may bring to attention possibilities in the human condition which were
not previously considered realistic and may prompt investigation into quite new,
challenging areas.

2 Contradicting a theory

One contrary case is enough to seriously challenge an assumed trend or theory of
cause-effect relationship. It has been assumed that humans go through a ‘critical
period’ where language must be heard to be learned, or where attachments must be
formed and maintained in order to avoid later psychological problems. One case of
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an isolated child learning language, or of a maternally deprived cbi}d deve!opin'g

ormal adult social skills, after deprivation during much of the critical period, is
relnough to undermine the critical period hypothesis quite seriously and to promote
vigorous research seeking the crucial variables.

3 Data pool .
In an effort to identify common factors or experiences, a mass of information from
many case-studies may be pooled,. sorted and analysed. The .focus. may be, for
instance, psychiatric patients or children with a pam_cul.ar readmg disability. As a
result, quantitative studies may be carried out, once linking variables appear or are

suspected.

4 Insight
Whether or not case-studies of special circumstances lead to later, more formal,
structured and gquantitative studies, the richness they provide is 1:.heir unique strength.
Very often we could not possibly imagine the special experiences of the person
studied, and we could not possibly draw up the appropriate questions to find out.
These experiences may cause us to quite restructure our thoughts on a particular
condition, allowing us to empathise more fully, for example, with the AIDS sufferer
or to understand the full impact of unemployment on a family. This adds to our
overall knowledge pool and comprehension of human psychology though it may not
test any specific hypothesis.

DISADVANTAGES OF THE CASE-STUDY

1 Reliability and validity

There is an obviously high degree of unreliability involved. No two cases are the
same. Many studies are quite unreplicable, indeed, their uniqueness is usually the
reason for their being carried out in the first place. Their strength is in richness, their
weakness in lack of generalisability.

Some check on reliability can sometimes be made, however, by comparing
information gained from different sources; for instance, the person themselves in
interview, close relatives’ accounts, documentary sources, such as diaries and court
reports. This is similar to the notion of ‘triangulation’ described in Chapter 25.

Realism is high. The experiences recorded by the researcher are genuine and
complex. Historical material, however, often depends on just the person’s own
memory. Memory is notoriously error-prone and subject to distortion. Experiences
which we claim to recall from childhood are often our original reconstruction from
relatives’ stories told to us about our life before memory was possible.

2 Interviewer—interviewee interaction

Any interview involves human interaction and information collection is prone to the
interpersonal variables discussed earlier on. But the case-study necessitates a very
close relationship berween interviewer and interviewee over an extended period and
many intimate interviews. Though the very depth of this relationship may promote an
extremely rich informarion source, it may also seriously interfere with the researcher’s
objectivity. Some case-studies resemble a form of participant observation and suffer
from the same criticism of subjectivity.

3 Subjective selection
There is another possible element of subjectivity. Rather than present everything
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recorded during a case-study, which might take as long as the study itself,
researcher must be selective in what information enters the final report. Thig may

well depend upon the points of background theory or issues which the researche, =
wishes to raise or emphasise. Further, for every illustrative case-study, we do pg;*

know how many cases did not deliver the kind of information the researcher wisheq
10 present.

INTERVIEW TECHNIQUES

If the interview is completely structured, the interviewer will be using a questionnaire

and the construction of these is outlined in Chapter 9. The techniques and 4
procedures described in the following pages apply to any interview which is legs 8
structured and, in particular, to interviews in which open-ended, qualitative data is

sought.

ACHIEVING AND MAINTAINING RAPPORT

In an unstructured interview, the quality and characteristics of the interviewer’s

behaviour are of utmost importance and not just the interesting ‘extraneous variableg’ 4

they are often considered to be in the structured interview or survey study. People

provide a lot more information about themselves when they are feeling comfortable i

and ‘chatty’ than in a strained, formal atmosphere where suspicions are not allayed,

An awkward, ‘stiff’ or aggressive interviewer may produce little cooperation and even 3§

hostility from the interviewee. How may rapport be established?

LANGUAGE

It is valuable to spend some time discovering terminology used by the group under
study. They may have nicknames and use their own jargon, including sets of initials "

(such as ‘SUDs’ - standing for ‘seriously underdeprived’ i.e. upper-class children).

Interviewees will be most comfortable and fluent using their normal language 2}
mode (dialect, accent, normal conversational style) and must be made to feel that its =

use is not only legitimate but welcome and valued. :

NEUTRALITY

Accepting the language style and any non-verbal behaviour of the interviewee will
help to assure her/him that the interview is entirely non-judgemental. The inter-

viewee must feel that no moral assessment of what they say is, or will be, involved.

GIVING INFORMATION

The interviewer can give full information at the start of an interview about the
purpose of the research, who it is conducted for, what sorts of topics will be covered
and how confidendality will be maintained. Unlike the case with formal ques-
tionnaires, the interviewer can explain the purpose of any particular question. A
natural questioning environment should encourage the interviewee to ask what the
interviewer has in mind but offering this information is courteous and keeps the
participant involved.

I v
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ONFIDENTIALITY

ipterviewees are to be quoted verbatim (one of the principles of some qualitative
; there is the problem that individuals can be identified from particular
s. In the 1950s, the people of Springdale village, in the USA, vilified
archers (Vidich and Bensman, 1958) who, though using pseudonyms, made
tfication of individuals possible because their problems were analysed in the
_asearch report. The villagers held an effigy of ‘the author’ over a manure spreader in

- rese

* their 4th of July parade!

. participants should be reminded of their right to veto comments made throughout
the project and should be aware of the final format in order to exercise discretion over

* information divulged.

TRAINING

" In order to establish and maintain rapport, interviewers can undergo some degree of
" iraining which might include the following:

Listening skills

The interviewer needs to learn when not to speak, particularly if he or she is normally
cﬁu‘te ‘speedy’ and talkative. There are various skills in listening, too numerous to
detail here, which include:

«-pot trivialising statements by saying ‘How interesting but we must get on’

« hearing that a ‘yes’ is qualified and asking whether the interviewee wants to add
anything. What follows may well amount to a ‘no’

« not being too quick or dominant in offering an interpretation of what the
interviewee was trying to say

. Non-verbal communication

The interviewer needs to be sensitive to non-verbal cues, though not to the point of
awkwardness. In what position will an interviewee talk most comfortably? What
interviewer postures are interpreted as dominating? What is a pleasant tone and
manner for questioning? And so on.

Natural questioning

This is really the biggest factor of all. How can the interviewer make the discussion
feel natural, and therefore productive, whilst getting through a set of major questions?
If the interviewer has only four or five target questions then it should not be too
difficult to insert these into a freely flowing conversation. With a larger list it may be
necessary to use prompt notes but some formality can be avoided by listing these on
paper used for note taking.

Interest

Itis essendal that the interviewer remains interested and believes that the interviewee’s
%nfom;ation, as well as sacrificed time, are valuable. The interviewee needs to feel this
1s the case. Patton (1980) urges that the concept of the bad interviewee should be
?@Ofed: arguing that it is easy to sumunon up stereotypes (of the hostile or paranoid
interviewee, for instance). He suggests that it is the sensitive interviewer’s task to
unlock the internal perspective of each interviewee by being adaptable in finding the
style and format which will work in each case. We are a long way here from the
argun‘:fnt that scientific research demands completely unswerving standardised
Procedure!



128 RESEARCH METHODS AND STATISTICS IN PSYCHOLOGY
One overall necessity here is practice. Interviews can be made more effective with

thoughtful preparation and by pracusing with colleagues as dummy interviewees
until stumbling points and awkwardness have been reduced or ironed out.

TYPES OF QUESTION

It is deceptively simple to ask poor or problematic questions. Some of the common
mistakes to avoid are outlined in the principles of questionnaire design described in
Chapter 9. Items to avoid are double-barrelled, complex, ambiguous, leading and
emotive questions. In addition, the following points might be noted:

1 It is easy to ask two or more questions at once if the interviewer gets enthusiastic.
‘So tell me about it. What was it like? How did you feel? Did you regret it?’, for
instance, puts a memory strain, at least, on the interviewee.

2 Questions like ‘Are you enjoying the course?’ may well receive a monosyllabic
answer. Open-ended questions like ‘Please can you tell me what you are enjoying
about the course?’ will be more likely to produce richer information.

3 “Why?’ questions can be wasteful in time. Asking a student “Why did you join the
course?’ will produce a variety of replies in quite different categories. For
instance:

‘I’ll get me a decent qualification’

“T'o meet new people’

‘It was nearer than London’

‘My mother thought it was a good idea’

are all possible answers. We can decide, during the planning stage, what category
of reply we would like and design questions accordingly. What should certainly
be avoided is an implication that the answer given is unwanted by saying, for
instance, ‘No, I didn’t mean that ...’

4 Interest may not be maintained if too many personal background details are
asked. This point is valid for surveys too, as mentioned below.

THE SEQUENCE AND PROGRESS OF QUESTIONS

FEELINGS AND REACTIONS

As with more formal questioning methods, the interviewee will feel more comfortable
if the session does not kick off with emotionally charged or controversial items.
Likewise, it will be hard to discuss feelings about or reactions towards an issue or
event until the interviewee has had a chance to acclimatise by describing it. Early
questions can be aimed at eliciting a description, and later questions can prompt
feelings about or reactions towards events described.

HELPFUL FEEDBACK

An interview will run more smoothly if the interviewee is aware of the posidon

reached and the future direction. In particular it might be useful to let the interviewee
know:

1 When the interviewer is about to change topic. For instance, ‘Now let’s talk
about the students on the course’.
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2 That the next question is particularly important, complex, controversial or
sensitive. For instance, “You’ve been telling me what you like about the course.
. b
Now Id like to find out about what you don’t like. Canyoutellme...

3 About what the interviewer thinks the interviewee has just said, or said earlier,
without, of course, reinterpretations which depart far from the actual words used.

This feedback allows the interviewee to realise they are making sense and being
productive; also, that they are not being misrepresented. They can alter or qualify
what they’ve said. This process also keeps the interviewee actively involved and
confident. . ‘ ’ .

But it is important not to summarise interviewees’ statements I a ]anguage form
which makes them feel that their own statements were somehow inferior and in need
of substantial rephrasing.

RECORDING DATA
RECORDING AR

Interviewers have three common choices for saving data: note taking, audio-tape or
video-tape recordings.

NOTE TAKING

Taking hand-written notes will obviously slow down the procedure. It could be useful
to develop some form of personal shorthand - at least short forms of commonly used
terms and phrases. The note book does have the handy advantage of being a place to
store discreetly the interview questions or outline. If used, the interviewer needs_to be
careful not to give the impression that what the interviewee is saying at any particular
morment is not important because it is not being recorded.

AUDIO RECORDING

Many people feel inhibited in the presence of a tape recorder’s microph‘one. The
interviewer needs to justify its use in terms of catching the exact terms and richness of
the interviewee’s experiences and in terms of confidentiality. The interviewee has to
be free to have the recording switched off at any time. The tape recorder has the
advantage of leaving the interviewer free to converse naturally and encourage the
greatest flow of information.

VIDEO RECORDING

A flive’ video camera in the room may dominate and can hardly help retain the
informal, ‘chatty’ atmosphere which a loosely structured, open-ended interview is
supposed to create. It is possible to acclimatise interviewees to its presence over quite
a number of sessions, but this is costly in time. The great value, of course, is in the
recording of non-verbal communication at a detailed level and the chance to analyse
this at a comfortable pace. If this information is not required, however, then video is
an unnecessary, intrusive gimmick.

Both video and audio recordings could be conducted unobtrusively by simply not
revealing their presence to the interviewee, but, in this case, serious ethical issues
must be addressed. Two answers to possible dilemmas here are:

1 Inform the interviewee of the recording process but keep equipment completely
hidden
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2 Give information about the recording only after the interview has taken place, but
emphasise that recordings can be heard or viewed, sections omitted .or the whole
recording destroyed at the interviewee’s request.

Option 2 is of course potentially wasteful and time consuming.
SURVEYS

A survey consists of asking a lot of people for information. In the informal, loosely
structured interview, each respondent’s answers form a small case-study. A survey
can consist of a set of such small case-studies. Much more often, though, it would
involve the use of a structured questionnaire, with answers open or closed, as
described in interview types 4 and 5 on page 121. Each set of responses forms an
equivalent unit in a large sample. Interviewers usually work as a team and procedures
are therefore fully standardised. Each will be briefed on the exact introductory
statement and steps to be followed with each respondent.
A survey may be used for two major research purposes: descriptive or analytical.

DESCRIPTIVE

Here the researcher wants accurate description of what people, in some target
population, do and think and perhaps with what frequency. Bryant et al. (1980), for
instance, studied child-minding in Oxfordshire and focused on the minders’ behav-
iour and attitude towards their clients, as well as on the children’s development. A
more notorious and wide-ranging survey was that of Kinsey (1948, 1953) on
American sexual behaviour. A recent, extremely comprehensive survey (Jowell &
Topf, 1988) gathered information on current British social attitudes. The issues
covered included: AIDS, the countryside, industry’s and unions’ influences on
political parties, the government’s current economic policies, education, the North-
South divide and which household jobs should be shared — according to married and
single persons’ opinions.

ANALYTIC USE

Survey data can be used to test hypotheses. Hatfield and Walster (1981) interviewed
537 college men and women who had a regular partner. Those who felt their
relationship was equitable were far maore likely to predict its continuation over one to
five years than were those who felt one parter received or gave too much. This tested
hypothesis supported a theory of human interaction based on calculated gains and
losses.

In Sears et al.’s (1957) wide-ranging study of child-rearing practices, using
mothers from two suburbs of Boston, USA, many hypotheses were tested by
correlating (see Chapter 18) rearing techniques with children’s characteristic behav-
iour. Data was garhered by rating open-ended answers to structured questions given
to the mothers. The raters assessed only from the interview recording and didn’t meet
the mother. The researchers found positive relationships between the use of physical
punishment and a child’s higher level of aggressive behaviour. Mothers who were
rated as warm and used ‘withdrawal of love’ as a major disciplinary technique had
children with stronger consciences. Both these variables, withdrawal of love and
strength of conscience, were assessed indirectly from the interview data and are
examples of constructs, operationally defined.
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.Often, from a large descriptive survey, hypotheses can be formulated or checked
against further information fron_n the same survey. For instance, in the second report
of the National Child Development Study (Davie et al. 1972), a survey of a large
sample of children born in 1958, it was found that children from social class V
(unskilled manual) were at a particular disadvantage on reading tests, cormapared with
other manual and non-manual classes. Why might this be? Well, from the same
survey data it was found that overcrowded homes and homes lacking basic amenities
were related to serious reading retardation irrespective of a child’s social class, sex,
area of the UK or accommodation type. Children from social class V were more likely
to live in such homes. So, reading deficiency could be related to factors only
indirectly related to, but more prevalent within, one class.

SURVEY DESIGN

In survey work there are three major areas of decision-making necessary before
initiating the contact with respondents. These are the sample, mode of questioning,
and the questions themselves. The first two areas will be dealt with now. I shall leave
dealing with the actual content of questions until the next section on questionnaires
and tests in general.

THE SAMPLE

Of all methods, the survey throws particular emphasis on the sample since the aim,
very often, is to make generalisations about a relatively large section of the
population, if not all of it. If the sample 75 the whole population then the survey is
known as a CENSUS.

Box 8.8 Advantages and disadvantages of the survey over the in-depth interview

i
|

Advantages Disadvantages
Many respondents can be questioned faidy  Structured questions miss more informative
quickly: data

Can be a lot less expensive than in-depth
| interviews (which have a |ot of information
| to’be transcribed)

Large-scale surveys can be expensive in
assistants

More influenced by superficial interpersonal
varfables; respondent has no time to trust
and confide in interviewer

Less influence from dynamics of
interpersonal variables

More likely to produce ‘public responses’,
not respondent’s genuine ideas.
Possibility of social desirability effect is
higher

Less bias in analysing answers, since
| questions are structured

We have dealt with the main methods and issues of sampling in an earlier chapter.
Survey work has produced two other forms of sample not used elsewhere. These are
the paNEL and the Focus GROUP.

The panel

This is a specially selected group of people who can be asked for information on a
repetitive basis, They are much used by market research companies, government
survey units and audience research in broadcasting. It is easier and more, efficient to
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rely on the same, well-stratified group to provide information éach time it ig :

required.

One problem can be that panel members become too sophisticated in thejr

reviewing and can become unrepresentative in, say, their viewing habits since they
feel they must watch all the programmes mentioned in their questionnaire.

Focus groups

The idea here is to bring together a group of individuals with a common interest and
to conduct a form of collective interview. Discussion among members may provoke
an exchange of views and revelations providing information and insights less likely to
surface during a one-to-one interview. Though not providing much in the way of
reliable, quantifiable data, such groups can be a starting point for research into g
specific area, as an aid to exposing and clarifying concepits.

THE MODE OF QUESTIONING

There are three obvious ways of communicating with respondents: face-to-face,
telephone and letter. Of these, telephones are used rarely, though they will often be
used for making initial contact.

The privacy of the postal method is likely to produce more honest answers,
Interpersonal variables, discussed above, are reduced to a minimum in postal surveys
though the respondent may make assumptions about the researcher from the style of
the covering letter. The method is also a good deal cheaper and less time
consuming.

The disadvantages are first, that the questionnaire must be exceptionally clear, and
unambiguous instructions for its completion must be carefully written. Stll, respon-
dents may answer in an inappropriate way that a ‘live’ interviewer could have
changed. Second, the proportion of non-returners is likely to be higher than the
number of refusals by other approaches. This matters a lot when, for instance, it is
reported that 75% of respondents (300) agreed that government should continue to
finance higher education substantially if it is also true that only 400 out of 1000
persons contacted bothered to complete and return the form. Can we count the
missing 600 as neutral or not bothered?

GLoOSSARY ’
Record of person's important life events -case history
gathered and analysed in a case-study

In-depth §tudy of one individual or - case-study

group, usually qualitative in nature

Survey of whole-population census

Interview method using structure of clinical method
Questions to be asked but permitting

tailoring of latér questions to the

individual's responses; also seeks 0 test

* specific hypothesis or: effect
Dimension- of design which is the extent
to which interviewees are kept ignorant
of the aims of the questioning

disguise

i e

e R ¢
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i’;'merview in which researcher anc_! T face-to-face’
Uinterviewee talk together in the same

i physical location | | .
I. Group with common interest who meet focus group

"to discuss an issue in a collective

! intewiew in order for researchers to

| assess opinion

E |ﬁtérview itern to which interviewees can -
respond in any way they please and at
any length ‘
Stratified group who are consulted in
order for opinion to be assessed

+ open-ended question

-panel

¢ Person who is questioned in interview or respondent
L survey
A general term for methods in which
people provide information about
themselves
Dimension of design which is the extent
o which questions and procedure are
identical for everyane
Relatively structured questioning of large
sample

self-report

structure

survey

EXERCISES

i Without looking back at the text, try to think of several advantages and disadvantages the
survey has compared with the informal interview.

2 Suppose you decide to conduct a survey on attitudes towards t.he environment in. your
area. Outline the steps you would take in planning and conducting the survey, paying
particular attention to:

+ the sample and means of obtaining it
» the exact approach to respondents you would use
+ the types of question you would ask

To answer this last point in detail you will need to read the next section on
questionnaires, at least briefly.

3 A researcher wishes to investigate specific instances of racism’(abuse, physical harassment,
discrimination) which members of minority ethnic groups have expgrienc_ed. ‘Fo.urj
assistanits are employed to conduct informal, guided interviews starting with individuals
recommended by local community leaders.

a) What kind of sample is drawn? ‘
b) One interviewer records far fewer instances than the other three. Can you give at

least five reasons why this might be? .
€) Another interviewer argues that the study should follpw up with a structured
questionnaire over a far wider sample. Why might this be?
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4 You are about to conduct an interview with the manager of the local, large supermarket,
He is 43 years old, quite active in local politics and is known to be fairly friendly. Make a
list of all the variables, especially those concerning your own personality and
characteristics, which might influence the production of information in the interview.

5 A researcher wishes to survey young people’s attitudes to law and order. Interviewers
complete questionnaires with sixth formers who volunteer from the schools which agree
to be included in the study. Families are also selected at random from the local telephone
directory. Young people are also questioned at the {ocal youth club, Discuss several ways
in which the sample for the complete study may be biased.

i shiaues s

ASKING QUESTIONS II

Questionnaires, scales and tests

The chapter looks at a variety of procedures for gathering data using some form

of test, rather than the interview approaches covered in the last chapter.

However, there is overlap, since some interviews consist of going through a

structured questionnaire with the respondent.

¢ The first important matter is to consider carefully how people will, in reality,
respond to certain types of question which are, for instance, difficult,
embarrassing or controversial. Questions can be fixed or open-ended (in
the latter the respondent has freedom in type and length of response).

* The attitude scales of Thurstone, Likert, Bogardus, Guttman and

Osgood's semantic differential are covered. Likert's is probably the most

popular and with this, decisions must be made about how many points to use

(often five) and how the ‘neutral’ mid-point will be interpreted or dealt with.

[tems should vary in direction to avoid response acquiescence.

Specific points about the pitfalls of question/item construction are described.

* Projective tests assume that unconscious forces can be assessed from the
way people respond to ambiguous stimuli such as the Rorschach and
thematic apperception tests

* Sociograms produce a graphic display of people’s ‘sociome\tri&qhoices' -
their preference choices of others in their group.

* Psychometric tests are intended to be standardised measurement
instruments for human personality and ability characteristics. They can suffer
from cultural content bias and have been extremely controversial in the area
of intelligence or mental ability testing. Tests are validated and made
meaningful to some extent using factor analysis which investigates
correlation ‘clusters' and provides statistical support for theories about what
undertying ‘factors' cause results to be so arranged on tests or sections of tests.

* Methods for checking a test's reliability, and validity are detailed. Reliability
is consistency within a test or between repeated uses of it in the same
circurnstances, Validity concerns whether a test measures what it was created
to measure. Standardisation involves adjusting raw scores to fit a normal
distribution which makes comparison to norms possible but sometimes
controversially assumes something we often don't actually know about the
nature of human characteristics.
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QUESTIONNAIRES AND ATTITUDE SCALES

Questionnaires, attitude scales and tests are instruments for gathering structured
information from people. Questionnaires used in surveys are usually constructed for
the specific research topic and tend to test for current opinion or patterns of
behaviour. Attitude scales are usually intended to have a somewhat longer life span,
They are seen as technical measuring instruments and therefore require STANDARDI.
saTION and a more thorough preparation in terms of reliability and validity. It is
usually intended that they tap a more permanent aspect of the individual’s cognition
and behaviour, such as attitude towards religion or authority.

However, many of the features of attitude scale construction can be employed by
the student who wishes to create a measure of people’s views on a current issue, such
as preservation of the environment or on treatment of animals. A thorough
assessment of attitude would involve at least two measurements, at differing times,
since a defining feature of an artitude is its relatively enduring nature.

Questionnaires, scales, psychometric and projective tests can all be used as
measures of experimental effects as well as in the field. One group might be assessed
for ‘self-esteem’ before and after a ‘treatment’ in which they are made to feel
successful. This can be compared with a control group’s assessments.

QUESTIONNAIRES

In the section on attitude scales we will discuss in some detail the issues to be
considered when developing scale items. Most of the points included there apply to
survey questionnaires as well. If you are constructing a simple opinion guestionnaire,
it would make sense to check the general points made below and then go on to the
section on ‘Questionnaire or scale items’.

SOME GENERAL PRINCIPLES

The following principles are part of the common ‘lore’ of survey questionnaires. They
apply particularly to the situation in which strangers, or people little known to the
interviewer, are being asked a big favour in stopping to answer a few questons.

1 Ask for the minimum of information required for the research purpose

A respondent’s time is precious so why ask for information obtainable elsewhere?
Personal details may be available from company or school records. The respondent’s
time spent answering questions has a bearing on mood, and mood will certainly be
altered if the interviewer asks what sex the respondent is! Other details, such as
whether married and number of children may well be drawn from an introductory
relaxing chat and, if not, during final checking.

A further argumenr concerns the principle of parsimony, that is, limiting effort to
the necessary whilst maintaining efficiency. Too much information may not be
useful. Some questions may have been included only because they ‘seemed inter-
esting’, which is too vague a basis for inclusion.

2 Make sure questions can be answered

‘How many times have you visited a doctor this year?’ may be quite difficult for many
people to answer at all accurately.
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3 Make sure questions will be answered truthfully

The question in point 2 is unlikely to be answered truthfully because of its difficulty.
Other difficult or wide-ranging questions are likely to receive an answer based more
on well-known public opinion than on the individual’s real beliefs. Questions on
child-rearing, for instance, if not phrased very explicitly, are well known for
producing, where wide error is possible, answers more in accord with prevailing
cexpert’ views on good practice.

-4 Make sure questions will be answered and not refused

Some sensitive topics will obviously produce more refusals. Most respondents will
continue on a sensitive topic, once started, but may baulk at a sensitive question
rurning up suddenly in an otherwise innocuous context, for instance a sex-life
question among political items. The interviewer has to provide a context in order to
justify sensitive points, or else avoid them.

FIXED AND OPEN-ENDED QUESTIONS

At the least structured extreme, survey questionnaires have open-ended questions.
Most questionnaire items are fixed choice, however, where respondents are asked to
select an answer from two or more alternatives. Open-ended questions have several
advantages, some of which we alluded to earlier.

1 They deliver richer information.

2 The respondent does not feel frustrated by the constraint imposed with a fixed
choice answer.

3 There is less chance of ambiguity, since the respondent says what he or she thinks
and doesn’t have to interpret a statement and then agree or disagree with it.

4 The questioning is more realistic. We rarely have simply to agree or disagree, or
say how strongly, without giving our reasons.

However, open-ended questions are also difficult to code or quantify, whereas fixed-
choice items make numerical comparison relatively easy. Chapter 25 on qualitative
data, discusses methods of dealing with open-ended answers.

Here are a few examples of fixed-choice items:

1 Ivoted in the last election YES/NO

2 I would describe my present dwelling as:
a) Fully owned by me
b) Owned by me with a mortgage
¢) Owned by me as part of a housing association
d) Rented from the local council
€) Rented from a private landlord
f) Provided by employer
g) . Other (please state)

3 My age is: a) Under 16 b) 16-21 ¢) 22-35 d) Over 35
4 At what age did your baby start crawling? ........ months

The questionnaire constructor has to be careful to phrase questons clearly and
unambiguously, such that the respondent is in no doubt which answer to give. The
Supreme ideal is that all respondents will interpret an item in the same way. Some
questions will permit the respondent to tick or check more than one item but if this is
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not desired (one response only should be unique to each respondent) then possible
overlap must be carefully avoided.

I would think there might be confusion if I were just 35 and answering item 3. In item
2 e) and f) might overlap.

FEATURES OF GOOD QUESTIONNAIRES AND MEASUREMENT SCALES

Where survey questionnaires are requesting purely factual information (such ag
occupation, number of children at school, hours of television watched, and so on) the
following principles are not so crucial, though all measures should be reliable ones,
(Factual questionnaires usually have ‘face’ validity — see later this chapter.) Where
scales and tests attempt to measure psychological characteristics, the following are
extremely important:

1 They should piscriMINATE as widely as possible across the variety of human
response. They shouldn’t identify a few extreme individuals whilst showing no
difference between individuals clustered at the centre of the scale. This is referred
1O as DISCRIMINATORY POWER.

2 They should be highly reriasis.
3 They should be supported by tests of varLiprTy.

4 They should be sTaNnDARDISED if they are to be used as general, practical
measures of human characteristics.

A questionnaire, scale or test will normally be piloted, perhaps several times, before

the researcher is satisfied that it meets these criteria. Even an unambitious ques- ° .

tionnaire, constructed by students as part of course practical work, should be piloted
at least once to highlight pitfalls and possible misinterpretations. Tests for the criteria
are dealt with later in this chapter.

ATTITUDE ScALES

Attitude scales are quite like questionnaires but do not usually use questions. Most
use statements with which the respondent has to agree or disagree.

Remember that questionnaires can vary along the dimension of pisGuise and that
the purpose of the scale could therefore be disguised from the respondent, as in
Hammond’s technique, mentioned in the last chapter. Some attirude scales give clues
to their purpose while others are transparent, as in the case where a limited topic,
such as dental hygiene, is involved.

We will look at the techniques of five popular types of attitude scale, along with
their advantages and disadvantages.

EQUAL APPEARING INTERVALS (Thurstone, [931)

To construct a Thurstone-type scale:
1 Produce a large set of statements, both positive and negative towards the attitude
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object. If the attitude object were equal opportunities, one item might be:
«Companies should provide more créche facilities’.

2 Engage a panel of judges to rate each item on a scale of one (highly negative on
the issue) to 11 (highly positive on the issue). They are urged to use all of the
scale and not to bunch items into a few categories.

3 Take the mean value, for each item, of all the judges’ ratings. Our item above
might get an average rating of 8.7 for instance. This is itS SCALE VALUE.

4 In the interests of reliability, reject items which have a high variance (see Chapter
13). These items are those on which judges are least in agreement.

5 In the finished scale, a respondent now scores the scale value of each item agreed

~ with. Hence, people favourable to equal opportunities measures will tend to score
only on items above the average value and thus end up with a high overall score.

A sample of items which might appear in a Thurstone type scale is shown below,
along with each item’s scale value. The values, of course, would not be visible to the
respondent.

Please tick
if you agree
Women are less reliable employees because they are likely to leave
through pregnancy. (2.1
Interview panels should scrutinise all questions before interviewing to
ensure that none are discriminatory. (5.8)
Companies should provide more créche facilities. 8.7

Box 9. Weaknesses of the Thurstone method
I The Judges themselves cannot be completely neutral, afthough they aré asked to be

objective. In an early debate on this issue, Hlnckley (1932) was severely criticised for’
rejecting judges as ‘careless’ because they sorted a.majority- of items into a féw extremé
.categories, against the exhortation mentioned in item 2 of the construction process
above, It turned out that most of these judges were black (or pro—blackwhites) who
rated as faJrIy hostile certain. statemets seen as relatwely neutral by white judges
unaware of, or unconcerned by, black issues

2 There is a dif icutty in choosing the most, dlscnmlnatlng ftems from among those with the
same scale value

SUMMATED RATINGS (Likert, 1932)

To construct a Likert-type scale:

1 Produce an equal number of favourable and unfavourable statements about the
attitude object. These are the scale ‘items’.

2 Ask respondents to indicate, for each item, their response to the statement
according to the following scale:

5 4 3 2 1
Strongly agree Agree Undecided Disagree Strongly disagree

3 Use the values on this scale as a score for each respondent on each item, so that
the respondent scores five for strong agreement with an item favourable to the
attitude object, but one for strong agreement with an unfavourable item.
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4 Add up the scores on each item to give the respondent’s overall score.

5 Carry out an item analysis test (discussed later) in order to determine the most
discriminating items — those on which high overall scorers tend to score highly
and vice versa.

6 Reject Jow discriminatory items, keeping a balance of favourable and
unfavourable items.

Step 5 here is the Likert scale’s greatest strength relative to other scales. It meang
that, unlike in a Thurstone scale, an item does not need to relate obviously to the
attitude issue or object. It can be counted as piagNosTIC if responses to it correlate
well with responses overall. For instance, we might find that respondents fairly hostile
to equal opportunities issues also tend to agree with “‘Women have an instinctive need
to be nzar their child for the first two to three years of its life’. This could stay in our
attitude scale since it might predict negative equal opportunities attitude fairly well,

Box 9.2 Weaknesses of the Likert method

I For each respondent, scores on the scale only have meaning relative to the scores in the
distribution obtained from other respondents. Data produced is therefore bést treated
a@ oRDINAL (see Chapter |2) whereas Thurstone considered intervals-on his scale to be
truly equal

2 Theundecided’ score, 3, is ambigucus. Does it imply'a neutral position (no opinion) or
an on-the-fence position with the respondent tom between feelings in both directions?

"3 Partly-as a consequence of 2, overall scores, central to the distribution-(say 30 out, of 60)
are quite ambiguous. Central scores could reflect a'lot of ‘undecided answers, or they
could comprise a collection of ‘strongly for' and ‘strongly against’ answers, in which case,
perhaps the scale measured two different attitudes

THE SOCIAL DISTANCE SCALE (Bogardus, 1925)

Bogardus® scale was originally intended to measure atdtudes towards members of
different nationalities. Respondents had to follow this instruction:

According to my first feeling reactions, I would willingly admit members of
each race [respondents were given several races or nationalities] (as a class,
and not the best I have known, nor the worst members) to one or more of
the classifications under which I have placed a cross.

They were then given this list to tick, for each race:

1 To close kinship by marriage

2 To my club as personal chums

3 To my street as neighbours

4 To employment in my occupation

5 To citizenship in my country

6 As visitors only in my country

7 Would exclude from my country

It is claimed that, in practice, it is unusual for respondents to accept the race or
nationality at a higher level than one at which rejection has occurred, for instance,
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" accepting in one’s street, but not to one’s occupation. This is known as a ‘reversal’.

It is possible to adapt this technique to test attitudes tovyards any category of
people. The classifications themselves will of course need altering to fit the particular
categories of person. . .

On the equal opportunities theme, it would be possible to grade types of
occupation into which respondents felt female \fvork.ers should be _encouraged.
Modification, however, will require restandardisation in order to avoid too many

reversals.

Box 9.3 Weaknesses of the Bogardus method

B

-‘i Reversals cannat be entirely efiminated. Some people are more protective about their
. employment than their streets, particularly in-cities, | would suspect
/"2 The overall scale for scoring is narrow, leaving less room for sensitive statistical analysis

-2

CUMULATIVE SCALING (Guttman, 1950)

Roughly speaking, the principle of the Bogardus scale is here extended to any attitude
object, not just person categories. On a Bogardus scale, if we know a person’s score
we know just how far up the scale they went, assuming no reversals. Hence, we can
exactly reproduce their scoring pattern. This last achievement is the ideal criterion of
a Guttman scale. A clear (but not particularly useful) example would be a scale
checking height, where you would tick all those items below which are true for you:

1 1am taller than | m20
2 | am taller than | m 30
3 [am tallerthan | m 40
4 | am tallerthan 1 m 50
5 | am taller than | m 60
6 | am taller than | m 70

-

A positive response to item 4 logically entails a positive response to items 1, 2 and 3
also. In the same way as this scale measures a unitary dimension (height), so a true
Guttman scale is supposed to only measure one finite attitude and is known as a
‘undimensional scale’.

In practice, when measuring attitudes rather than height, it is never possible to
reproduce perfectly a respondent’s exact answering patiern from their overall score.
As we shall see below, items can very often be interpreted differently by respondents
and it is rarely possible to isolate attitudes such that answers reflect a undimensional
scale, For instance, one respondent, who is a member of a particular minority ethnic
group, might disagree with ‘members of all ethnic groups should be treated equally’
since, in his or her view, the group has been treated pretty unequally in the past and
requires compensatory action. Hence, from the tester’s point of view this person’s
answers may seem inconsistent, since they are otherwise strongly favourable to
minority ethnic groups, yet a negative response on this item is taken as hostility.
Here, we can see the importance of producing a scale through pilot trials and
qualitative interviewing.



144 Resparcy METHODS AND STATISTICS BN PSYCHOLOGY

‘Tt should not be possible to reject a candidate’s application on the grounds of :

disability.’

This could be rephrased as ‘A candidate’s disability should be completely ignored
when considering an application.’

The item in the exercise has two overt negatives in it and this can easily be
confusing.

6 Emotive language
A statement such as this may not ger an attitude test off to a good start, particularly in

affluent constituencies. If there are emotive items at all it might be best to leave these’

until the respondent is feeling more relaxed with the interviewer or with the test
itself,

7 Leading questions

As T said, most attdtude tests don’t have actual questions in them. Should this sort of
guestion occur, however, it carries with it an implication that the respondent should
say ‘yes’. If you don’t feel this is so, just try to imagine a friend or colleague opening
the day’s conversation with such a question. To the respondent it can seem hard to
disagree, something which people would usually rather not do anyway. One might
begin with ‘Weeell. . .. Respondents may well say ‘Yes, but...” with the ‘but’
amounting to disagreement, even though the response is recorded as agreement.

8 Invasion of privacy

This is private information, along with sex life and other obvious areas. Many people
will find questions about attitude quite intrusive. Certainly the student conducting a
practical exercise should be very careful about such intrusion.

ORGANISATION OF ITEMS

1 Response set or bias

An effect called RESPONSE ACQUIESCENCE SET often occurs when responding to
questionnaires. This is the tendency to agree rather than disagree (“Yeah saying’). To
avoid a constant error from this effect, items need to be an unpredictable mixture of
positive and negative statements about the attitude object. This has the effect either
of keeping the respondent thinking about each item or of giving the inveterate yeah
sayer a central score, rather than an extreme one. There is also some evidence of a
smaller bias towards disagreeing with items.

2 Respondent’s interpretation

With any questionnaire or scale, it is a good idea to make it clear that both positive
and negative items will appear. There are several reasons for this.

Respondents are likely to view the interviewer as believing the statements made. A
set of statements all contrary to what the respondent thinks may well set up strong
emotional defences. We have said already that, for the same reason it would be best
to start with less extreme statements.

There are also demand characteristics (see Chapter 5) associated with responding
to a questionnaire. The respondent may well try to interpret the aim of the research
or questions. Again, if all initial items are in the same direction the respondent may
form an impression of the interviewer’s aims or personality which can distort the
respondent’s later answers.

-
-4
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Social desirability
ofined in Chapter 5, this factor involves respondents guessing at what is counted as

j D socially acceptable or favourable answer and giving it in order to ‘look good’. A
; gmher reason for guessing might be to ‘please the researcher’ by giving the results it
s assumed are required. Some questionnaires attempt to deal with this problem by

including items which only an angel would agree or disagree with. If too many such
jtems are answered in the ‘saintly’ manner, the resppndent’s results are excluded
from the research. Eysenck calls his set of items a ‘le scale’, though an excluded
-espondent is not necessarily lying. They may be near perfect or they may be

T ) ;
distorting the truth just a bit.

RELIABILITY AND NUMBER OF ITEMS

The number of items used in a questionnaire needs to be kept manageable in terms 'of
me and the respondent’s patience, but enough items should be chosen for reliability
o become acceptably high. With a larger number of items, random errors, from
respondents’ individual interpretations and misunderstandings, should cancel each

other out.

Box 9.6 Steps in constructing an attitude scale
B

Produce a substantial number of iterns which are balanced for:,

a ‘Strength (some ‘weak! statements, sorrie ‘hard’)

b Breadth: is the whole area covered? A

¢ Direction: in a Likert-type scale, some items should be ‘pro’ the issug and as many
‘anti'; half of each of this set.should be weak and half strong

2 Pilot this first batch of items for ambiguity, misinderstanding etc.

-3 Replace deleted items by new.ones, still keeping a balance

", 4 Repeat 2 and 3_until all items are unproblematic

’L § Arrange items i a randorn-or alternating order which will discourage response bias or

[ hostility build up

i 6 Pilot this arrangement on good-sized sample and conduct item analysis on results

! 7 Test for reliability. Do itemn analysis.and remove low discrimination items. Retest for

[ realiability: If refiabifity still unsatisfactory, or if too few items left after item analysis, add

|+ new items-and repeat cycle(s) until reafiability is satisfactory

1 8 Inspect or test final version f_or validity, Do items still cover maini issues? Do some topics

now dominate? Do scores on test refate to an'external criterion? If validity unsatisfactory,

fepeat cycles again

PROJECTIVE TESTS

These tests have been developed out of the psychoanalytic tradition of research and
therapy. They are based on the Freudian notion that when we are confronted by an
‘abstract or ambiguous picture, some of our inner thoughts, protected because they
produce anxiety, are partially revealed by the way we project our interpretations onto
the display.
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Box 9.4 Weaknesses of the Guttman method

1 Reversals cannot be eliminated

2 Guttman himself was criticised for not dealing with the problem of representativeness in
selecting items. He claimed this could be achiéved through intuitive thinking and
experience

THE SEMANTIC DIFFERENTIAL (Osgood et al., 1957)

The original intention behind this scale was to use it for measuring the connorative
meaning of an object for an individual, roughly speaking, the term’s associations for
us. Thus, we can all give a denotative meaning for ‘nurse’ — we have to define what a
nurse is, as in a dictionary. The connotation of a nurse may, however, differ for each of
us. For me, a nurse is associated with caring, strength and independence. For others,
by popular stereotype, he or she may be seen as deferential and practical.

On a semanric differential the respondent is invited to mark a scale between
bipolar adjectives according to the position they feel the object holds on that scale for
them. For ‘nurse’ on the following bipolar opposites, I might mark as shown:

good e _ _ _ . _ ___ bad
weak _ _ _ _ - _\/_ ___ strong
active _ 2 - o - _ __ passive

Osgood claimed that factor analysis (see later in this chapter) of all scales gave rise to
three general meaning factors, to one of which all bipolar pairs could be attached.

‘Active’ (along with ‘slow—fast’, ‘hot—cold”) is an example of the acTivrry factor.
‘Strong’ (along with ‘rugged—delicate’, ‘thick—thin’) is an example of the POTENCY
factor.

‘Good’ (along with ‘clean—dirty’, ‘pleasant—unpleasant’) is an example of the
EVALUATIVE factor.

Adapted to attitude measurement, the semantic differential apparently produces
good reliability values and correlates well with other attitude scales, thus producing
CONCURRENT VALIDITY (see page 153).

Box 9.5 Weaknesses of the semantic differential

I Respondents may have a tendency towards a ‘position response bias' where they
habitually mark at the extreme end of the scale (or won't use the extreme at all)
without considering possible weaker or stronger responses. Thiis can occur witha Likert
scale too, but is more likely here since the scale points lack the Likert verbal designations
(of 'strongly agree’ etc.) ‘

2 Here, oo, we have the prablem of interpretation of the middle point on the scale
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1 Complexity .
Not many respondents will take this in all in one go. The statement is far too
complex. It could possibly be broken up into logical components.

2 Technical terms
Many respondents will not have a clear jdea of what ‘institutional racism’ is. Either
find another term or include a preamble to the item which explains the special term.

3 Ambiguity

Some students I taught used this item once and found almost everyone in g@neral
agreement, whether they were generally hostile to immigrants or not. Hence, it was
not at all discriminating. This was probably because those positive towards immui-
grants considered their plight if new to the country and unemployed. "_['hose who were
hostile to immigrants may well have been making racist assumptions and .e1t1.:1er
mistakenly thinking most immigrants were black, or equally incorrectly, thinking
most black people were immigrants.

4 Double-barrelled items

This quite simple item is asking two questions at once. A person IT-].igl-lt well agree
with free availability — to avoid the dangers of the back-street abortionist — yet may
not feel that only the woman concerned should choose.

5 Negatives

In the interests of avoiding response set (see below), about half the items .in_ a scale
should be positive towards the object and about half negative. Hg)\'zvever, it is not a
good idea to produce negative statements simply by negating a positive one. It can be
confusing to answer a question with a double negative, even where one of the
negatives is camouflaged, as in:
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The Rorschach ink blot test is a set of abstract designs rather like children Producé :
with ‘butterfly’ paintings. (See Figure 9.1). The test-taker reports what he or she feeli

they can see in the picture.

Similarly, the Themaric apperception test (TAT) is a picture, often of people with thej;
about which, the test-taker is asked, -

emotional expressions ambiguous or hidden,
‘What is happening?’

These tests belong in the unstructured, disguised section of the quadrant formed by.

these two dimensions. It is claimed that their open-endedness produces richer
information and that their disguised nature provides genuine data, unbiased by
people guessing the researcher’s (or therapist’s) intent.

It is argued that the tests can be used to measure such factors as the affective,
usually hidden, component of attdtudes. They have very often been used to assess
concealed aggression, hostility, anxiety, sexual fantasy and so on in hypothesis tesﬁng
work. Levin’s study, mentioned in Chapter 8, used Rorschach tests.

Box 9.7 Weaknesses of projective tests

1 Being open-ended and initially qualitative, the tests. are suspect for their reliability. Some
users take great care in checking agreement between raters whao code and categorise
‘responses, ignarant of the research hypothesis. The researcher provides a
comprehensive and subtle coding scheme..In Levin’s study, agreement between
Rorschach scorers, ignorant of the research aim, was between 84% and 91%

2 Itis quite possible for coders to be highly consistent, compared with one another, yet for
the measures to be quite unrelated to any theoretical psychoanalytic principle. A person
in Levin's study who said of people seen in the Rorschach blot I can't quite tell if they're
‘hale or female’ may not actually be confused about their sexual body-image, for
instance. Since the tests are also disguised measurés of hypothetical concepts, the
“problem of validity is serious

Figure 9.1 Rorschach ink blot
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SOCIOMETRY
SOCIOMETRY

. is specifically aimed at analysing the interconnections between people'in
: ”S_O ml(l)'rsnhe ;};SPSI.) Typical}lry, group members are asked who their best friends are, with
-Srﬁanlq they would prefer to work on a problem or with whom they would share a
'Wo(;n and so on. Questions can also ask about least preferred group members or
: :?;out’ who should be leader.

. Table 9.! Sociometric matrix

% §olution matrix Chosen
' A B € D E
Chooser A 0 [ | I
B | 0 | i
c | 0 | 0
D 0 0 I 0
E 0 0 0 ]

e
- i
1

Information generated, then, is in the form of person choices, positive_ or negative.
These choices can be represented on a SOCIOMETRIC MATRIX, as shown in Tab'le 9.1.
‘]’ represents being chosen and ‘0’ not. It is possible to subject these matrices to
mathematical analysis. Out of this can come measures of group cohesiveness or
predictions of internal conflict. o .

A more obvious and direct product of the matrix is the SOCIOGRAM or, in more
‘general methematical terms, the DIRECTED GRAPH. An example of the sociogram
resulting from Table 9.1 is given in Figure 9.2,

B A

E\

¢ Figure 9.2 Sociogram or directed graph

I _ .

°
D

From this diagram it is immediately obvious that B is an ‘isolate’, D is very popular,
! though chooses colleagues carefully, and C only chooses people who reciprocate the
1 choice. . o .
: The sociogram tends only to be used in practical applications, rather thag in
research studies, where interactions are usually too numerous for charts, and detailed
mathematical processing is required.

APPLICATIONS

Research applications include the study of classroom interactions. Teachers, for
instance, have been found to prefer the children most chosen by their classmates, and
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vice versa. The effect of direct praise to pupils can be assessed in terms of increaseq®
popularity among peers.

In general, comparisons can be made between group structures and groyp:
effectiveness. For popular individuals, links can be sought with other measures of
liking and attraction. The relationship of ‘isolates’ and ‘cliques’ to the rest of the!
group can be further investigated.

Box 9.8 Weaknesses of sociometric method

1 -Although small group studies can use the sociogram for illustration, larger studies, and
any seeking statistical analysis, fequire specialised mathematical methods

2 Choices made alone and on' paper can differ markedly from those made in real situations -
with all group pressures present. On the other hand, the anonymity and distance of the
-choice might just disclose real -atiractions, suppressed in the practical group setting

PsYCHOMETRIC TESTS

instruments of measurement for human psychological characteristics. These are f
known as rsYCHOMETRIC TESTS and their use as PSYCHOMETRY. The tradition goes i
back to Galton who began the measurement of mental abilities in the 1890s by testing
thousands of people on many sensory and cognitive tasks (many of the people tested *
paid Galton a fee for the privilege!). Although some attitude scales have become _
highly refined, and even projective tests are sometimes called ‘psychometric’, if well ‘3§
standardised, it is intelligence and personality tests which have undergone a high-— -
degree of standardisation and scrutiny for validity. This is partly because such tests 5

are used in professional practice where people’s life chances can be affected.

These tests have also undergone much periodic revision, since they are highly X

sensitive to bias from cultural, class and other social factors. It is on these grounds
that their validity has been most seriously challenged and thoroughly investgated.

For instance, to the question “What should you do if you find a stamped addressed
envelope in the street?’, it might be ‘intelligent’, in a very poor area, where petty crime
is unremarkable, to steam off the stamp — a response which gained no mark in one
famous test. A picture depicting a boy holding an umbrella at the wrong angle to
falling rain was said by Puerto Ricans to be incorrect, not because of the angle but
because the boy was holding the umbrella at all. This is considered highly effeminate
in Puerto Rican society!

It is beyond the scope of this book to cover intelligence and personality testing in
depth, along with all the wealmesses and criticisms of the tests. This is covered very
well in other available texts, in particular Gross (1992)'. The examples given abave
simply demonstrate the need for standardisation and constant revision from a

! More specilialist texts include:
Anastasi, A. (1988) Psychological Testing Macmillan
Chronbach, L. J. (1984) Essentials of Psychological Testing Harper & Row
Kline, P. (1993) Handbook of Test Construction Routledge

Murphy, R. M. & Davidshofer, C. O. (1991) Psychological Testing; principles and applicarions
Prentice-Hall

." fésﬁarCh’ ; d the scope
s will be beyond the scop 1 :
tests_-dl\g‘;it ttees]ts ical instruments of the psychological profession. They also usually
“guara¢
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however, it is important to recognise that any
as data, results of psychometric
since they are closely

s . arch methods,
In studying researe’ % ight include

: erimental, might include,
including exp of student use,

1 ite complex scoring manuals which are even more closely monitored.
have 4

FACTOR ANALYSIS

often support the development and use of psychometric tests by

Researchers form of ‘construct validity’ (explained later in this chapter), which

employing 2

olves a complex statistical procedure known as FACTOR aNaLysis. The aim is o
- igvo

d factors (hypothetical constructs) which might explain the c?bsserveccll relationships
gntw:en people’s scores on several tests or subtests. The steps involved are these:
2

= A large sample of people are measured on several tests or subtest.s. '
; : Correlations (see Chapter 18) are calculated between every possible pair of tests
2 Co

or subtests and arranged in a matrix as shown in Table 9.2 below. ‘
3 The matrix of correlations is fed into the factor analysis programme which looks

; 1 correlate well together.,
for ‘clusters’ — groups of tests or subtests which al

4 The researcher sets the programme to sglve the r'natrix fora pattxi'ttaclula:1 number of
«factors’. Factors, at this point, are nor.tupg real, just mathe‘mafcungo 'Ic'ﬁpts
which will ‘account for’ as much as possﬂ::_le of the.correlabtlon f?‘a to;s toe
programme then gives the best configuration of this number ol 1ac account

or all the correlations. .

5 i)liematively, the programme will of_fer_ a solution in the Fest T?tc:ss‘:;);glrelumber of

factors, with the least amount of variation unaccounted for. The

‘explanation’ is purely statistical accounting for the numerical relationships,

6 The researcher might ask the programme to solve for a higher number of factorg
if the amount “unexplained’ is t00 high.

is a li learer, I hope, imagine the following.
ke the concept of factor analysis a little ¢ » 1 h : :
ré'}:erslflle:t a few hun%red people of average fimess and subject them to various athletic
events. We correlate the results of every event with every other, producing a table,
part of which might look like Table 9.2:

Table 9.2 Correlations between various athletic events

100 200 3000 5000 ' Long

Metres ‘Metres Metres Metres Shot Discus ~qup

100 Metres 087 024 031 065 —0.3% 047

1200 Metres 0.19 028 —g.? é, —3%3 g.?g
13000 051 =0 03 :

%ooo ol —~0.08 011 009

5 SES‘? e 065 014
b —00

= Discus 2

" kong Jump
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As we’ll see in Chapter 18, if people tend to score similarly on two variables, thege‘: 5

variables are said to ‘positively correlate’ and we’d expect a value close to +1. If there
is a rendency to be high on one variable whilst being low on the other we’d expect 3
value approaching — 1. No relationship at all is signified by a value close to zero.

As we’d expect from common-sense prediction, there is a strong correlation
between 100 and 200 metres, and between 3 000 and 5 000 metres. There is g
moderate correlation between discus and shot put and between 100 metres and long
jump, whereas that between 100 metres and shot put is moderately negative.

Intuition might suggest that the underlying factors responsible for these relation-
ships are sprinting ability, stamina and strength. If we asked the factor analysis
programme to solve for just two factors it would probably tell us that, no matrer
which way the matrix was solved, a lot of relationship between variables was left
unaccounted for. For three variables it might well give us a good solution with little
variation unexplained. But it is important to note that sz would be up to us to name the
Jactors and to debate what real processes they are an indicarion of.

Roughly speaking, this is what factor analysts do with the scores of large samples
on personality and intelligence tests and subtests. The factors emerging are recog-
nised and named intuitively. They are also validated against existing tests and known
factor arrangements. The factors are said to be responsible for the participants’
variations in performance across the tests.

It is important to recognise that factor analysis does not ‘prove’ that such factors
exist. It simply provides supporting evidence which allows the researcher to claim
that intelligence or personality could be organised in a particular way and that the
factor analysis results don’t refute this. Factor analysis is a purely statistical process.
As with all statistical results, researchers, with particular views and theories to defend,
interpret and present statistics in a way which gives them the best support.

There is a more extensive discussion of factor analysis and its limitations in Gross
(1992, pp. 841-7 and 886-7). An extensive and severe criticism of the use of factor
analysis to support models of intellectual structure is provided by Block and Dworkin
(1974).

RELIABILITY, VALIDITY AND STANDARDISATION

i

It is common in psychological research to attempt the measurement of variables for
which there is no universally agreed measure. Examples are attitude, motivation,
intelligence. Some variables even appear as invented constructs, examples being:
extroversion and introversion or ego-strength. The tests which psychologists con-
struct in order to measure such variables often serve as operational definitions of the
concept under research. The atdtude scales and psychometric tests which we have
discussed would all need to be checked formally for their reliability and validity, They
would also need to be standardised for general use. We’ll discuss methods for each of
these checks in turn.

ReLiABILITY

Any measure, but especially one we have just invented, must be queried as to its
accuracy in terms of producing the same results on different occasions. A reliable
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surement instrument is one which achieves j}lst tl'_xis performan’ce. Con§ider a
rical example. If you have kitchen scal?s which su'ck,_you won’t get thf: same
ading for the same amount of flour each time you weigh it. The measure given by
¥ scales is unreliable. We can also say that your scales have poor reliability.
ym‘;l\r difference between Kitchen scales and instruments used for human Charact.ensu_c
measurement is that psychologists often use tests with many items whereas 'welght is
measured by just one indicator — the dial. reading. Psychological tests of,' for‘ instance,
political artitude can be queried as to their INTERNAL RELIABILITY, Meaning 1s the ct{est
consistent within itself?” This is usually measured by checking whether people tenthto
answer each item in the same way as they answer all others. LIke's'cal‘es and other
instruments, though, these tests can also be checked for the.:u‘ reliability in producing
similar results at different times. _C_ronbach. (1960) has chscusged these two ratl.'ler
different uses of the term reliability applied to a psychologlca'l measure. Using
Cronbach’s terms, INTERNAL CONSISTENCY and sTABILITY, the difference might be
i d as follows.
plclt;r:gine you were giving a statement to the police. Your statement might be found
to be unreliable in two distinct ways:
1 Internal consistency — you may contradict yourself within the statement

2 Stability — you may alter important details when asked to remake the
statement some time later

Internal consistency is the same as internal reliability. Stability may be‘ called
EXTERNAL RELIABILITY: does the test produce similar results on (at least two) different

occasions?

mea

METHODS FOR CHECKING INTERNAL RELIABILITY

Split half method .
‘A psychological test which consists of several items or guestions can be. gpht s0 that
items are divided randomly, or by odds and evens, into two sets comprising half the
complete test each. If the test is reliable then people’s scores on e_ach half should be
similar and the extent of similarity is assessed using correlation (Chapter 18).
Correlations near the top of the possible range (0-1) would be expected.

Item discrimination methods

These methods take into account people’s performance on each item. The KupER—
Ricrarpson method is used for ‘yes/no’ or ‘pass/fail’ type items and has the effect of
calculating the average of all possible split half correlations for a set of items. Fc:r
items answered along a scale of response {‘strongly agree’, ‘agree’, etc.) CRONBACH'S
aLPHA coefficient is used.

Itern analysis

Items will produce higher reliability in a questionnaire if they dz'scrimz'na_re vyell

between individuals. There are two common methods for checking the discrim-

inatory power of items.

1 For each item in the test or questionnaire, the correlation is calculated between
each person’s score on the item and their score on the test as a whole.

2 Looking at individuals’ scores overall on the test, the highest 10% and the lowgst
10% of scores are identified. This 10% is not fixed and could be 15% or 20% if
desired. The scores of these two groups of people are then totalled for each item
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in the test. If these two extreme groups scored very differently then the item is
highly discriminative. If not, it is low in discriminating between the two groups
and may be discarded.

Both these systems may be accused of some circularity since we are using overal]
totals to decide for each item, contriburing to that toral, how good it is at discriminag~
ing. The totals themselves will change as each poor item is removed. That is, the test
for reliability uses scores on an as yet probably unreliable test.

CHECKING EXTERNAL RELIABILITY

Test-retest reliability

To check that a psychological test produces similar results each time it is used, we
would have to use it on the same people on each occasion, otherwise we have no
comparison. ‘Test-retest’ means that a group of people are tested once, then again
some time later. The two sets of scores are correlazed, to see whether people tend to
get the same sort of score on the second occasion. If they do, the test has high
reliability. Correlations achieved here would be expected to be at least around
0.75-0.8.

1 People may answer diEerenﬂy the second time because they took the test before
and now wish to alter the image they feel they made.

2 They may also recall what they answered on the first occasion and not answer
according to their current perceptions.

3 Some external event may have had a significant impact on attitudes. If the
questionnaire is on capital punishment and a serious terrorist incident has
occurred between first and second test, attitudes may have hardened. Of course,
if everyone hardened their attitude to the same extent, correlation would not be
affected, but effects are rarely this simple.

4 The research may have included an attempt to change attitude between first and
second test, in which case the attitude scale should have already been tested for
reliability. '

VALIDITY

A test or effect may well be rated as excellent on reliability but may not be measuring
what was originally intended. This criticism is often levelled at tests of intelligence
which, though quite reliable, measure only a narrow range of intellectual ability,
missing out, for instance, the whole range of creative thought which the public
language definition would include. The validity of a psychological measure is the
extent to which it does measure what it is intended to measure.

Suppose you gave some seven-year-old children a list of quite difficult words to
remember and recall. You may actually be testing their reading ability or word
knowledge rather than their memory. Early experiments on perceptual defence,
which seemed to show that people would take longer to recognise ‘taboo’, rude or

R T e
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(internal reliabitity) {external reliability)
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Good split-haif reliability Poor test - re-test reliability

Figure 9.3 Split-half and test-retest reliability

emotional words, were criticised for the validity of the effect on the grounds that what
may well have been demonstrated was people’s unwillingness to report such words to
a strange experimenter or their disbelief that such words could occur in a respectable
scientific experiment. The effect was quite reliable but confounded; so that the
variable actually measured was later held to be (conscious) embarrassment and/or
social expectation.

There are various recognised means by which validity of tests can be assessed.

FACE VALIDITY

The crudest method for checking a test’s validity is simply to inspect the contents to
see whether it does indeed measure what it’s supposed to. This is possible when
devising a mathematics test, for example, for clearly the test should contain problems
at the intended level and with sufficient breadth. It should not, inadvertently, involve
use of higher level mathematics procedures in some of the problems.

CONTENT VALIDITY g2/ #4+te &

A researcher may ask colleagues to evaluate the content of a test to ensure that it is
representative of the area which it is intended to cover. They will carry out this task
using their expertise in the topic area to judge whether the collection of items has
failed to test certain skills or is unduly weighted towards some aspects of knowledge
compared with others.

Content validity is, in fact, simply a more sophisticated version of face validity.

CRITERION VALIDITY

The validity of a test of neuroticism might reasonably be established by using it on a
group of people who have suffered from a neurotic condition and comparing scores
with a control group. Use of the neurotic group would be an example of what is called
2 KNOWN GROUPS CRITERION. There are two types of criterion validity differing only
in terms of the timing of the criterion test:

Concurrent validity

If the new test is validated by comparison with a currently existing criterion, we have
CONCURRENT VALIDITY. Very often, a new IQ or personality test might be compared
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with an older but similar test known to have good validity already. The known groyp -

example above is also a case of concurrent validity.

Predictive validity

A prediction may be made, on the basis of a new intelligence test for instance, that
high scorers at age 12 will be more likely to obtain university degrees or enter the
professions several years later. If the prediction is born out then the test hag
PREDICTIVE VALIDITY.

Both these methods are in fact predictive since, in science, the term ‘predict’ doeg
not mean ‘forecast’. A social scientist may well predict a relationship between pas;
events. Used in this sense, then, there is virtually no difference between these two
concepts except for the point in time of the prediction.

CONSTRUCT VALIDITY

This takes us back to our discussion of variables which are not directly observable and
the psychologist’s tendency to propose hypothetical constructs (Chapter 2) and the
discussion of construct validity in Chapter 4. Constructs require some form of
validation, otherwise, why should we continue to take them seriously? Typical of such
constructs would be: achievement motivation, extroversion, dogmatism, depend-
ency, ego-strength.

In each case there is no direct evidence for such constructs having any kind of real
existence. Construct validity entails demonstrating the power of such a construct to
explain a network of research findings and to predict further relationships. Rokeach
(1960) showed that his test for dogmatism predictably distinguished between
different religious and political groups, as well as having relationships with
approaches to entirely new problems and acceptance of new artistic ideas. Eysenck

(1970) argued that extroversion was related to the activity of the cerebral cortex and

produced several testable hypotheses from his theory.

Intelligence factors and personality variables are supported as valid by the use of
factor analysis, as explained earlier, which is an elaborate part of construct validation.
If a construct is sound then it should be possible to support the argument for its
existence with a variety of measures of its effects on, or relationships with, other
variables. If cognitive dissonance, for instance, is a genuine, common psychological
process, then we should be able to predict effects from a variety of different sorts of
experiment, in the laboratory and field, with a variety of different groups of people
performing a number of qualitatively different tasks.

This might all sound a bit magical. Why can’t we just observe nice concrete events
and objects like physicists do? Well, this is a misconception of the way physicists work
with theory.

No physicist has ever seen an atom directly. What are observed are the effects of
what is assumed to be an atom. Although the theory of atomic elements is beyond
dispute, the construct of an atom is defined mathematically, is difficult for the lay
person to understand and keeps changing in exact definition. Its validity as a
construct is supported by a plethora of experimental support.

STANDARDISATION

The process of standardising a test involves adjusting it, using reliability and validity
tests to eliminate items, until it is useful as a measure of the population it is targeted

il rJFE{.'_-. TR

o :
: C(;mparisons the test must be used on a large sample of the target population, from
whom means and standard scores (see Chapter 13) are established. This will tell us

Asxang QuesTions T 155

and will enable us to compare individuals with confidence. To make such

what percentage of people tend to fall between certain scores and what is the value
which most of the population centre around.

Psychometric tests are used in research but also on an applied basis in decisions
about people’s life chances and opportunities. These may be related to education,
psychor.herapeutic treatment or job selection. Therefore, it is of the utmost impor-
tance that these tests do not discriminate, in a particular way, against some groups of
people, which anyway reduces their scientific value. Standardisation has, therefore,
both scientific and ethical importance.

STANDARDISATION TO A NORMAL DISTRIBUTION

Many tests are adjusted until testing of a large sample produces a score distribution

which approximates very closely to the normal distribution (see Chapter 13). One

reason for doing this is that the properties of the normal distribution allow us to

perform some extremely powerful statistical estimates.

The fact that an IQ test can be devised and adjusted until it produces a normal
distribution on large group testing has led some researchers to argue that the test
therefore measures a largely innate quality since many biological characteristics are

-indeed normally distributed through the working of many random genetic processes

together.

gCn't:ics have argued that the adjustment of the test to normal distribution is
artificial and that many biological characteristics are not normal in distribution.
Certainly, some psychological phenomena need not be normally distributed. Atti-
tudes to some issues on which people are somewhat polarised in position (for
instance, on nuclear weapons or abortion) will be spread, as measured by ques-
tionnaire, in a bi-modal (two-hump) fashion (Chapter 13). '

An extremely important point here is that a test standardised -on a particular
population can obviously not be used with confidence on a different population. This
criticism has been levelled at those who claimed a difference existed between white
and black populations in intelligence. There was a difference in IQ score but, until
1973, the Stanford-Binet test had not included black persons in its sample for
standardisation. Hence, the test was only applicable, with any confidence, to the
white population.

| GLOSSARY

i attitude scales

k X . . 5 i

. Scales on which, theoretically, the range ' Bogardus:

| of items the respondent would agree '

| with'is identifiable: from their score ~ the-

| point on the scale at which their

| agreement with items ended; the ttems
“concern persons of a certain category
Similar to the scale just described but

) Guttman
items can concemn any attitude .object
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1 _ e i i .
Scale on'which respondent can choose

. from a dimension of responses, usually

. from strongly against/disagree to strongly
forfagree
On a Thurstone scale, the average rated :
value of an item; respondent is given this
score if they agree with it

Scale measuring meaning of an object for
| the'respondent by having them describe
it.using a point between the extreres of
several bi-polar adjectives
Scale in which raters assess the relative
‘strength’ of each item and respondents
agreeing with that item receive the
average rated value for it

[tern not obviously or directly cennected
o the attitude object yet which
.correlates well with overall scores and

_ therefore has discriminatory power

| An alternative term for 'sociogram’ - see

i below

* Extent’to which items, or the test as a
whole, separate people along the scoring
dimension

Statistical technique, using patterns of
test or subtest correlations, which
provides support for theoretical
constructs by locating ‘clusters’

Tests which attempt to quantify

psychological variables: skifls, abilities,
character etc.

Consistency and stability: of a test

A generalised Kuder—Richardson type

test of item- discrimination/reliability for a;

response.scale with several points (e.g. a

Likert-type scale)

Stability of a test. its tendency to

produce the same.-results when repeated

ConSIStency of a test. Extent to which

items tend to be measuring the same.
_thing'and not in opposition to one’
another

Likert

scale value

semantic differential

Thurstone

diagnostic tem

directed graph

discriminatory power

factor analysis

psychometric tests

reliability
Cronbach’s alpha

external

internal

A AR vy

|

£
i1
A

cking each ftemina scale by L)
mparing its relationship with the total

ores on the scale

test-of itern discrimination/refiability ~
hich effectively gives'the average of alf

R\possuble split-half coefficients which

-ould be calculated on a yes/no answer

“scale

.Companng scores on two parts formed
+by a random and equal division .of the
“items in a test

vistial representation of a sociometric
atrix

isormal distribution; also. calculation of :
rms for the distribution e SEs

L Extent to which a test measures what

t,;,waﬁ intended

‘i Extent to which test results conform
i with those on some other measure,

' taken at the same time

{ Extent to which test results support a
! network of research hypotheses based
on the assumed characteristics of a
« theoretical psychological variable
. Bxtent to which test covers the whole'of .
 the relevant toplc area
| Extent to which test scores can be used |
{ to make a specific prediction. on another’
| measure
Bxtent to which the validity. of'a test is
seff-evident

t Test of criterion validity irivovlvirnwg-groups
‘between whom sceres on the fest
should differentiate
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ftem i’ana[yé’is

Kuder—Richardson

split half

responise acquiescence

sociometric matrix

| sociogram

| standardisation °

validity

concurrent
construct
content

. criterion

, face

known groups
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Bxtentto which test scores can predict predictive
_scores on another measure inthe future

EXERCISES
I A scale measuring attitude towards nuclear energy is given a test-retest reliability check
is found that correlation is 0.85. However, it is also found that scores for the sample have
risen significaritly.
a) Should the test be used as it is?
b) What might explain the rise in sample scores?

2 A student friend has devised a test of ‘Attitude towards the British’ which she wants to
administer to a group of international students just about to leave the country.
a) How could the test be validated?
b) How could the test be checked for reliability?

3 A friend says Ty cat hates Whitney Houston's music. I've put the record on ten times
now and each time she goes out'. Is this a relfiable test, a valid test, or neither?

4 Comment on any flaws in the following potential attitude scale or questionnaire items:
a) Do you feel that the goverment has gone too far with privatisation?
b) What do you think is the best way to punish children?
€) How many times were you late for work in the last two months?
d) People from other countries are the same as us and should be treated with respect.
e) It should not be possible to avoid taxation and not be punished for it.
) Women are taking a lot of management posts in traditionally male occupational areas
(in a scale to measure attitude to women'’s rights),
g) Tomorrow's sex role models should be more androgynous.

5 A researcher administers Rorschach tests to a control and experimental group of

psychiatric patients. She then rates each response according to a very well-standardised. .
scale for detecting anxiety. Could this procedure be improved?

£
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COMPARISON STUDIES

The chapter looks at studies which are comparisons, either of the same people

as they mature over longish periods, or of several groups of different ages (or

sometimes class, occupation etc.) at the same moment. It also includes studies

which compare samples from more than one culture (cross-cultural studies).

« Longitudinal studies follow a group (‘cohort’, if a large group) through a
longish period of time, possibly comparing with a control group if the first
group is receiving some ‘treatment’.

* Cross-sectional studies capture several groups, usually of different ages, at

one specific point. The general goals are to map developmental stages or the

enhanced effect of a ‘treatment’ over time.

There is a very serious and strong issue of ethnocentrism involved in cross~

cultural study and recognition of this has mostly replaced older studies

which had a highly Euro/American-centred and/or colonial flavour, sometimes
bearing clear signs of racism. More recent studies take on the political issues
and attempt to avoid ethnocentrism. There is some development of
indigenous psychologies' — psychology originated by and geared to the socio-
political needs of people within several cultures (e.g. India, Philippines).

* The student reader is warned of the need to clarify concepts of race, ethnicity
and discrimination, through discussion and reading, before embarking on a
possibly sensitive practical project which includes race issues. Attention to
one's own stereotypes, received views and language is important.

CROSS-SECTIONAL STUDIES

Both these and longitudinal studies can give information on changes in a psycho-
logical variable over time. A cross-sectional study does this by taking groups of
children or adults from different specified age bands and comparing them at the same
moment in time. Comparisons may well highlight age-related changes and devel-
opmental trends. Cross-sectional data are often used to support developmental
theories such as those of Piaget or Freud.

‘Two specific examples of cross-sectional studies are:

1 Williams et al. (1975) interviewed five-, seven- and nine-year-old children. She
asked the children to guess the sex of heavily stereotyped story characters. Five-
year-olds showed some stereotyping but seven- and nine-year-olds showed far
more.
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2 Kohlberg (1981) developed his theory of changes in the style of children’s morg)
reasoning from a study of ten-, 13- and 16-year-olds’ attempts to solve severa]
moral dilemmas.

A cross-sectional study can also compare groups defined other than by age. A crogg.

section of classes might be studied, or of occupational or ethnic groups but alwayg -

comparing the samples at the same time.

LONGITUDINAL STUDIES

The big disadvantage of cross-sectional studies is that of comparability, a probley
encountered in any study using independent samples. We can’t ever be sure that oy

two or more groups are similar enough for fair comparison. The longitudina]

approach surmounts this difficulty since it employs repeated measures on the same
group of people over a substantial period, often a number of years. In this way
genuine changes and the stability of some characteristics may be observed. If intervalg

between observations are not too large, major points of change can be identified. In

some longitudinal studies, such as Kagan’s, below, a control group is used. for
comparison where the ‘treatment’ group is receiving some form of intervention
programme or (as in Kagan’s) there is a naturally differing independent variable.
Examples of longitudinal studies are:

1 Kagan et al. (1980) showed that infants in day care during the working week

were no worse developed on any measure than home-reared children, so long as
care facilities were good.

2 Eron et al. (1972) demonstrated a correlation between longer viewing of

television violence at age nine and higher aggressiveness at age 19, by following .- -

through a study with hundreds of boys.

3 Kohlberg also carried out longitudinal studies, one lasting for 20 years, on groups
of children and their moral reasoning.

Every so often, huge longitudinal studies are carried out on a large section of the
population, often children, in order to give some idea of national trends. In such cases
the large sample of children is known as a conorT. An example would be Davie et al.

(1972) who followed almost 16 000 children from birth (one week in 1958) to the age
of 11.

EVALUATION OF LONGITUDINAL AND CROSS-SECTIONAL STUDIES

The longirudinal approach can show genuine changes in the children studied. If the
sample is small, generalisation has to be tentative, but with larger samples or
replicated studies, researchers can be more confident that changes are common to the
population sampled from.

Changes inferred from a cross-sectional study could be the result of variaton
between groups in, for instance, education or local cultural environment. Samples in
cross-sectional studies can also be biased by age discrimination. A sample of 14-year-
old village children may not include those at boarding school whereas their nine-year-
old equivalents are present at the time of the study.

Where the cross-sectional age difference is large (say 20 years), the different social
changes experienced by the two groups may interfere with direct comparison on the
variables studied. This is known as the coHORT EFFECT. We can make cohort effects
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i i f 16-year-olds, for instance, in the years
objet of rese;t)c(l)l;yl“filse?stm kﬁoa\zgo;sprc;m LZ.G study., Here we obviously f:an’t
gitudinal comparisons (different people) or cross-sectional comparisons
different time) but we can see whether attitudes have altered, or abilities
roved, in the culture studied so long as tvlvle have confidence that the samples are
i -year-olds in that year.
dﬂ"r?prese: t(?;] ‘;161: rfl:?:}l)igsif ;161dy time involved, Ylongi'cudinal researc}} tends to use
ecausfewer people. Of these, some may get sick, move or otherwxs.e drop out of
‘ aining sample might consequently be unrepresentative.
i Smgzé Fc{?ilrlinlra, SIgICh aIs) war,gmassive unemployment or a dram'atlc rise in
-‘v?jzze rate, might have a specific effect on one generation o_f children in a
& - dinal study such that their particular pattern of development is not character-
G !Ql?gl;l; other generations. This is known as the CROSS~GENERATIONAL PROBLEM.
"“f{g ‘l.sn}cjecisions made at the start of a longitudinal study are grevermble once the dsde
Has-begun, unless the study is relatively unst.ru'ctured (for 11?stance, a ﬂclailze-shtu y). :
cross-sectional study can sooner be modified and replicated wi e sam
ge}g;:ﬁl?;;gitudinal and cross-sectional studies may be confounded by n?aturat}onal
changes in children’s general development. For instance, djfﬁcult %;eSUQnstvglllsSe
more easily answered by nine-year-olds than by seven-year-olds. We rxught hjcg
- conclude that the younger children don’t h_ave the knowledge or concept wh ¢
: certain questions ask about. Older children might be more capable of guessing what a
- pesearcher is after.

make lon;
'same age,
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_elatively

CROSS-SECTIONAL, SHORT-TERM LONGITUDINAL STUDY

Chis i i i mparison. Three groups, say of
This is a compromise design for the Sthlggl :é' afsesom% e on egreﬂ‘ects of. !
programine designed to reduce drug addiction. 'Each group would be compared with
a control group, as in a longitudinal study using one age group. But -here we can
determine the age at which the programme has maximum effect Whlls.t mvestégauﬁg
the range 13 to 19 in just two years. An example is Halhd?y and Leslie (1986) who
studied mother—child communications with children ranging from 9-29 months at
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1-5 = time lag study on groups 1to 5, all aged 7

Figure 10,1 Different kinds of comparison study ( adapred from Lewin, 1979)
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the start of the study, to 15-36 months at the end, 50 the age range of 9 to 36 monthg
was covered in six months’ recording.

Box 10.1 Advanmges and disadvantages of longitudinal and cross-sectional studies

Cross-sectional Longitudinal

Advantages Cross-sectional groups are studied. The development of specific :
at' same historical moment so individuals is recorded i
cross-generational problem NG variation between groups.can
avoided confound age and stage :
Few people lost during study comparisons
Relatively inexpensive and, less Useful where the effect of sorne G
time consuming, Support for ‘treatrnent’ or programmie is to be
theories, modification or followed through and resutts =
replication all achieved more compared with:those of a control
quickly group J

Disadvantages Cohort problem if age difference”  Samiples smaller and people miay :

between groups is large be lost during study

Once started, modification can be
difficutt or ‘unscientific i
Time consuming, Results only after
along period. Replication and
madification difficutt or impossible
Relatively expensive

Non-equivalent groups may
confound results i
Does not provide information on
the development of specific
individuals

Cross-generational problem

possible when development of = %"

one generation compared with
another

CROSS-CULTURAL STUDIES

Psychologists who discover reliable effects or who demonstrate strong developmental
trends within one culture (an ‘intra-cultural’ study) may well be interested in whether
these may be found in cultures other than that of the original study. If the trends
appear elsewhere, the case for universal psychological factors is strengthened.
Aspects of grammar development, for instance, seem to occur in stages recognisable
in all cultures so far studied, though debates arise about more specific details.

There are massive academic and political problems in attempting to generalise
findings and theories from one culture to another. Fortunately, not many psycholo-
gists have been as overtly racist as C. G. Jung (1930) who claimed: .

“I'he inferior (African) man exercises a tremendous pull upon civilised beings who
are forced to live with him, because he fascinates the inferior layers of our psyche,
which has lived through untold ages of similar conditions’. Africans, he argued, had a
‘whole evolutionary layer less’, psychologically speaking.

It is staggering to me that anyone can, as people very often do, discuss, in one
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qweep, the ‘African mind’ or the ‘Indian character’, given the size and huge variety of
the areas. Even talk of the “Irish temperament’ seems, to me, to be. spoken from the
wrong end of some very powerful binoculars. I'-I.owevc_ar, this boo¥< is abou_t methpds
and statistics sO what’s the relevance of the polltlc_s? Simply, that it seems impossible
to separate method from a vast dimension of possible cultural blas.on the.: part of the
tester or the test used. Jung’s comments _above demonstrate the frightening efffect of
having no objective method for comparison at all. However, a}so c.langerous is the
impression of objectivity lent by the scientific aura of psychological instruments and
methods when these are exported unquestioningly to cultures they were not
developed with or standardised upon.

Cross-cultural studies compare samples from two or more cultures on some
_psychological variable. Differences found are attributed either to~broac@ socialisatipn
processes or 10 genetic factors. By far the greater number of recent studies emphasise
the social environment as cause. Studies conducted earlier in the twentieth century
often had a distinctive colonial or Euro-centred flavour. The ‘natives’ were inter-
esting to study, whole societies were described as ‘primitive’ and the term ‘negro’ was
commonplace, though this latter term occurred uncritically as late as the 1980s in
some psychology texts.

Typically, psychologists tested members of a tribal community on visual illusions
or counting tasks. The emphasis was often on what tribes ‘lacked’, and the studies
tended to be ETHNOCENTRIC. An example of ethnocentrism is to describe a tribe’s
religious beliefs as ‘superstitious’ whilst not recognising that one’s own religious
beliefs qualify for the same analysis. Westerners, who greet with a firm handshake and
full eye contact, tend to describe non-Western greetings which involve a bowed head
and no eye contact as “deferential’ or as exhibiting a ‘shy’ cultural personality. This is
an ethnocentric description which assumes that Western interpretations are some-
how true and thart their greetings are a neutral norm with which to compare others.
Such value judgements are solely from the Westerner’s point of view and have no
universal validity.

Ethnocentrism very easily leads to false alternative interpretations of behaviour. In
Mozambique I was told of an educational psychologist who got children to do the
‘draw a man’ test, a projective test (see Chapter 9) whose procedure is obvious. Their
tiny drawings in one corner of the page were interpreted as demonstrating the poor
self-image of Mozambican children still present just after, and caused by, centuries of
Portuguese colonialism. It was pointed out to her that Mozambican school children
were under strict instructions not to waste paper in times of great shortage and weak
economy!

Nisbet (1971) argued that the cross-cultural method was just another way,
seemingly scientific and respectable, of placing European cultures at the top of a
graded hierarchy. Campbell (1970) argued that some protection against ethnocen-
trism could be gained by carrying out a design in which a researcher from culture A
studies cultures A and B (a common cross-cultural design) whilst a second researcher
from culture B also studies cultures A and B.

"To find fairly non-ethnocentric work, it is useful to turn to the work of the social
anthropologists, who tend to conduct intense participant observation studies as a
member of a village community for many months if not years. These researchers have
studied the community in its own right, not as a comparison with the West. They
would attempt to record the interrelationship of local customs, norms, taboos and
social interactions such as marriage and trade.

Classic examples include Margaret Mead’s studies of female adolescence in
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Samoa and of sex-role differences in New Guinea. Ruth Benedict (1934) used the __
term CULTURAL RELATIVITY to underline her view that an individual’s behaviour ang’

thinking must be viewed through, and can only be understood using, that person’s
own cultural environment.

This.point has been subscribed to by many psychologists who argue that the
independent and dependent variables of controlled studies are difficult or impossible
to compare across wide cultural gaps. Several studies, for instance, found rurg]
African tribespeople significantly more affected than Westerners by some visua]
illusions, and less affected by others. This was explained with the ‘carpentered world
hypothesis that a highly structured, sharp-cornered Western environment is respons-
ible for the differences. A fierce debate arose when other research highlighted
Western-style education as the crucial variable, with its emphasis on the inter-
pretation of printed, two-dimensional graphic materials. Several illusions have been
found to work similarly on members of non-industrialised cultures when presented
using local artistic materials.

RESEARCH EXAMPLES

Cross-cultural studies in psychology have increased markedly since the late 1960s,
Issues in the field, in particular ethnocentricity and related research methods
problems, as well as recent research and numerous applications, can be found in
Berry et al. (1992). A further modern source is Brislin (1990) for applied examples.

The studies now conducted have lost a lot of the early ethnocentrism. In the
modern period, an early start was Ainsworth’s (1967) comparison of attachment
behaviour in the USA and in Uganda. Kohlberg’s stages of moral development were
confirmed in studies conducted in Taiwan, Turkey, Mexico, India and Kenya.
However, recent studies by Miller et al. (1990) have suggested that Kohlberg’s theory

of stages is culture bound. Initially they found that (Asian) Indians tended to give =~

moral priority to social duties whereas Americans were more individualistic, concen-
trating on a person’s rights. In 1990, they found that Indians and Americans were
similar in serious, say life-threatening, examples but Indians had a broader view of
moral responsibilities and obligations, emphasising personal need more than the
American sample.

Ma (1988) found two Chinese samples (Hong Kong and People’s Republic) to be
more altruistic than an English sample. ‘

Joe (1991) provides a good example of using support of the null hypothesis as
evidence. She studied Papiamento-speaking and Creole English-speaking children in
the Caribbean. The first language is ‘tonal’, meaning that the same sounds, spoken in
different pitches, indicate different meanings. A general theory has been that the use
of a rtonal language affects certain cognitive abilities but Joe found no general
differences.

Williams and Best (1982) asked 2800 people in 30 countries across four
continents to report on the general view (not their own) of men and women in their
culture. There were interesting cross-cultural differences. The female stereotype was
valued most highly in Italy and Peru; females were seen as most active in Japan and
the USA and most passive in France and India; males rated lowest on ‘strength’ in
the USA and Venezuela. However, on ‘activity’ and ‘strength’ there was no overlap,
the highest country’s score for females not reaching the lowest country’s score for
males. In 1990 a further study in 14 countries found that women, in almost all
countries, held a more ‘egalitarian’ sex-role ideology than did men (on a measure
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m ‘traditonal’ to ‘egalitarian’), and where samples were more ‘traditional’ as
the male stereotype was more highly valued. o ;
A very important area of applicat;ion for cross-cultural studies is in the ali:ea. o
tcculruration’; the process of becoming used to another. culture, and per.haps aving
g culture change as a result, either through choice (e.g. emigration) or force

i i uld greatly reduce the stress
: ledge now to implement programmes which wo :
lif:;rvzd.gln Europe, at present, this could be very useful knowledge indeed.

INDIGENOUS PSYCHOLOGIES

In the same way as women found it unacceptable that a majority of men should
define all psychology, including the study of.gender, (see next chapter) so members of
non-Western cultures have seen the irnposu:‘ion or model of We_stem psychology as
inappropriate to their needs and understanding (?f themselves. Sinha (1986) fl%arac-
rerised the early stages of the development of Indian psychology as very much ‘ted to
the apron strings of” Western principles and an almost reverent repetiion of Western
studies. The ‘final’ stage, ‘indigenisation’, meant the 1Ian§formauon of methods to
suit Indian economic and political realities and needs. Enriquez (1'9_9(.)) is even more
radical and promotes the development of an entirely separate Fﬂlpmp p§ycho‘lpg_y
from its own fundamental roots. This movement has three primary'o}'a]ecuqns: itis
against a psychology that perpetuates the colonial status of th.e Filipino md; it is
against the imposition on a Third World country of stchologles developed in, and
appropriate to, industrialised countries; and it is against a p§yf:ho_10gy used for the
exploitation of the masses.” (Berry et al. 1990) As with femu'}lst psychology, these
movements, have, to some extent, identfied strict positivism with a theste.rn
approach and, without complete rejection, have generally favour;d a more qualitative
approach, more closely integrated with general socio-economic development and
policy. Quantitative methods also exist and these have moved towards d.evelopment
of ‘home-grown’ assessment methods and scales rather than the import and
restandardisation of existing Western measures.

ETHNICITY AND CULTURE WITHIN ONE SOCIETY - DOING A ‘RACE’
PROJECT

Research projects on differing cultures within one society are _referred to as fm::ra-
cultural’ studies. Students very often choose to do such a project on ‘pre)u'chce or
‘race’, mostly for the best of possible reasons — they are conce_rned.ab'out racism 'and
injustice or, more positively, fascinated by a different perspective wm_hm their society.
Such studies, however, are fraught with the dangers of ethnocenmspl, ster.'ec.)typmg
and misunderstanding. I am not impartial on this matter. A fence-sittmg position can
easily support racism. I do not believe it is possible to be regred in the UK (white or
black) without subtly absorbing the images and themes which make up our past —a
colonial country in which the vast majority of people would not h'ave thought twice
about Jung’s statement, certainly when I was a child in the late fifties. _ _

1 would recommend that students do concern themselves with race issues but, in
choosing to do what might have seemed a simple project, there would need to be a lot
of preparation and groundwork on cultural perspectives and rhe‘language of racism.
For instance, I am very concerned when a student says, quite 1_nnocent1y, tl.1at she
wishes to get the attitudes of ‘coloured’ people in her smdy._ Will she use this term
with the participants and possibly alienate the majority, giving psychology a worse
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name than it sometimes has anyway? The researcher needs to investigate his or hep |
own sense of ethnicity first — white people often don’t think of themselves as ‘ethni¢* .3

in any way, the term having become a euphemism for the earlier euphemism of
‘coloured’, meaning ‘not naturally uncoloured like us’! The issue of language ig
crucial, since it is the conveyor of subtle, historically interwoven and politically
tangled concepts. The student/researcher should seek advice on all the terms to be
used in, say, a questionnaire or vignette. Deeper still, students/researchers should
study thoroughly their own politics on the relationship between their own ethnic
group and another. Are they ‘culture/colour blind’ host integrationists who believe
that somehow, some day all this bother should go away and eventually black people
will be and live ‘ust like us’? Or do they accept the similarity of people, but alsg
recognise the valuable richness of cultural diversity in a land which, like many others,
often tries to ignore the differences at the expense of the minorities, in an unhealthy
atternpt to pretend that the “majority’ culture is one, united, homogenous group? (see
bottom of Box 10.2)

This is a book on methods and statistics which could attempt to be ‘politically
neutral’ on these matters and argue that science and numbers are science and
numbers. In an important sense this is true and much of this book supports the
position. However, when people investigate people they interact and deploy the
strength of opinions. A teacher claiming that the variety of children in her class are
‘all the same colour’ is nor politically neutral. A researcher’s stance and attitudes will
undoubtedly flavour any research involving race. To find out about another group one
must be prepared to destroy stereotypes; one cannot enter with a hidden belief in
superiority, however subtle; only valuing and empathising with the group will
produce validity and this involves homework on one’s self.

READING ON RACE

As T write this morming there is an old controversial hot potato in the news which will
be interesting to follow. It is the re-emphasis on just why black people in the UK are
overrepresented in some psychiatric categories and receive higher levels of physical
medication (as opposed to psychotherapy). This is not a new issue and the reader can
get a flavour of race issues in psychology via arguments in psychiatry in Littlewood
(1989). A lively, readable introduction to the ways in which television and film subtly
poriray racial and cultural images, along with good history, arguments: and data
blowing any myth that ‘young people just don’t have race prejudice these days’ is
John Twitchin’s (1988) The Black and White Media Book (coupled with his
programmes of the same name and obtainable as training material from the BBC).

COMPARISON STUDIES ARE DESIGN FRAMEWORKS

A research study can have a longirudinal, cross-sectional or cross-cultural design and
stll be either experimental or not. Given the nature of the comparison designs, and
what they are most useful for, most studies using them are non-experimental. They
tend to be observational or make use of some test, scale or interview technique in
order to compare existing measured variables. If the independent variable focused on
is the two (or more) different cultures then the design is ex post facro, since the
investigator cannot manipulate the variable of cultural difference. The samples
studied would preferably be randomly selected. Equivalence of samples is, of course,
a huge issue and one I’ll leave you to ponder about since there is not room here to go
further. It would be easier to get two representative samples of university students,
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}l\_dv_antages :
Cin demonstrate universal development-
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es insight into quite different cuftural

= systems, beliefs gnd practices :

can provide reassesgment-of ‘home’
society's norms in cufturally. refative terms

Rich data

say,
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o Box 102 Advantages and disadvantages of cross-cultural studies
o (0.

Disadvantages :
Can support disguised ethriocentric
assumptions
Extremely costly and tithe consuming
Variables may not be cutturally cormparable
‘Difficulties of communication. Subtle
differences between ‘equivalent’ terms may
miake large difference
Can ignore the fact that the ‘home’ cufture
is not hormogeneous. British saciety
comprises many identifiable-cuttures which
include Afro-Caribbean, Indian (several.
separable cultures), Pakistani, Scots !
(rightand and lowlandy; irish, Welsh {north
and south), Geordie, Liverpudiian, and
Comish, to name a few

than two samples of working people or ‘villagers’, for instance. _ '
A true experiment occurs when one group of randomly selected children are given

a ‘treatment’ (say, special reading training), organised by the investigator, and
another group serves as control, whilst both are followed up over several years.

.
' GLOSSARY

% Large sample of people, often children,
! identified for longitudinal or: cross-
! ‘sectional study

Confounding in cross-sectional study

. when two different age groups have had
| quite different experiences - :

| Confounding occurring when one

! longitudinally studied group is compared
with another who have generally had

| quite different social experiences
View that a person’s-behaviour and
characteristics can enly be understood
through that person's own cuitural

, environment - '
Bias of viewing another’s culture from

" one's own cuttural Perspeciive
Psychological methodology developed by
anid within-one culture, not imported

~from another

cohort.

-cohort effect

- crogs-generational
" problem

cuttural relativity

ethnocentrism

indigenous psychiology
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C‘ompar;tive study of twé or more
different sacieties, or social subgroups.
Cpmparative study_of several groups
captured for-measurement at a single
time point.

Comparative study of several age groups,

 followed through over a relatively short

period

Corr-)parativ_e study of one group over a
relatively.long period (possibly including
a control group)

Comp.ar-‘ati,‘ve study in which a sample of
a specific age is selected each time the
study is run. It is:run at relatively long
intervals

—_—
——

——%——_l.

— e — e

time-lag study

types of study
cross-cultural study

cross-sectional study.

cross-sectional
short-term,
longitudinal study
longitudinal stisdy

NEW PARADIGMS

This chapter presents a summary of recent strengthening in the use of methods
often known as ‘qualitative’ or, to emphasise fundamental disagreement with
the traditional methods, 'new paradigm’. Here, methods are not just an
alternative set of procedures but incorporate a fundamental philosophical critique
of the traditional ‘positivist’, hypothetico-deductive paradigm within psychological
research. Positivism is the philosophy which sees only (nurmnerically) measurable
events as worthy of scientific study.

« Traditional quantitative methods have often produced relatively artificial and
sterile results, inapplicable to the realities of everyday human life.

 The alternative approaches presented here emphasise closeness to
participants and the richness of information produced when unstructured data
gathering methods are applied.

+ Action research involves intervention aimed at change; endogenous or
collaborative approaches aim to help participants evolve their own research
and processes of change, the former in communities, the latter often in
organisations,

* Feminist psychology emphasises qualitative and participative research
methods relatively neglected by the male establishment which has dominated
psychological research development.

*» Discourse analysis focuses on the ways people construct individual versions
of events through their conversation.

* Reflexivity demands that readers of research reports are made aware of the
relative nature of scientific views of the world through the author's discussion
of their work with the reader by some appropriate reflexive’ mechanism.

POSITIVISM

There is a debate which has raged on and off within psychology for a long time. It
started as far back as 1894 when Dilthey criticised the experimental psychology of the
time for copying the natural science model and for consequent reductionism in
explaining mental processes. It sometimes dies down but has been particularly potent
during the last ten to 15 years. It concerns whether psychological research should
follow closely the example of the natural and physical sciences which have been so
successful in advancing our understanding of natural phenomena. Their method has
involved careful observation, accurate numerical measurement and the assumption
that what cannot be so measured is not amenable to scientific investigation — a
position amounting to posrTIvism for want of a better term, though not everyone
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agrees on the precise meaning of this label. The overwhelming paradigm has been use
of the hypothetico-deductive method described in Chapter 1. A ‘paradigm’ is the
generally accepted method for conducting research and theory development. In
practice, if you don’t follow it you’re less likely to get research grants or have your
work taken seriously.

DOUBTS ABOUT POSITIVISM

In a nutshell the issue is: if we carry out research using the highly controlled
procedures and exact quantification of variables recommended by traditional science
and by most psychological textbooks, including this one in many parts, will we not be
gaining only very narrow, perhaps artificial, perhaps sometimes useless knowledge of
human behaviour and experience? Consider the following fictitious table of results
from an experiment where the independent variable was 20 common or uncommon
words in a list, presented one per second via computer screen, and the dependent
variable was the number of words recalled, order irrelevant, in each condition during
60 seconds after exposure of the last item.

Table 1 1.I Number of commonluncommon words recalled

. Number of words recalled:
Participant.

Common Uncommon
1 12 - S
2 13 10
3 7 6
4 5 4
5 18 12
6 |5 |2
6 12 6
7 I8 t0.
8 4 7
9 7 . 3.
10 12 6

This provides us with the not unsurprising information that infrequently met words
are harder to recall. The empiricist argues that, nevertheless, (and in the spirit of the
points made in Chapter 1 about ‘armchair certainties”) the research is required to
back up what {s otherwise only an unsupported, casual observation. A critic might
argue as follows: only in psychology experiments and party games do people have to
learn a list of 20 unrelated words. How can this relate to the normal use of human
memory which operates in a social, meaningful context? The results of the experi-
ment may be significant but they tell us little of relevance. The study gives us no
informaton at all about the participants® experiences. They all, no doubt, used
personally devised methods and found their own unique meanings in the combina-
tion of words presented.. This information is powerful and ‘belongs’ to the partici-
pants, yet is unused and is not asked for, which could even constitute something of an
insult to ‘subjects’ who participated in what, for them, was to be ‘an interesting
experiment’.

S h sk i Sl

i

New Parabpicms 171

It is also argued that memory experiments using unconnected words out of

. context, or even sets of nonsense syllables, which restrict the use of natural capacities,
’ éi’ve rise to unnecessarily simplistic models of the person and of the nature and
- gperation of cognitive processes.

EXAMPLES OF NARROWNESS AND ARTIFICIALITY

Similarly, many studies measure attitude using a scale of the kind we looked at in
Chapter 9. On this, each participant ends up with a single numerical value. On
political attitude, for instance, a person’s position may be represented as 34, where 40
is the highest value a ‘conservative’ (right-wing) person could score, the cher e1_1c.1 of
the scale being ‘radical’ (left wing). Using this system, we are assuming polmgal
attitudes to lie along a unitary dimension, whereas, in fact, if we as.ked peopl; in
depth about their ideas and principles, we would uncover various unique combina-
tions of left- and right-wing views which couldn’t, meaningfully, be averaged down to
a midpoint on the scale. :

Consider the measurement of your intelligence, and all that it means to you, as a
pumber not too far from 100. Think of the task of judging an anonymous person on a
five point scale, knowing only that the person possesses characteristics in the form of
single words like ‘confident’ written on a piece of card.

Harré (1981) argues that orthodox (positivist) research methods have led to a great
deal of irrelevance in, for instance, social psychological research. He analyses an
experiment in which women had to sit and look at themselves on a TV monitor for
one minute. The IV was then applied in that they heard a lecture on venereal disease
either straight away or four minutes later. They were then asked whether they would
contribute to a venereal disease remedial programme under certain circumstances.
The aim was to test the idea that heightened ‘self-focus’ would facilitate ‘helping
behaviour’. Harré argues that the ‘self-focus® device (watching themselves) com-
pletely trivialised the complex concept of self originally proposed by G. H. Mead.

THE ESTABLISHMENT PARADIGM

Working under syllabus requirements for students to produce strictly quantified data
and analyses, I have often been instrumental in helping narrow an originally rich
concept down to an empirically measurable one. For example, two teenage students,
intensely interested, understandably, in researching the self-concept among teen-
agers, have ended up counting how many more times girls used social terms to
describe themselves compared with boys, because this was a numerically verifiable
test of a hypothesis.

My own training taught me to treat all non-quantitative evidence with suspicion
approaching the hostile, and that information gathered without a prearranged
numerijcal scoring system and rigidly adhered to procedure had to be wide open to
vagueness, subjectivity and irrelevance.

Some would argue that this is an example of the establishment imposing the
traditional paradigm right from the start. Others argue that this focusing is necessary
in’ the interests of objectivity, clarity of thought and replicability. But it certainly
seems possible to achieve the requisite clarity of thought without a knee-jerk
reduction to numbers. Astronomers chemists and biologists don’t always count —
they look for patterns. So did Freud, Piaget, Bartlett, and many other psychologists
whose insights do not always fundamentally depend on strictly quantiﬁeld data.
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THE MAJOR OBJECTIONS TO THE TRADITIONAL PARADIGM s the positivist one, which embraces the traditional scientific (hypothetico-

plaCe i

) ) ) g rep. S, _ But there is not just one new paradigm. The term creps up in
Some of these have already been touched on in covering the more qualitative aspecig deducuve) nz ztd:l T'ile term is usec; by several people and groups with varying
of interviewing and observing, as well as in the case-study section. However, let’s put veral cont> pri.nCipleS el airms but with most of the objections above in common.

R o8 ckgrc;;gl Svsould agree with most, if not all of the following points:

?r;h?,s;chological research should concentrate on the {neanings 'of actions in a social
' ntext, not on isolated, ‘objective’ units of behaviour — holism, not ato@sm.

' = emphasis should also be upon interaction. Attribution, for instance, 1s not
2 g;eworlf of one person, but the result of negotiation between observer and

observed, the latter attempting to control or contradict attributions. ’
3 Mea_nings and interactions belong to social situations and contexts and can’t be
sensibly isolated from these. ‘
4 Research is therefore mostly naturalistic and qualitative. '
; 5 Research is conducted as closely as possible with the person(s) studied. A quote
from Hall (1975) makes this point:

Social science research often appears to produce a situation in which a
medical doctor tries to diagnose a patient’s symptoms 1‘51"0111 around ’the
corner and out of sight. The social scientist uses his instruments to
measure the response of the patient as though they were a kind of long
stethoscope. The focus of the researcher has been on de_velopmg a
better and better stethoscope for going around corners and into hogses
when the real need is for the researcher to walk around the corner, Into
the house and begin talking with the people who tive there.

1 Traditional research treats people as isolatable from their social contexts. It evep
treats part of people (e.g. their memory or attitude) as separable. ‘Subjects’ are tg
be treated as identical units for purposes of demonstrating the researcher’s
preconceived notions about humans which they cannot challenge. They are
manipulated in and out of the research condition.

2 Whereas we all realise that to know and understand even one’s good friends one
has to stay close, the researcher, in the interests of objectivity, strains to remain
distant. The researcher’s attitudes and motives are not recognised, revealed or
seen as relevant to the research process.

3 This objectivity is seen as mythical. The attempt to stay coolly distant, and the
quantitative paradigm, blind the researcher to his/her own influence and active
role in the research process which is a social context. When students administer
structured questionnaires to peers, for instance, the respondents usually want to
know what the student thinks and whether they believe all those statements which
the respondent had to check.

4 The experimental situation or survey interview can only permit the gathering of
superficial information. In the study of person perception and interpersonal
attraction, for instance, mainly first impressions have been researched with
traditional methods.

5 Experimental procedures restrict the normal powers of ‘subjects’ to plan, react
and express appropriate social behaviour in the context of the research topic. Yet
the investigator uses the results to make statements about human nature on the ™
same topic. The resulting model of the person is simplistic and mechanistic.

6 Deception can only falsify the research context and give quite misleading results,
besides treating the participant with contempt.

7 The relationship between experimenter and ‘subject’ is like that of employer—
employee. It is dominating and elitist. Hence, behaviour exhibited will mirror this
particular social context. This will also contribute to the resulting model of the
persor.

6 Participants’ own terms and interpretations are the most central data. To quote
De Waele and Harré (1979):

By taking participants’ interpretations seriously we gained the fal&ﬁga-
tion of reality which occurs when self-reports are con..ﬁned to the replies
to questionnaires etc., which have been devised in’ adx{ance by the
investigator . . . Participants, if allowed to construct their own inter-
pretations, often present a range of meanings a.nd reveal implicit
theories sometimes widely at variance with those imposed by the

investigators.

8 Highly structured research methods predetermine the nature of resulting This approach is exemplified in Marsh’s (1978) work on theil accoc;mtsaglv:;lagg
information. Theoretical frameworks are imposed on the participants. = football fans of the ‘rules’ of footl_)all terrace pehavmur. Marsh use ﬂ;ﬂ d%%ove
Questionnaires, for example, singularly fail to extract the most important i developed from Harré’s ‘ethogenic’ perspective, the perspective c‘)u e ove.
information from people. Information obtained is narrow, rarefied and 7 Some version of INDUCTIVE ANALYsIs is preferred to the hypothetico-deductive

S

unrealistic. o approach. In the former, theories, models and hypotheses emerge ff_OI_n the data-
9 Highly structured coding and categorising systems lose sight of the wholeness of i § gathering process rather than being confirmed by it. (Ironically, this is close tt%
the individual. = the philosophy of the early empirical method, where one was supposed to gather

data from the natural, physical world with no preconcegtions D )

Medawar (1963), however, has argued forcefully against the naive
assumption that one can approach any phenomenon, in _order to srﬂudy it, W‘lth
absolutely no preconceptions as to its modes of functioning — certainly not in the

SO WHAT DO NEW PARADIGMS PROPOSE?

Thomas Kuhn (1962) made the term ‘paradigm’ popular when he discussed ways in
which science goes through radical changes in its overall conception of appropriate ]

. . irs . . . 1 social world anyway. .
f;;iil:da;xlci sz’;e;l:;zdology. A ‘paradigm shift’ occurred when Einsteinian physics Inductive ley sis also involves the process of constantly refining emergent

categories and models in the light of incoming data.

it

The paradigm which ‘new paradigm’ psychological researchers are seeking o
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The value of this approach is particularly seen in its ability to permit
categories, processes, even hypotheses to emerge which might not have been
envisaged as present before research began, whereas traditional research strictly
defines variables and dimensions before data collection, such that data may be
distorted to fit the prearranged scheme.

8 Emergent theories are likely to be local, rather than massive generalisations
about the nature of human thought or personality.

9 For the more radical departures from the traditional paradigm there is a high
degree of participation by those researched in some or all of the development,
running and analysis of the research project. The extreme version of this
approach involves the target group acting as collaborative researchers with the
original researcher as a form of consultant and data organiser/analyst. Any
findings or interpretations are discussed and modified by the group as a whole i
its own terms. Reality is ‘negotiated’.

At the very least, though, most methods under the ‘new paradigm/qualitative’
umbrella involve the notion of a ‘research cycle’, gone round several times, in
which an integral step is to consult with participants as to the acceptability and
accuracy of emergent theories, models and categories.

10

QUALITATIVE APPROACHES

I had originally intended to head this chapter ‘qualitative approaches’ and take you
through a distinct set of methods. As it turned out, it made more sense to deal with
the quantitative—qualitative dimension as we went through observation, interview
and the like. The methods we have encountered so far which could count as
qualitative include:

* Open-ended questionnaires

* Unstructured interviews

+ Semi-structured observation

« Participant observation

« The diary method

» The clinical method (to some extent)

* Role-play and simulation (depending on particular research)

+ Individual case-studies |

Although these methods gather qualitative data, they are not all what one might call
‘qualitative’ in outlook, by which is meant that the research aim is to use the data in
their qualitative form and not extract from them just that which can somehow be
represented numerically. The data are retained in the form of meanings. In Chapter
25 we look at ways in which qualitative data can be dealt with. To the extent that data
are strictly categorised, coded or content analysed, the approach tends to be
positivistic rather than gualitative in outlook.

But it would be tempring to assume that all approaches which are qualitative in
outlook would automatically fall into this category of new paradigm. However, the
subterfuge and secrecy of much participant observation runs counter to several of the
principles outlined above. The people studied are often not participants in the
research, only the researcher is. The presentation of results can tend to deliver the
message ‘what fascinatingly strange people, and they’re organised too.’

e
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\RTICIPATIVE RESEARCH

. idea of people participating in research and collaborating with the researcher in
T'k:)iv'liﬁg the project is not new. Here is a quote from Madge (1953):

The techniques of experimentation which have so fax: been discusse(.i are
pased on those evolved in the natural sciences. Can it be that a radlc_ally
different approach is required in social science? Can the human beings
who constitute the subject-matter of social scien.c.e be n?garded,. not. as
objects for experimental manipulation, but as participants in what is beu;g
i,]anned? If this can be so, it requires a transformed attitude towards 5)9131
experiment. Traditionally, attention is concentFated on thg precautions
needed to objectify results, and this entails treating the participants as lay
figures to be observed before and after subjection to a senes of external
stimuli. In contrast, the new approach entails the acceptance and encour-
agement of conscious co-operation by all concerned. There are then no
longer an investigator and his passive subjects, but a number of human
beings, one of whom is more experienced than the others and has
somewhat more complex aims, but all of whom are knowingly collaborat-
ing in a research project.

What has increased in the 1980s and 1990s is the actual practice of such research and
the recognition of people as active enquirers in the research Process, so much so that
‘even the establishment body for academic psychology, the Bﬂnsh Psychologl.ca_xl
Society has recommended that the term ‘subjects’ be droppgd in favour of ‘partici-
_pénts’. The message has so far had little effect — as mentioned in Chapter 1, there was

just one use of the term ‘participants’, in over 30 opportunities in the Britisk Journal of

* Psychology from 1992 to mid-1993. However, these are early days for this change.

“This is not to say that there weren’t always some researchers using participative

techniques with a philosophy, not just an analysis of data, which was broadly

qualitative. Here are some research influences or strands of the general qualitative or
‘new paradigm’ perspective.

ACTION RESEARCH

First proposed by Kurt Lewin in the mid 1940s, this approach basically called for
research to be applied to practical issues occurring in the everyday social world. The
idea was to enter a social situation, attempt change and monitor results. This might
be setting up or contributing to a programme designed to raise awareness on dietary
needs or the dangers of smoking. The approach has been used extensively in the area
of occupational psychology concerned with organisational change. Associated
examples come from the work of the Tavistock Institute and their concentration on
‘socio-technical systems’. The emphasis here is on facilitation of a work-group in
developing human systems which counteract the otherwise .dehumanising influence
of machinery and technology. A guiding principle is that the researcher involves
representatives of, if not all, the work-group in the process of change. There are
‘examples as far back as Trist and Bamforth (1951) who reorganised workers in the
Durham coalfields and Rice (1958) who did the same in Ahmedabad, India.
Obviously, here is an area where the research aim and area lend themselves to a
qualitative and participative approach.
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ENDOGENOUS RESEARCH

'This is an import from anthropology, the originators of participant observation on 3

big scale. In this approach, rather than living with a community for a year or 8o, |
coming away, then publishing a report, the researcher involves members of the -
community in a research project on their own customs, norms and organisation in

their own terms.

COLLABORATIVE RESEARCH

Roughly speaking, putting the last two approaches together, we get the basis for
collaborative research, in which participants are involved as fully as possible in
research on their own group organisation. The researcher may have to lead at the
beginning but as participants realise the nature of the game they become more
centrally involved in the progress of research. In some cases the research is initiated
by an already existing member of the organisation or group.

This is particularly suitable where a group is planning or undergoing change and
requires evaluation. Participants take up data-gathering ideas, develop their own,
consider the researcher’s findings or analyse their own, and debate progress,
directions and results in group meetings. Collaborative research is not without
confrontations, but the idea is to build on these natural differences constructively,
The idea is also to end up with participants directing their own change, rather than an
outside expert’s research findings, about what is wrong and what might be changed,
arriving after research has been done on people. _

Sims (1981) set out to study ‘problem-generation’ in health service teams and:

found that, as the participants became interested in the issues, they took on their own.

lines of investigation. This caused them to consider group dynamic issues they’d

never thought about and created an atmosphere of awareness raising and con=

structive change. They were able to develop, with the researcher, many categories of
processes in problem construction which could be transferred (not without addition
and modification) to other group situations.

OTHER ROOTS AND SCURCES

Influences on this direction of research philosophy are numerous. Promine'nt among
them would be: humanism; phenomenology; existentialism; Marxism; the psychoan-
alytic tradition; Kelly’s repertory grid work; sociology’s ethnomethodology.

The approaches in general tend to be somewhat interdisciplinary, borrowing many
ideas from sociology and anthropology in particular. The areas tend to be social
psychology and, to some extent, the study of personality. The emphasis is always
completely practical and the approaches are at their best applied to problems or
challenges within the fields of educational, organisational, clinical or criminological
psychology (i.e. in applied settings).

A COMPLETE ALTERNATIVE?

Patton (1980), an evaluation researcher who advocates the use of a wholly qualitative
approach, argues that the hypothetico-deductive method is not bad or wrong, but has
simply overwhelmed research in psychology to become not just a major paradigm,
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¢ the only paradigm of which new researchers are aware. In advocating the
glitative approach he argues that the new paradigm is a ‘paradigm of choice’

+ween the traditional hypothetico-deductive and the alternative holistic, inductive

'E'm;atour (1987) argues that quantification is only one example of a more general

-ocess of deriving order and meaningful abstractions from data in science which can
%‘e wransferred. Quantitative and qualitative procedures are just different forms of the
inalytic practice of ‘re-representation’ in science. In other words, whether I measure

" what you say numerically, or re-describe it, what results is my summarised version of

what you actually said.

" A FEMINIST PERSPECTIVE

; A further and more recent new force within psychological research methods has been
-~ the arrival of serious challenges to the traditional research paradigm from the point of

view of the politics and ideology of the women’s movement.

. It is about as stunningly inappropriate that a male should author research on The
Psychology of Women (I still have the Penguin paperback!) as that white psychologists
should conduct studies on ‘the negro’ (as they once did).

The early stages of women’s research involved studies, under a conventional
paradigm, which destroyed (or should have) traditional stereotypes of women’s
nature or deficiencies relative to men. Research literature now contains a fair amount
of-sfereotype challenging and consciousness-raising work. This stage also challenged
the lack of female authorship and visible presence within the research community.
Parallels with racism occurred in that, even where women had produced scholarship,
this had somehow become marginalised or obscured. The overwhelmingly male-

- oriented and -dominated research community had edged such work to the
*periphery.

The content-oriented phase just described, however, though continuing, has led

~ on to a realisation by women involved in the research process that the conventional
~ methods which they have been using to develop the content are themselves largely the

product of a male research network and thought-base.
This is not to say that women would think, reason and conduct their research
utterly differently, given the opportunity. It would fall back onto old stereotypes to

- suggest that women didn’t zend to use quantification or feel happy testing hypotheses

statistically. The logic underlying chess, computer programming and the statistical
tests in this book are in a major sense neutral. But they have been ‘owned’ and
promoted for so long by men that it is hardly surprising that when women came to

- assess their values in the research process they were alerted to methods and research

relationships neglected or never taken up by male researchers, and felt by many
ft_emale researchers to be more valid in representing women’s experience. The
position is exemplified in Sue Wilkinson’s Feminist Social Psychology (1986).
Recognised as characteristic of a male approach to research and understanding the
world are: preoccupation with quantifying variables; an emphasis on control, mastery

.and manipulation; a tendency to remain distant rather than be involved with the

subjects of research; a preference for gadget-oriented research over naturalistic
enquiry; competition and ego building. In particular, Reinharz (1983) challenges the
conventional researcher’s pose of neutrality, where personal attitudes are hidden and
deemed irrelevant, and argues that researchers’ attitudes should be fully discussed
and their values revealed and clearly located.
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DISCOURSE ANALYSIS (DA)

An influential but controversial approach to research has been presented througy th
1980s by Potter, Edwards, Middleton and Wetherell (Potter & Wetherell, 1955
Edwards & Potter, 1992; Middleton & Edwards, 1990) which, as with :
approaches mentioned here, extends beyond specific method to an over-arch;
research paradigm, this one called ‘Discursive Psychology’
title). The approach wholeheartedly treats psychological topics, such as memory angd
attribution theory (two mainstream heartland topics), as processes of discoyys,
between people. Memories are noz close, or not so close, attempts at recalling ‘the
facts’ but are motivated constructions by people with a ‘stake’ in producing gy
‘account’ which may, for instance, suit their defences against blame or accountabiliy,

What people say, when memorising, cannot be taken as a rather opaque window ongg -l

cognitive memory processes. The scientific chase after these
producing much arid theory and artificial results.

Much of the controversial debate is beyond the scope of this book. The debate, gt
times, carries the image of David and Goliath. The flavour of the toing and froing of
debate can be gained from a read of The Psychologist, October 1992. The reason for
giving the issue some prominence here is that DA specifically discredits the metfiods
used, particularly in experimental psychology, and blames these for what they feelis g
distorted model of human cognition and social judgement. They place language as

processes is seen g

action ahead of language as represemration. They don’t believe that we can treat
guag y

psychologists’ language as a trusty, objective route to ‘what they really think’. DA
treats language as the constructor of wersions of truth as the language occurs. There are
an-infinite number of ways in which I can describe to you my (negative) views on, for
instance, traditional behaviourism or privatisation of welfare services. DA’s view is
not that these are all versions of some ultimate reality inside my head but that I would

redefine and negotiate my view each time I attempted to explain it, dependent on the =

challenges I receive, my listeners’ views, who else can hear, how formal we are and S0
on. Above all, my production is social action.

Whereas traditional psychology would look at all the factors I just mentioned and
say ‘that’s role theory’ or ‘there are plenty of experiments looking at how we change
our tone dependent on the listener’, DA’s emphasis is entirely on the discourse
involved in my production and how I handle it whilst trying, for instance, to maintain
credibility. In the ‘Discursive Action Model (DAM)’ (Edwards & Potter, 1992),
remembering and making attributions become redefined as action in the form of

reports (versions, accounts) along with accompanying inferences. The focus is not on_

these activities as the reflection of inner mental cognitions. When we remember and
attribute in real life, as opposed to the psychology experiment, our accounts attend to
blame, defence, accountability, explanation and so on. What we often do is to present
rememberings as fact when they are really constructions. The constructions use
devices, highlighted by DA researchers, which serve the purpose of undermining
alternative constructions. One device, for example, is that of the ‘extreme case
formulation’ — “Everyone gives their child a little smack once in a while, don’t they?’
would serve the purpose of justifying hitting children, a device Freud called
‘projection’, As we speak we often justify, whilst keeping the appearance objective.
The DA writers talk of ‘stake’ or ‘interest’ and that speakers have a dilemma of
trying to ‘attend to interests without being undermined as interested’ (Edwards &
Potter, 1992). It is often important to get one’s ‘account’ accepted as “fact’ hence the
use of impersonal language by authorities — using ‘one’ and the passive voice. We
need only think of the way politicians or ‘big chiefs’ phrase their accounts on

mogt’

(the 1992 publicagioy &
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jon to understand this. Much of the 1992 book, above, deals with Nigel
- on, Margaret Thatcher and the media. _ _
ik ’of DA’s major points against highly controlled experimental approach'es is
- materials often used (word lists in memory; ‘vignettes’ in social perception —
.?tfthgﬁ) take away the very essence of what people normally do when remembering
elp& ing — we engage in discourse with others or even with ourselves. It is not that
3 'Sf::sl everyone as little Machiavellis, constantly plotting and creating 'self-
rested accounts. Their emphasis is on studying mermory and othe'r uadlqonal
pic areas as the way things are done. We normally memorise or attribute with a
ose in a context that matters to us. _
1t is doubtful whether a movement spearheade_d by DA will 'eventually_ supplant or
“seriously challenge the current mainstream on its _home territory, fgr instance the
- nirive heartlands of perception, memory, attention, problem—§olv1ng and so on.
'gema'pproach has however quite healthJ:Jy rattled Fhe establishment (see .The
Peychologist articles) and produced innovative wo_rk, with valuable hufnan applica-
‘tions, hardly likely to have appeared..but for its approach - for instance, the
reminiscence work with the elderly of Middleton, Buchanan and §uurm0nd (1993).
There are strong criticisms of the DA approach, many in too com_plex a
philosophical form to present here but in practical research. terms the'followmg are
important. The use of ‘verbal protocols’ (see p. 11(_))' (e.g. Ericsson & Sl’mon 19845) is
4an example of qualitative data already used in cognitive psychology. DA’s ern_phaSIS is
entirely on language yet eye-witness testimony research has a lot to do with non-
wyerbal remembering. Many criticisms centre around the common concern about
" reliability and validity. How is one researcher’s ‘reading’. of a piece of discourse
checked against another’s? DA supporters argue that this is done, as elsewh;re,.by
persuasive argument, but the conventional system also has an agreed set of validating
‘rules’ (significance and all that) which this approach appears to lack. Baddeley
(1992) wonders whether DA may be producing ‘common sense drf:ssed up as
jargon’, and whether all answers in DA are treated as equaily true since none is
perfectly true. Hyman (1992) questions possible researcher and' de51gn_b1as and f_ear,s
e that discourse approaches may end up as just ‘a researcher’s ideas with examples’.
:1 Hitch (1992) argues that DA is valuable but should be seen as complementary, not

b an overthrowing alternative, answering its own questions about memory in ways that
71 - other researchers should recognise along with their own. My own view, as an analogy
1 here, is that whilst DA appears to be concentrating on how the traffic manages to get
j by and why it goes where it does, much (but not all) traditional memory research has

been geared towards understanding the engine (and physiologica'l psychology ‘has a
go at stripping it!). One worrying aspect of the DA versus conventional debate is DA
writers dealing with criticism as more discourse to be analysed rather the.m answqed.
This is similar to Freudian theorists dealing with criicism on an ad hominem basis by
analysing it in terms of their opponents’ unconscious and aggressive defences — thus
creating an irrefutable ‘circular’ theory.

REFLEXIVITY

One of the strong currents within DA and similar approaches, which to some extent
protects it from the criticism of irrefutability, is its strong relationship and comumit-
ment to the self-critical theme of rerFLExIviTY. This is a term developed within
modern sociology in the area of studies of scientific knowledge, but some .of its effect
is felt in psychology. The philosophy behind the term is recogni_sed, if not fully
accepted, by most qualitative or new paradigm researchers. This philosophy is of the
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type we have been discussing — opposition to positivism or ‘scientism’ apg
‘relativist’ view of knowledge. That is, sociologists studying the process of ‘doin,
natural science (producing theories, studies, conferences, journals, etc.) concludeq
that the notion of an individual studying and discovering natural, objective ‘fac’ts’.",‘-,a
an illusion and that any body of scientific knowledge is the product of social, culturg
historical and political processes. To get the flavour of this somewhat rarefied ‘coffee.
at-two-in-the-morning-ain’t-it-a-strange-world’ idea of scientific theory, conside;

this. Recently, as an MSc student, I argued that facts were sometimes facts (I Wa -
feeling a bit realist at the time) with a lecturer delivering the relativist point of view, ]
said, if there was a pool of petrol on the floor and T held a lighted match, our actiong =

would instantly demonstrate complete agreement about theory, prediction and fact.
Actually this was a bit unfair. What the lecturer perhaps should have done was tq
follow with, ‘But if I should ask you why does the petrol explode (after all we’re
discussing how people attempt to go beyond immediate perception) what would
happen? Personally, I haven’t a clue why petrol explodes but I can imagine a group of

people, some more scientifically wise than others, having a discussion about it. It’s ng_

use saying ‘because it’s volatile’ — this is a re-description of what happens. I can list

things that explode, and when they do, but this isn’t explanarion. Someone, who’s .':

done some chemistry A level, might tell us about molecular ‘vibration’ or ‘collision’,
but then tell us that lay people don’t properly understand what the scientist ‘really
means’ by ‘collisior’. You can imagine the breadth of possible explanations and
emphases which might emerge here, and (this is the heart of the argument) the social
forces which might lead to one view being better accepted by the group than another,
How much more so if the group were debating causes of aggression. Think what
‘evidence’ people generally have ready for such disputes. The relativist (or ‘con-
structionist’) view is that much the same process goes on, but very much writ large, in
the world of real scientists. Scientists, they argue, don’t discover pure, cold,

unarguable facts at a distance; rather, they construct wversions of the facts accordingio =

a host of schemata, pressures, socially accepted values and so on.

Having analysed the discourse and thinking of namural scientists in this way there
was an inevitable consequence. Rather like the animal in Yellow Submarine which
sucks up its own tail and thence itself, the spotlight fell on the construction of social
science as well. Writers became sensitive to their own construction of knowledge as
they produced and wrote it. They became acutely self-conscious about the process of
writing and analysing because they could see that they were just as ‘guilty’ of
appearing to produce compartmentalised and ‘objective’ knowledge, with the stamp
of authority, whereas their own knowledge must be just as ‘relative’ as any other. Ongi
technique to prevent readers accepting as fact what was being socially produced was
to make readers aware of this as they read. Texts were then produced which carried
markers to highlight this process and overall philosophy. Latour (1988) defines a
reflexive text as one which, . . . takes into account its own production and which, by
doing so, claims to undo the deleterious effects upon its readers of being believed too
little or too much.”

A general principle, then, is to take ‘methodological precautions’ which ensure
somehow that readers are aware of your own role in constructing what they are
reading, of your own possible ‘stake’ and so on. Mentioned above, Reinharz’s

! Latour (1988) argues that even the Bible was meant to be read this way, and was, until readers ‘

in the age of empiricism started taking it literally.
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Jhasis on researchers revealing and labelling their attitudes reflects this reflexive
mpbsophy as a strong theme in feminist psychological research.
The method by which texts become reflexive are several. My own humble example
the common ‘second voice’ technique is in Box 11.1. Texts also include
ommentaries by the authors or peers after each section. The relevance to psychology
¢ is that some research in this vein, often fieldwork and practically applied, is
= sented reflexively. Along with their raw data or analysis, researchers submit a diary
their thoughts as they gathered data, analysed it and constructed theory. They
omment on their own attitudes and possible biases in coming to this or that
onclusion or in proceeding this or that way in the research process. Rather than
footnotes, or doubts admitted to trusted colleagues in the pub, this material is seen as
equivalent in importance to the raw, summarised and analysed data.
“One of the difficulties with the development of this approach has been deciding
~when enough reflexion is enough. There has been a tendency to reflect upon reflexion
d upon these reflexions and so on (‘meta-reflexivity’), creating the obvious
ossibility of an infinite regress. A further difficulty is that, if a writer is telling you
ibout such constructionism in academic texts, their own text is included in the
| analysis, and the position becomes something like that of trying to deal with the
" Cretan liar: if all Cretans are liars, and a Cretan tells you this, what are you to
believe?

“THE CURRENT STATE OF PLAY

The philosophical issues surrounding the qualitative research debate are having an
“effect for certain. It is difficult to see at this stage how far-reaching the effect will be. It
is combined with, but not the same as, a strong trend towards humanistic
considerations in conducting conventional research. In fact, the most interesting
thing will be to see how the promoters of the radical views themselves cope with
becoming conventionalised. How will students be stopped from mere journalism?
How will radicalism in research be graded? Will the tables turn (as with long and
- short hair) so that students will soon be rebuked for having too precise a hypothesis?
And so on. The experimental and quantitative approach will no doubt ‘prevail’ for
some time, especially in its strongholds and where quantification is clearly useful and
productive. We need to know whether a child’s language is seriously delayed, for
instance, or whether perceptual task performance is affected in such and such an
environment, and what to do about it, without having someone constantly demand-
ing that we constantly reflect on our definition of ‘delayed’ and then comment on our
definition and so on. While this is happening the child may be disadvantaged still
further. :

In general, though, the debate will not just die away. There is an increasing use of
-qualitative approaches within psychological research to the extent of warranting a
review in the British Yournal of Psychology (Henwood & Pidgeon, 1992). This article
starts with the fundamental point that the qualitative—quantitative debate is zot just
about preferable methods for varying research contexts. It engages all the debate

- about experimentation, positivism, artificiality, political power of the establishment
-} . mainstream and the wrongness of ‘natural science envy’ which has been aired often
e o but increasingly by humanists, new paradigm researchers and others. This author

would prefer to see a less adversarial atmosphere in which each side agrees to work
Wwith and appreciate the value of the other. Both sides seem to succumb far too easily
to simple, insular stereotypes and old-fashioned, non-academic, supremely counter-
Productive hostility.
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Box (1.1 A reflexive ‘second voice’

COLLEAGUE: So why are you dabbiling in this reflexive stuff, Hugh?

HUGH: | wanted to show readers/students what it looks like, how it runs.

COLLEAGUE: Why not use an existing example then, like Woolgar's or Edwards and
Potter's?

HUGH: Well, that wouldn't work because it has to be live, that is, connected with
the ordinary text you're currently reading.

COLLEAGUE! While we're at it.. ..

HUGH: Oh oh, here comes an argument.

COLLEAGUE: ... how can you publish a traditional methods and stats text including

'radical qualitative’ material as well? Surely the two are mutually
incompatible — either you ally with one or the other?

HUGH: Not me. I've talked in the classroom for ages about the narrow nature of
many traditional studies. | didn’t discover the refreshing alternatives till a
few years ago. However, even though | know the qualitative, discursive
or reflexive approaches aren’t just same level, amicable afternatives, | still
believe you can't jump into them without an understanding of the
quantitative, traditional method and all its weaknesses. Controlled study
has its place, anyway, in the study of, say, vigilance or pattermn recognition,
or to dispute wild claims about the number of single-parertt children who
become criminals.

COLLEAGUE: Hang on, you're getting into a long speech there that's tumning into just
another way of lecturing your readers. Aren't you kind of saying that the
qualitative approach only has its place in ‘soft’ areas?

HUGH: | hope not. | take the discursive psychology point that, as Bartlett said, we
construct memory as an action. | understand that, in real contexts, as
opposed to the laboratory, we use memorising to explain, blame, self-
justify and so on. For me, though, I'm also fascinated as to how that
works inside our heads, how well we do this or that sort of material,
perhaps even what chemistry is responsible. To say that you can't get at
memory processes through people’s talk, and that therefore we should
concentrate entirely on what people do sounds depressingly like the old
behaviourist approach, as Neisser suggested — although Potter denies
that discourse analysis is a positivist approach.

COLLEAGUE! Well, that was a speech!
HUGH: Yup! | don't think 'm much good at this reflexive style . ..
COLLEAGUE! Well ... Edwards’ view in Discursive Psychology seemed to be that at least

a 'reflexive box' made readers aware that what they're reading is
discourse; there's no neutral language of description; in this textboak, as
in any other, you're constructing and manipulating; your knowledge is

localised' . . .
HUGH: Meaning!
COLLEAGUE! You have no absolute claim to the truth; you construct it as you see it.

Your first version of this box distorted some of the DA arguments. You
rely partly on colleagues’ views, on personal communicators about your
first edition, on textbooks more expert and complex than your own, on
journals, on friends, students and others' comments, etc.

HUGH: OK OK! Doesn't everyone?
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Sure, but they don't always write or produce books as if this were

true. ..
What about prefaces, acknowledgements, brackets, footnotes and all

7
tYh:5, but you must admit, most textbooks do very fittle self-reflection and
mostly appear to carry THE TRUTH. ' N '
§ suppose so. There certainly are a jot of unrecognised politics behind
several seemingly scientific texts I've seen on the natu.re—nurture,_ race
and intelligence issue. But | still believe many practical issues require
evidence (facts’ if you like) which is relatively incontra\{ertlble. accessible
and independent of slightly varying individual constructions.
Hram . . . when ['ve got more time I'd really like to give you examplles of
the irrational but powerful ways even ‘hard’ scientists dismiss ‘good
evidence ...
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GLOSSARY

Practical intervention in everyday - action research
situations, often organisations, using

applied psychology to produce change

and monitor results

Research in which participants are fully collaborative research

involved to the extent of organising their

own processes of change '
Qualitative analysis of interactive speech discourse analysis
which assumes people use language to

construct the world as they see it and

according to their interests

Research involving group members in eg?ogenous research

study of their own customs,
organisational norms and so on
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‘ Eknphasis on'women's perspective and © . . feminist pS).(c_hology PARTTHRETE
on methods suitable to research which '
intégrates gender politics
Work with qualitative data which i .. inductive analysis’

permits theory'and hypotheses to evolve

from the data rather than hypothetico-

deductive testing of hypotheses set
 before data is obtained

A prevailing agreed system of scientific. _ paradigm _

 thinking and behaviour within which SR

* research is.conducted S
Research in which participants are fully =i participative research i
involved : g
The scientific belief that hard facts in the  _ . positivism 4

world ¢an be discovered only through

r'neasurerhe_n’t of what is observable D l o .th
Work (research-or theoretical text) . . reflexivity L e a zn g w z

which includes sélf-criticism and alerts

the reader to the human subjective

“ processes:irivolved in‘preduction of the : d a t a
_text; it wamns the reader that knowledge
is refative to the writer's perspective 2
Belef that objective facts are an‘illusion relativismy

and that knowledgefis-constnjcted by
' each individual




MEASUREMENT

Precision in many areas of research requires quantitative measurement which is
_carried out at various levels. There is a strong debate about whether any variable,
“properly so-called, can escape some form of quantitative measurement.
Qualitatively different events can at least be counted or categorised and, strictly
speaking, a variable must vary in some quantitative manner.

« The levels at which data can be measured are: nominal, ordinal, interval
and ratio. The latter is a specific form of interval scaling,

Nominal level is simple dlassification. At ordinal level, cases are ranked or
ordered. Interval scales should use intervals equal in amount. Ratio scales
are interval but include a real zero and relative proportions on the scale make
sense.

Attempts are made to convert many psychological scales to interval level using
standardisation.

Many scales used in psychology can be called plastic interval because
numerically equal appearing intervals on the scale do not measure equal
amounts of a construct.

All variables can be classified according to whether they are categorical or
measured.

Measured variables may be measured on a discrete or a continuous
scale, Many variables in psychology are measured on discrete scales, where
there are only a limited number of separated points, but are treated as
continuous for statistical purposes.

Higher levels of measurement give greater amounits of information about the
original data or phenomenon measured.

Level of measurement limits choice in treatment of data, especially in terms of
the statistical significance tests which may legitimately be carried out.

_h_!IE'ASUREMENT ASSUMPTIONS IN ‘COMMON-SENSE’ STATEMENTS

Let’s start with two ‘common-sense’ statements which any two people might make
over the dinner table:

T think attractive people are more successful because they’re more likely to
be selected at interviews and to be given more attention generally.

No. It could be that more attractive people develop better social con-
fidence earlier on in life and that’s what gets them through interviews and
the like.
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Inside both persons’ heads there must be a concept (perhaps vague) of what coungs a
artractive. It isn’t a concept held uniquely by each individual since they are claj
that people in general, and fairly consistently, respond to the attractive qualities, To
prove their points through psychological research, each would need to operationqy;,

their concept of ‘attractiveness’ (and perhaps of ‘success’ and ‘self-confidence”), -Ind-

some way or other, values must be attached to different levels of attractiveness with
which we will be able to make comparisons. Many people will baulk at the idea g

reducing concepts like ‘attractiveness’ to ‘mere numbers’, yet numbers measyg, ©
quantity and quality; quantity or quality differences are implied in such statemen

as:

» Helen is more artistic than Clare

» George is a contemplative type whereas Rick is practical, energetic and impulsive
» Taureans are down-to-earth people

* Jason is far more intelligent than Jonathan

QUANTITATIVE AND QUALITATIVE DIFFERENCES

It may appear that a difference of quality, such as that expressed about George, does
not need numerical values to confirm it, but -how exactly do we know Rick is
‘energetic’ or ‘impulsive’? We must be comparing some things he does (how strongly
and how often) with their occurrence in others. We must define what counts as
energetic and impulsive and show that Rick is like this more often or to a greater
degree than is George. Hence, to demonstrate a difference, we would need some
numerical measure. This might be achieved by counting how many people assess
George or Rick as energetic, for instance.

Some would argue that the differences between people on some characteristics just =

cannot be meaningfully measured numerically. Differences in artistic quality, for

instance, need to be exemplified by contrasting pieces of work, not by counting how

often a masterpiece is produced. The hard-line quantitative view here is that,
nevertheless, there must be some quantification in any contrast, if only to say Jane is
like this and Robert isn’t (scores, or ‘codes’, of 1 and 0 if you like). A variable can’t be
a known variable unless its changes are somehow noticeable and measurable.

NOMINAL LEVEL OF MEASUREMENT

Categories

For some differences of quality we do not need to count in order to distinguish one
item from another. For instance:

* male and female
+ red, green and blue objects
* Roman noses and other noses

Here we do not need to count anything to decide which object goes into which
category. We simply compare each item with some learnt concept — what counts as
green, a Roman nose (shape) or a male. On occasion we may count number of
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Features present before categorising, for instance, whep deciding whether to categor-
a car as ‘luxury’ — how many luxury features does it have?

What matters for such categorisation is that we must be able to place each item in

st one category, for purposes of comparison. We might decide to categorise peopde

energetic’, ‘average’ and ‘slow’ for instance. A person is either male or female and

»t, when we use a nominal measure, be included in both categories because he/she
bit of both. Difficulties may arise in categorising a person as smoker or non-

ju

15 a . .. .. . .
smoker, EX(IOVert or introvert, optimist or pessimist, but nominal categories are
mutually exclusive. People and things are bunched together on the basis of a common

feature — Jason is not the same as Jonathan but they have maleness in common. All
£ ineievant differences are ignored for the measurement purpose at hand.

 Labels for categories

1f we were conducting a survey which investigated use of the college canteen, we
might like to count the number of people using it and categorise these. Table 12.1
might be used:

Table 2.1 Frequencies of people using the canteen

ategory | 2 3 4 5
' Students  Teaching staff ~ Non-teaching staff ~ Visifors  Other
650 34 43 17 2

The numbers given to the categories here are NOMINAL — ‘in name only’. Number 1
.(students) is not half of number 2 (teaching staff) or in any way prior to or less than
‘the others in quantity. The numbers are simply convenient but arbitrary labels for
_ identifying each type of person. We could have used ‘A’, ‘B’, ‘C’ etc. We are using
numerals (the figures 1, 2, 3 etc.) as labels only and not as real numbers — they don’t
in any way stand for quantities. Likewise, numbers on office doors don’t represent
quantity but places to find people in.

The numbers within each category are known as FREQUENCIES Or FREQUENCY
pATA. They represent the number of times an event in category 1, for instance,
‘occurred — presence of a student. These numbers are being used to count, they do
stand for quantities and are known as ‘cardinal’ numbers. Note that, from the
description of nominal data above, each person counted can only go in one category.
Hence, a member of staff also undertaking a course as a student at the college can
only go in one category, student or staff.,

Some examples of psychological data at a nominal level are:

Table 12.2 Number of children (average age 4.5 year—s) engaged in rype of play

parallel cooperative

non-play solitary associative
: i 8 5 17 23 6
Table 12.3 Oldtown by-election: number of voters by political party
Communist Conservative Labour Lib. Dem. Other
243 14678 15671 4371 5¢7.
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Table 124 Number of people smoking an average of N cigarettes per day = will give quite wrong results. Suppose we have to rank the scores of eight people

= general knowledge test shown in Table 12.6.

N= None  I-5  &-10 1120 2030 3140 414
65 45 78 3 TR 3

Score Rank of score

This last example is deceptive. The category titles do form a progressive scale (1-s, Person s 55
6~-10) etc. The essential point, however, is that data are represented in the form of | 2% 7'
frequencies in separate, exclusive categories, and there is no distinction betweey 2 14 l
persons within each category. i : 8 55
Comparison of the nominal level with other levels 5 15 3
Suppose I made a rather foolish claim that brown horses run faster than grey horgeg, 6 15 3
Suppose we observed a race in which there were 20 browns and 20 greys. We coulq 7 15 3
present the results of the race as in Table 12.5: 8 29 8

Table 12.5 Nominal level race results . The score of 14 is lowest and gets the rank one. In competitions we usually give the

winner ‘first” but in statistics it is less confusing to give low scores low ranks.

Colour of horse Persons five, six and seven ‘share’ the next three ranks (of second, third and

: Grey Brown i fou:m) In sport we might say ‘equal second’, but in statistical ranking we take the
Finished in top ten 3 7 median value (see next chapter) of the ranks they share. If the number is odd, this is
Finished in last ten 7 3 ust the middle value. From 2 3 4 the middle value is 3. If the number is even we take

‘the number midway between the two middle ranks shared. Persons one and four
IShare the ranks 5 and 6. The point midway between these is 5.5. If four people shared
67 8 9, the mid point shared would be 7.5.

Here we have converted data which was at a higher, more informative level (rRaTIO
data, which we will discuss below), into ordinal level data. The scores are ratio level,
the ranks are ORDINAL.

These are data presented at a nominal level. Each horse appears in one discrete
category, along with other horses. The columns represent a nominal category system
with two values — grey and brown, and the rows have the two values — “in top ten’ and
‘in last ten’. :

The result shows us that the browns did better overall but the differences aren’t
convincing enough to rule out the possibility that the greys might be the superior
group next time. Suppose the greys had come first, second and third? We don’t have
enough information. We need to be able to compare the performances of the horses in
the top and last ten places.

The nominal level of measurement provides the least amount of quantitative
information. In a strict sense, there is no real measurement going on, simply the

Comparison of ordinal level with other levels

If we presented the results of the grey vs. brown horse race at an ordinal level, they
might look like this:

Table 12.7 Ordinal level race results

(;".‘

classification of items into categories. Grey Brown
1 4
ORDINAL LEVEL OF MEASUREMENT 2 5
Ordinal numbers represent position in a group. They tell us who came 1st, 2nd, 3rd 3} 3 7
and so on in a race or test. They do not tell us how far ahead the winner was from the ¥ 8
second placed. They tell us nothing at all about distances between positions. It may 12 9
be annoying to be beaten by one-tenth of a second in a cycle race when you and the 13 10
leader were ten kilometres ahead of the rest of the ‘bunch’, but what goes on your - 14
record is just ‘second’. To the punter it doesn’t matter by what margin Golden Girl | 5 8
won — it won! | L6 19
HOW TO RANK DATA 1 2
Giving ranks to scores or values obtained in research is very easy but must be done in Now the superiority of the brown horses is very much in doubt. With seven out of the

a precise, conventional manner, otherwise the various significance tests based on top ten places and something in the top three we might have been convinced, but we
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now know the first three were greys. We certainly can’t say the browns are fyg;
overall. Of course, all the first 10 horses might have come in very close togethey. :
which case, coming first, second and third doesn’t demonstrate substantally gi‘éat 4
speed. What we need now is the actual #mes the horses took to run the course, Thi
will tell us whether the first three greys were well ahead of the browns or not.

The ordinal level of measurement provides more information than the nomip
level (it tells us the order of individual values) but less information than an intery
scale (we do not know the distance between people at various rank positons).

INTERVAL LEVEL OF MEASUREMENT

At the interval level of measurement we can talk meaningfully about distanceg
between points on the scale which, ideally, are all equal for equal units. That s, 10
15 minutes is the same interval as 20 to 25 minutes and 30° to 35° is the same interyg]
as —10° to —5°. We must be careful what we mean though, by saying that interyajs
are the same. In the temperature example, what we mean is that the measuring system:

used, expansion of mercury say, changes by equal amounts for equal numerical units..

What we can’s say with temperature is that 30° is twice as hot as 15°. This is becayge.
the scale is not at the raTIO level — to be dealt with in a moment. Neotice, first, th

many scales appearing to be numerical and interval are not anything of the sort. Take;

for instance, the marking of essays in college. In many institutions, 40 is a pass mark.
and very few people get more than 70. It is not possible to claim that the distance
from 0 to 40 is the same as the distance from 40 to 80, or that 35 to 40 is the same size

interval as 70 to 75, especially where, as is often the case, all fails are given between:

38 and 40! There are even cases of these marks then being added and averaged as.if
they measured uniform amounts. In fact, what is really happening to work a lot of the
time is that it is being ordered relative to present or past equivalent work. Some
departments now have complex grading criteria but it is usually difficult to discoy
what exacrly were the grounds for an essay achieving 63, say, rather than 67, other
than that the one marked 67 was somehow berter.

This problem of making artificial, judgement-based measurement systems appear
as interval scales is acute in psychology. Philosophical problems occur around the
issue of whether psychological scales measuring such variables as intelligence,

strength of attachment or achievement motivation are really the interval scales they
appear to be at first glance. If these were true interval scales, it ought to be the case
that, for instance: ‘

a) Two children scoring five and eight respectively on an achievement scale are as far

apart in motivation to achieve as two children scoring nine and 12.

b) Jane, whose IQ is 100, is as far ahead of John (IQ 80) in intelligence as Jackie (IQ -

- 120) is ahead of Jane.

In practice, these ratios don’t make sense for most psychological scales but it is the
goal of PSYCHOMETRISTS (those who construct psychological scales of measurement)

to approach ‘the criterion of equal intervals for their scales. In part, this approach is 3

made through the process of standardisarion explained earlier. By contrast, a true
interval scale is exemplified by temperature. There is a regular underlying physical
change for each change of 10° on our thermometer although, of course, each regular

change is not felt as equal by us. It might be argued that the underlying change for IQ -

is the number of items answered. correctly and that therefore the interval from 80 to
100 75 equal to that from 100 to 120.
There are two arguments against this:
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om 4 SCOTE of 80 you don’t necessarily need twice as much extra intelligence to

e 120 as you do to score 100. In the same way you don’t need twice the arm

35 or twice the muscle to throw a ball twice the distance someone else did.

This is 2 point where we can see the danger of REIFICATION of the concept of
elligence as if, because we can apply numbers to it, it must exist as something

<ith quantty. ,

! + carinot be assumed that all items in the test are equally hard to answer, so can

claim that your score of 110 is equal to my score of 110? Likewise, it is

= ometimes argued, one person’s score of 15 words recalled in a verbal memory

est cannot equal another person’s score of 15 because some words are harder to

retain and recall than others and some combinations may have special meaning

“for one person.

= is is a somewhat hair-splitting argument. Generally speaking, psychologists use

! stical tests and treatments which require interval level data even when they are

asuring intelligence, achievement and the like. It is assumed that the measure-

mnts are on a scale with approximarely equal intervals and that the researcher will be

e to recognise when the assumption of equal intervals is affecting the treatment of

ults in a serious way.

STIC INTERVAL SCALES — A useful term for the scales that abound in psychological
search, where some numerically equivalent intervals are almost certainly not the
ame size as others, is PLASTIC INTERVAL. I discovered the term in Wright (1976) and
t suits those data where you can say: “Well, it looks like interval data but obviously it
sn’t since we’ve invented the scale, it’s not standardised and you can’t say that
tances at the extremes, measured by 1 to 2 or 9 to 10, are the same in size as
tances in the middle, say 5 to 6°.

. When research produces data which are a human estimate, especially if based on
arbitrary scale, it is safer to assume that ratings are plastic interval and should be
educed to an ordinal level.

— Scores given to individuals should be placed in rank order. This will then mean
“that a less sensitive statistical test must be used, called ‘non-parametric’ (see
“Chapters 15 and 16).

- Here are some examples of human estimates on an arbitrary scale:

il

People are asked to estimate how masculine or feminine they are on the following
cale:

1 Feminine Neutral Masculine

- 10..9..8..7..6..5..4..3..2..1..0..1..2..3..4..5..6..7..8..9..10

2 Observers rate, on a scale of one to ten, the level of intimacy displayed by two
people in a conversation.

] THE LIMITATION OF SOME INTERVAL SCALES

Isaid above that we can’t say that 30° is twice as hot as 15°, Of course the number 30

is twice 15. But just consider what happens when we convert to Fahrenheit. Now the

values are 86°F and 59°F. The proportions of heat haven’t changed, only the system
of measurement has. Each scale has a different and somewhat arbitrary zero point,

. depe_ndent upon the physical change used to measure temperature. Likewise, 100 is

arbitrarily chosen to represent the average IQ of large populations and people score

- Somewhere between 0 and 24 on Eysenck’s (1975) exiroversion and neuroticism

ensions. It doesn’t make sense to say that someone scoring zero has no
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extroversion or anxiety, or that someone can have ‘zero intelligence’ as measure;

an IQ test. :
FORALE L 4

RATIO LEVEL OF MEASUREMENT

Scales with a true zero are known as rRaTiO scaLgs. Examples are: time, distance, and
most measures of physical qualities. Don’t worry that time appears here again, 4]
ratio scales are interval scales first. In our horse race, if Golden Girl completeq the
distance in eight minutes whilst Jim’s Choice took 16 minutes then it certainly make, *
sense to state that Golden Girl ran twice as fast as Jim’s Choice. Remember that ¢
wasn’t sensible to say that 30°C was twice as hot as 15°C. In this case all the horseg
are timed from zero minutes and this is the real zero mark. Similarly, if you recall 15
items from a word list and I recall just five, then your performance on this task (not
necessarily your memory in general) is three times better than mine. On a ratio scale, -
negative numbers have no meaning. You can’t recall minus three items and the ﬁmé ;

{nterval/ratio level

Time intervals:

MEASUREMENT
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! T [ | T ] I ! T | ! ] |
1>m 144 142 140 138 136 134 132 130 128 126 124 122 120

of 3.29 p.m. is irrelevant to timing horses from 3.30 p.m. The hallmark of a ratip o8

scale is its possession of a true zero point.

In practice, as a student of psychology, you will not need to worry about the
difference between interval and ratio scales except to state what the difference is, For
the purposes of choosing an appropriate statistical test, covered in Chapter 24, they -
can be treated as the same thing and you need only justify your data as being at Jegy

interval level status.

Comparison of intervallratio level data with other levels

Results of our horse race might look like Table 12.8 if presented at a ratio. level of

measurement:

Table 12.8 Time taken to cover course (in seconds)

Colour of horse

Grey Brown ;
120 123 4
12 124 4
122 126 4
127 u
128 i
129
130 E

|37 5

138 &

139

140

141 145

142 146

144 147

Now we have the fullest information we can get on how fast the two groups of horses
covered the race distance.

Notice that, as the level increased from nominal to ratio, we gained more specific
information at each level. I hope Figure 12.1 makes this clear. The additional

B BBG GGGG GG BBBBB BBGGG
‘ordina| level
~ " Final positions:
BBBGGGGGGGBBBBBBBGGG
¢ Nominallevel
| Categories:
Bottom 10 Top 10
BBB BBBBBBB B = brown
GGGGGGG GGG G = grey

Figure 12.1 Levels of measurement and information obtained

information might have enabled us to be more confident about my original
hypothesis. As it is, we are now, I hope, not at all convinced.

Interval and ratio levels of measurement give us the greatest amount of information
in measuring a variable. We need at least interval-level data in order to conduct
PARAMETRIC TESTS.

Reducing data from intervallratio to ordinal level

- On inspecdon of a table of data you will often find two columns of figures, one the
. interval or plastic interval level data, and the other being the set of ranks to which the
first (interval) set has been reduced. This has occurred in Table 12.9. The data on the
left were truly interval; those on the right were unstandardised. Plastic interval data,
as these intimacy ratings probably are, are best reduced to ordinal data since an
ordinal level test is more appropriate for them.

Table 129 Reduction of data (interval to ordinal level)

P % - Reaction time (sec.) Rank Intimacy rating (max. 10) Rank

: E 0.067 } 7 4

g o 0078 3 6 25

= B 0.091 5 5 l

: 2 0.089 4 6 25
f 2 9 5

- 0076

| It is easy to spot the column which is of ordinal data. It will usually have the title
i ‘rank(s)’ at the top of it. Anyway, the column of ranks is the ordinal data set.
g Reducing data from intervallratio to nominal level

It is quite common to reduce dara like that shown in Table 12.10 to a nominal level
by grouping together those above and below the overall mean for the whole sample
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Table 12.10 Data prepared for reduction

'No. of anxiety indicators observed
High competitive children = Low competitive children

!

! 14.0 10.0 -
210 6.0
7.0 13,0
130 50
18.0 1.0
Mean (4.6 Mean 9,0 -
Mean forwhole group = 1.8

and comparing this with another variable, in this case, high and low competitivenesg, |

The data, reduced to nominal level, are shown in Table 12.11.
Table 12.11 is obtained by noting that four children in the high competitive group
are above 11.8 (the average anxiety score for all ten children) and only one below.

Table 2.1 Reduction of data (interval to nominal level)

Level of competitiveness _"1

High Low q

Anxiety indicators =
‘Above mean 4 | &
Below mean ) I 4 :

3

CATEGORICAL AND MEASURED VARIABLES — A CATEGORICAL VARIABLE is what we have
introduced in talking of a nominal scale — one in which there are discontinuous,
qualitatively different categories into which we can simply count instances (fre-
quencies). In this contrast, all variables which can at least be ordered are, in some
sense, MEASURED, but these, in turn may be divided into those which are mruly
continuous and those which are discrete — see below.

CONTINUOUS AND DISCRETE SCALES OF MEASUREMENT

All the scales mentioned can be divided into two categories: continuous or discrete.
On discrete scales each point is entirely separate from the next. It is not possible to
have two-and-a-half children, for instance. In a memory experiment you can only
recall a discrete number of words — although the mean may take a non-existent
individual value of 14.3. Both these scales of measuring individual cases would be
DISCRETE — see Figure 12.2. On coNTmNuous scales there is no limit to the sub-
divisions of points which can occur. It is theoretically possible to measure your height
to the nearest thousandth of an inch: technically this might be difficult and in
practice, hardly likely to be useful.

Interval and ratio scales can be either continuous or discrete. Nominal data can
only be discrete. Ordinal scales generally have 0.5 as the smallest unit.

In general, psychological scales, such as IQ, and measures like number of words
recalled from a 20-word list, are treated as continuous for statistical purposes, but an
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O O O O O
E] 1 2 3 4 5
~ A measured discrete variable

[BAREAENEEE RN NSRS

/ A measured continuous variable

ﬁgure 122 Categorical, discrete and continuous variables

A categorical variable

A measured variable

"importam difference is that with a truly interval scale we avpid t‘he issue of measuring
1o the nearest thousandth of an inch or whatever by using #nzervals. We say that
someone’s height is between 174.5 and 175.5 cm rather than that they are exactly
175 cm tall (explained further under ‘Range’ in the next chapte_r). There would rarely
be.anyone exactly 174.50000 cm tall, falling precisely on the interval boundary, so,

" should this rare event occur, we could place them in this interval, or the preceding

one, by the toss of a coin.

Variable not measurable on a linear scale categorical variable

d'which has only discrete values _

Data presented as numbers of cases in .
ecific categories

Variable which is at least ordered

tPerson who develops psychological
éasures and attempts to standardise
 the scales up to an interval level of
imeasurement

“Difference between cases in kind and not
“numerically measurable, though being
/different can be counted

Difference between cases measurable by
- number

frequency data

‘measured variable

psychometrist

qualitative difference

quantitative difference

scales/levels of

meéasurement’
| Scale on which it is always: (théoretically) -continuous
i-possible to subdivide units of
measurement
| Scale containing only separated values of discrete

_tbe' variable measured
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Level at which each unit measures an interval
equal amount

Level at which Aumbers, if used, are _ nominal
mere labels; these labels identify discrete '

categories of a categorical variable into

which cases are sorted

Level at which cases are arranged in rank ordinal
positions
Scale which appears to be interval but plastic interval

on which equal numbers do not
measure equal amounts

Level at which each unit measures an ratio
egual amount and proportions onthe
scale are meaningful; a real zero exists

EXERCISES

I Find one example of each level of measurement from any text books (on psychology) you
have available.

2 When judges give their marks in an ice-skating contest for style and presentation, what
level of measurement is it safest to treat their data as?

3 A set of surgical records classifies patients as ‘chronic’, ‘acute’ or 'not yet classified’. What
level of measurement is being used?

4 At what level are the measurements in Table 12.12 being made?

5 Which of the boxes, a 1o d, in Table 12.12, contains the most sensitive or informative
level of measurement?

Table 12 12 Exercise 4

a) Placings of b) Time taken c) Po_pularity d) Riders stil  Riders so far

top five Fiders in 50 fa¥ on whole rating (max..  in race dropped out
Tour de France, face 20) (fictitious), (fictitious)

13 July, 1993 '

Indurain ! 35h29m25s 12 121 77
Breukink 2. 35h3Im0s 15

Bruyneel- 3 35h3tmb55s 18

Bugno 4 35h3Im57s 10

Riis 5 3/h31mi59s 13

6 Your daughter argues that, since she came top in each of the three maths tests held in her
class this year, she must be far better than all the other pupils. What might you point out
to her? (Would you dare?)

7 Think of three ways to measure driving ability, one using nominal level data, one ordinal
and one interval/ratio.

8 Can you change the data in Table 12.13 first to ordinal level, then to nominal level? The
blank tables are for you to fill in. For ordinal level, treat all the scores as cne group.
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{2.13 Exercise 8

Table

5 'a:) Time taken to read: b) Ordinal c) ‘b:ommal

£ (seconds) level level
‘Consistent  Inconsistent Consistent  Inconsistent

b story story story story

B 427 138

Lo136 154

l 104 138

G| 17

152 167

Ll |17
127 135

o138 149

©l45 151

| Mean of all times: (%) = 1343

9 Below are several methods for measuring dependent variables. For each measure decide
what level of measurement is being used. Choose from:

| Nominal 2 Ordinal 3 Interval 4 Ratio

a)

b)
o)

People are interviewed in the street and, on the basis of their replies, are recorded as
either: pro-hanging, undecided, or anti-hangingl '

Stress questionnaire for which various occupational norms have be;en established
Photographs organised by participants according to level of attractiveness as follows:

Photoss FCBGEAHD o
Most attractive < — Least attractive

Participants’ estimates of various line lengths

Time taken to sort cards into categories .

Number of people who read: The Sun, The Times, or The Guardian

Participants' sense of self-worth, estimated ona :scale of I-10

Participants’ scores on Cattell's |6PF questionnaire S

Distance two participants stand apart when asked to take part in an intimate
conversation, measured from photos . '

Critical life events given positions |10 according to their perceived importance to
each participant.
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TATISTICS ARE A SELECTION

1n this section, we are looking simply at the ways in which s‘tsiltistical informguon can
- presented. Statistical information follows from organising the numen_cal data
: -bcdfered during quantitative research. Most research gathers far 00 much mformz}—
“'n'?m for every little bit of it to be presented. W_hen a survey of voting prefe‘renc_e is
' -onducted, or an experiment is run on 35 participants, it is not useful to be given just
5 RAW DATA, that is, every individual’s answers or scores. We expect to be given a
Sd,i:nmaty of the data which highlights major _tr.end.s and differe:n_ces.. Howeve‘l;';il 11t bls
jmportant to note that the very act of summarising introduces distortions. We e

DESCRIPTIVE STATISTICS

given what the researcher decides is the most important_ information and. I‘:hl.S will be
presented in what is believed to be the most appropriate manner. Pohnc‘:lans_and
companies, among others, are renowned for presenting data in the be_st possible light.
A psychologist should be looking at the best way to present dat'a only in terms of what
gives the clearest, least ambiguous picture of what was found in a research study.

This chapter concerns the ways in which data can be described. Sample statistics
usually include a measure of central tendency (mean, median, mode) and
a measure of dispersion (range, semi-interquartile range, mean
deviation, standard deviation and variance, the last two being most
common for interval level data).

* Sample statistics, at interval level, are often used to make estimates of
population parameters. This is a powerful technique employed in
parametric tests.

The appropriateness of the statistic depends upon the level of
measurement of the data.

Large sets of data form a distribution and these may be represented in
several ways. They may be divided into categories and presented as a
frequency table. Statistics of distributions include percentiles, quartiles
and deciles.

A frequency distribution may be represented graphically as a histogram,
where all data in a set are displayed by adjacent columns. In a bar chart only :
discrete categories of data are presented for comparison and this must be it
done fairly, without visual distortion,

Other graphical forms include the frequency polygon, line chart and
ogive. In recent years the techniques of exploratory data analysis have .
been promoted with an emphasis on thorough examination of patterns before - Table 13.1 Number of seconds five=year-old nursery class children ‘spent talking in a ten-
submitting data sets to tests of statistical significance. Two methods are 1 minute observation period, by sex

included here: stem and leaf diagrams, and box-plots. i
The normal distribution is an extremely important distribution shape. Data
approximating to this shape can be tested with the most powerful significance

BUT | CAN’T DO SUMS!

As with many ideas in this book, the things we will study are b'ased on everyday
.common-sense notions you have undoubtedly used before. Even .1f you hate maths,
dread statistics and have never done any formal Yvork in thJs_ area, 'you haye
undoubtedly made statistical descriptions many times in your life wn:.hout necessarily
being aware of it. You may believe that only clever, pumencally minded pepple do
this sort of thing, but consider this. Imagine you have just come k%ome from your first
day on a new college course and I ask you what your cla:ss is like. You would not
proceed to tell me the exact age of each class member., Th_ls could take far too long.
You’d be likely to say something like ‘Well, most people in the class afe around 2.5
years old but there are a couple of teenagers and one or two are over 40. : You have in
fact summarised the class ages statistically, albeit rather loosely too. FusF you gave
me a rough AVERAGE, the typical age in the group, then you gave me an idea of the
actual variation from this typical age present in the group. Let’s look at these aspects
of description in a little more detail. Have a look at the data in Table 13.1.

Child Male Child Female

techniques and estimates of underlying population parameters can be made | 132 6 332
from sample statistics. 2 34 7 345
* z-scores are deviations measured in numbers of standard deviations and on 3 o 8 289
the normal distribution they cut off known percentages of the whole 4 237 . 2 203
-distribution, 5 450 10 367

* Distributions with substantially more scores at the high end of the
measurement scale are said to be positively skewed. The opposite s a
negatively skewed distribution. If a skewed distribution shows bunching at
the top end because too many people score the maximum or very near i,
then the variable measure shows a ceiling effect. Its opposite is a floor
effect.

. '[‘)':it:’i:ftions i e ciinet humes”(igher frequencies) are known as bi- ] ] Overall, the girls speak just about twice the amount that boys do. We could see this by

looking at the average for each group. But not only this, the boys’ times vary very
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widely compared with the girls’, from as little as five seconds to nearly the higheg,
girl’s time,

We shall now introduce two formal terms which are used to describe these two
aspects of group data description.

CENTRAL TENDENCY This is the value in a group of values which is the most typical for
the group, or the score which all other scores are evenly
clustered around. In normal language, this is better and more
loosely known as ‘the average’. In statistical description,
though, we have to be more precise about just what SOrt of
average we mean.

This is a measure of how much or how little the rest of the
values tend to vary around this central or typical value.

MEASURES OF CENTRAL TENDENCY

DISPERSION

THE MEAN

In normal language we use the term ‘average’ for what is technically known as the
ARITHMETIC MEAN. This is what we get when we add up all the values in a group and
then divide by the number of values there are. Hence, if five people took 135, 109,
95, 121 and 140 seconds to solve an anagram, the mean time taken is:

135+109+95+121+140 600
5 = T = 120 seconds

Calculation of the mean
Term used: (%)

P
Formula: % = =

Procedure: 1 Add up all values
2 Divide by total number of values ()

"This is our first use of a ‘formula’ which is simply a set of instructions. You just have
to follow them faithfully to get the desired result, rather like following a recipe or
instructions for Dr Jekyll’s magic potion. The formula above tells you to add up all
the scores (£X) and divide by the number of scores in the sample (N). There is a
section at the end of this chapter on notation (e.g. $) and the rules for following a
formula. I hope this will help you if it’s some time since you did any ‘sumns’ or hated
them (or thought they were pointless). Rest assured that the only mathemarical
operations you need to perform, in going through this book, are the four junior school
operations (+ — X +) and squares (which are multiplication anyway) and square
roots (which are always found at the touch of a button). All work can be done on the
simplest of calculators but, of course, and certainly towards the end of the book,
computer programmes can make life a lot easier.

Advantages and disadvantages of the mean

ADVANTAGES — The mean is the statistic used in estimating population parameters
(see page 211) and this estimarion is the basis for PARAMETRIC TESTS (Chapter 17)
which are powerful tests used, among other things, to show whether two means are
significantly different from one another.

Very often the mean is not the same value as any of the values in the group. It acts

li
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ke the fulcrum of a balanced pair of scales sitting exactly at the centre of all .the
aviaTIONS from itself, as I hope Figure 13.1 illustrates, using the anagram time
s from the previous example. A ‘deviation’ is the distance of a score from its

group mean.
e | 35
(d=15)
95 o A A
=-25
@=2) EEE 121
; (@=1
@=-1n e | 40
(d = 20)
L L L | |
90 100 110 120 130 140 150

(d = distance from the mean)

Figure 13.1 Posttion of the mean

The positive and negative distances from the individual scores to the mean exactly
cancel out. ([—25]+[~11]+1+15+20 = 0) This can only happen because the
mean takes an exactly central position on an interval (and continuous) scale. This
makes it the most sensitive of the measures of central tendency covered here.

DisabvaNTAaGES — This very sensitivity, however, can also be something of a
disadvantage in certain circumstances. Suppose we add a sixth person’s value to our
set of anagram solving times. This person had a bad night’s sleep an'Ei. doe:sn’t
particularly like doing word games, having had an exceptionally competitive sister
who always won at Scrabble. This person sits and stares at the anagram for exactly
eight minutes before getting the answer. Our mean for the six values now becomes:

080
M = 1_8_. = 180 seconds

6 6
180 seconds is just not representative of the group in general. It is a highly misleading
figure to describe what most of the group did. Five out of six people topk a.lot less
time than this to solve the anagram. A single extreme score in one duec_non.(an
‘outlier’) can distort the mean (see Figure 13.2) (whereas extremes in both directions
tend to cancel each other out).

THE MEDIAN

" Using the median gets us around the difficulty for the mean outlined just above. The

median is the central value of a set. If we have an odd number of values in our set d?en
this couldn’t be easier to find. The central value of our first five anagram solution
times above is the third one. To find this we must first put all five in numerical order.
This gives:

95, 109, 121, 135, 140 Th_e median is 121 (¢))

If there is an even number of values, as with our sixth person’s time added, we take
the mean of the two central values, thus: '
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| hear that on
average we all
earn about £100 000 a
year in this place

ENTREPRENEURS ud“f-;?

‘ A few extreme values, or even just one, can seriously ‘

distort the information conveyed by the mean.

Figure 13.2 One rogue value can distort the mean

121+135

95, 109, 121, 135, 140, 480 The median is

@

Notice that this value is still reasonably representative of the group of values.
Calculation of the median
ProcepURE

1 qu the MEDIAN POSITION or LocaTion. This is the place where we will find the
median value. This is at

N+1
2
2 If Nis odd this will be a whole number. Above (1) we would get
5+1
—_— T 3
2

The median is at the third position when the data are ordered.
3 I Nis even the position will be midway between two of the values in the set. In
(2), above, we get !
6+1
=35

2

Tlée mgdian is midway between the third and fourth values when the data are
ordered.

If there are a very large number of scores, purting these in order can be very tedious
and the following formula for ties could be used instead.

WHEN THERE ARE TIES — Thin_gs are a little tricky when ties fall at the median position,
although many textbooks omit to mention it, obviously concluding that ignoring tes

will make little practical difference, which is true. However, the formula below is also
useful for large data sets.

Consider the following set of values: 7,7, 7,8,8,8, 9,9, 10, 10

The. eights are ass.ume_d to be contained somewhere in the interval 7.5 to 8.5, (For
clarification on this point, see the remarks just under the heading The range, below,
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n page 197.) The median is a point within this interval which would leave two of

e eights below it and one above. The best way to estimate this point is to take a
ue two-thirds of the way along this interval. The interval is one unit so two-thirds

Jlong is 0.66. Add this to 7.5, the lower limit of the interval, and we get 8.16 as the

~ edian. There is a formula for calculating this value exactly when necessary. It is:

Ni2-F
* Median = L+ Xh
* where:
[ = exact lower limit of interval containing median
F = total number of values below L
fo = number of values in interval containing median
n = size of class interval
N = number of values
So, substituting here we get:
10/2—-3
75+ —X1=8.16

3

This formula is particularly useful when data are grouped into categories which
spread across several values. This occurs in Table 12.4, in the previous chapter on
measurement, where smokers are grouped into categories based on how many
cigarettes per day smoked. The categories 1-5, 6-10, 11-20 etc. are called crass
INTERvVALS. Notice that in this example they are not all the same size. Here, it is
difficult to see where the median could be. There are 238 cases altogether so the
median is the value above and below which 119 of all cases fall. This must be
somewhere in the 6-10 category. We assume that values in this category are evenly
spread throughout it. This is what our formula is based on. So Lis 5.5, Fis 110, fis
78, his 5 and N is 238. The median is 6.08. :

Advantages and disadvantages of the median
Easier to calculate than the mean (with small groups and no des)
Unaffected by extreme values in one direction, therefore better with
skewed data than the mean (see later this chapter)
Can be obtained when extreme values are unknown
Disadvantages: Doesn’t take into account the exact values of each item
Can’t be used in estimates of population parameters
If values are few can be unrepresentative; for instance, with 2, 3, 5,
98, 112 the median would be 5

Advantages:

THE MODE

If we have data on a nominal scale, as with categories of play in Table 12.2, we cannot
calculate a mean or a median. We can, however, say which type of play was engaged
in most, i.e. which category had the highest frequency count. This is what is known as
the MODE or MODAL VALUE. It is the most frequently occurring value and therefore
even easier to find than the mean or median.

The mode of the set of numbers:

1,2,3,3,3,4,4,45,5 5 5,5,5 6,6, 7,7, 7, 8
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is therefore 5 since this value occurs most often. For the set of anagram solving timg
there is no single modal value since each time occurs once only. For the set
numbers 7,7, 7, 8, 8,9, 9, 9, 10, 10 there are two modes, 7 and 9, and the set is Saig
to be Bi-MoDAL (see Figure 13.21). For the table of play categories, the modal vajue j
parallel play. Be careful here to note that the mode is not the number of times the
most frequent value occurs but that value itself. Parallel play occurred most often,

There are special occasions when the mode is far more informative about reality
than ejther the mean or the median. Suppose we asked people how many masculine
or feminine traits they thought they possessed. The distribution we’d be likely to
obtain may well be U-shaped and bi-modal, men scoring more masculine traits ang
women scoring more ferninine ones, and relatively few people scoring in the centre,
The mean and median here would give us the impression that the average person
thought they were midway between male and female. Philosophically, perhaps we
are, but it is unlikely most people in a survey would respond this way.

Advantages and disadvantages of the mode

Advantages:  Shows the most important value of a set

Unaffected by extreme values in one direction

Can be obtained when extreme values are unknown

More informative than mean when distribution is U-shaped

Disadvantages: Doesn’t take into account the exact value of each item
Can’t be used in estimates of population parameters
Not useful for relatively small sets of data where several values occur
equally frequently (1, 1, 2, 3, 4, 4)
Can’t be estimated accurately when data are grouped into class
intervals. We can have a modal interval — like 6-10 cigarettes in
Table 12.4 — but this may change if the data are categorised
differently

LEVELS OF MEASUREMENT AND CENTRAL TENDENCY MEASURES

Interval  The mean is the most sensitive measure but should only be used where
data are at the interval level of measurement. Otherwise, the mean is
calculated on numbers which don’t represent equal amounts and the

mean is misleading.

|
Ordinal If data are not at interval level but can be ranked then the median is the
appropriate measure of central tendency.
Nominal If dara are in discreetly separate categories, then only the mode can be

used.

The mode may be used on ordinal and interval level data.
The median may be used on interval level data.

-
7

MEASURES OF DISPERSION

.
Lo o e iy
Vesrdon s & EASDT

THE RANGE

Think back to the description of new college classmates. The central tendency was
given as 25 but some ‘guesstimate’ was also given of the way people spread around
this central point. Without knowledge of spread (or more technically, DISPERsION) a

‘mean
’muCh more

in two comp

Now let’s see . .
‘N?"T‘,able 13.1. There, we saw that, as well as talking less overall, the boys varied

amongst themselves far more than did the girls. The simplest way to measure the
variation among a set of values is to use what is called the ranGe. This is simply the
distance between the top and bottom values of a set.
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can be very misleading. Take a look at the bowling performance of two
hown in Figure 13.3. Both average around the middle stump but (a) varies
than (b). The attempts of (a) are far more widely dispersed. Average wages
anies may be the same but distribution of wages may be very different.
how we can summarise the dispersion of times spent talking by children

'cketers S.

(a) (b)
O O
0] O o

Ol O
O O|1Qf o
o © o O oD 1 O

high variability low variability

Figure 13.3 Dispersion in bowlers’ deliveries

Calculation of the range
Formula: (Xiop — Xporom) T1

Procedure: 1 Find top value of the set
2 Find bottom value of the set
3 Subtract bottom value from top value and add 1

For Table 13.1 this gives: Boys (450—5) +1 = 446

Girls (503 —289)+1 =215
Why add 1? '
The addition of 1 may seem a little strange. Surely the distance between 5 and 450 1s,
straightforwardly, 445? The addition of 1 allows for possible measurement €rror.
When we say that a child spoke for 5 seconds, if our lowest unit of measurement is 1
second, then we can only claim that the child spoke for something berween 4.5 and
5.5 seconds, the limits of our lowest measurement interval. If we had measured to
tenths of a second then 4.3 seconds represents a value between 4.25 and 4.35. H_ence,
the range is measured from the lowest possible limit of the lowest value to the highest
limit of the highest value, in the case of boys’ talking times, 4.5 t0 450.5

Advantages and disadvantages of the range

Easy to calculate
Includes extreme values

Advantages:

. Disadvantages: Distorted by, and unrepresentative with, extreme values

Unrepresentative of any features of the distribution of values
between the exiremes. For instance, the range doesn’t tell us
whether or not the values are closely grouped around the mean

THE SEMI-INTERQUARTILE RANGE

This deals with the last disadvantage of the range. It is a measure of the c_:emxal
grouping of values. It concentrates on the distance between the two values which cut
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off the bottom and top 25% of scores. These two values are known as the 251, an
75th percentiles, or the first and third quartiles respectively, (We shall deal Wwith the,
more precisely in a while.) The semi-interquartile range is, in fact, half of the distaflce'
between these two values.

In the following set of values:

3,3 4,5, 6, 8 10, 13, 14, 16, 19

4 is the first quartile and 14 the third quartile. The distance between these is 10 anqg
half this, the semi-interquartile range, is 5. i

Calculation of the semi-interquartile range

Qa" Q1

Formula:

Procedure: 1 Find the first quartile (Q,) and the third quartile (Q5). A formula fo,
finding percentiles is given later and the first and third quartiles are the
25th and 75th percentiles respectively

2 Subtract Q, from Q,
3 Divide the result of step two by 2

Advantages and disadvantages of the serni-interquartile range

Advantages: Is representative of the central grouping of values
Disadvantages: Takes no account of extreme values
Inaccurate where there are large class intervals

VARIATION RATIO

‘This measure of dispersion is appropriate for data where the central tendency used is

the mode. 5 was the mode of the set of data given on p. 205 and the variation ratio is
simply the praportion of the total number of values which are not ar the modal value. There
were 20 values and 14 of these were 7oz the modal value of 5. That is:

L . number of non-modal values
Variation ratio =

14
=0.7

total number of values - 20 h

Advantage:  Unaffected by extreme values
Disadvantage: Takes no account of grouping around centre or of range of spread

THE MEAN DEVIATION

In Figure 13.1 we encountered the concept of DEVIATION VALUE — the difference
between any particular value and the mean. In formal terms: d = x ~ % where x is any
value in the set; £ is the mean of the set,

Suppose you and five others took an IQ test with the following results:

Hugh Helga Harry  Helena You
85 90 100 110 115
the mean is 100 and your personal deviation score is 115—-100 = 15. _
If we are going to summarise dispersion in terms of how far people have varied
from the mean, it seems sensible to report the average (mean) of all the deviations in
the set. The set of deviations for the set of 1Q scores above is shown in Table 13.2:
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o e-' 13.2 IQ score deviations

Mean Deviation

@)
~ 100 = -5
- 00 = =10
- {00 = 0
- 00 = 10
— 100 = I'5

- se deviations is zero and therefore the mean of the deviatons would
7.1;:1; bS:I;e:cf.t'kll‘:ﬁs isn’t what we wanted. If you loo? back to Figure 13.1 you can see
’?"hy this has happened. The means sits precisely in the centre of_ all the deviations
i d it. If we use the plus and minus signs to represent direction away from the
arou;l then all the pluses and minuses will cancel each other out when we add the
e devex}ations. The answer is to take the mean of all the deviation sizes, and to ignore anz
~ mninus signs. This is known as taking the ABSOLUTE VALUE and is reprc‘e)selite
mathematically by two vertical bars ( l ) either side of a number. So, for the absolute
value of a deviation score we would write | x—% | or |d]|.

: Caiculation of the mean deviation

ZIx—JZIor _Eldl

Formula: MD =

5 dure: 1 Find the mean (%) .
Froce 2 Subtract the mean from each value [(x— %) = d] to obtain a set of

deviations ' _ ) ‘
s 3 Add up all these deviations taking no notice of any minus signs i.e.,
- find = | d|
1 4 Divide result of step three by N
é S Using this on our IQ data we get:
4 50
T Z|d|=15+10+0+10+15=50 =—5—=10

Advantages and disadvantages of the mean deviation

Advantages:  Takes account of all values in the.set ‘
Disadvantages: Not possible to use in making estimates of population parameters

THE STANDARD DEVIATION AND VARIANCE

Another way to avoid the negative signs in Tz’able 13.2 is to add up the squares of each
deviation. The mean of all these values (2d°/N) is a rather large figure an'd is known
as their variance. To return to the same level of value we were at originally we
calculate’the STANDARD DEVIATION which is the square root of the variance.
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Calculation of the standard deviation

1 For a group of scores treated solely as 2 For a sample used as an estimg

to!‘l\
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a group (‘uncorrected’) the population standard deviag Squared
(‘unbiased”) : Deviation dévialtion
S = d> 5 4> core Mean (d) (@)
= /_— s=_] 100 =15 225
o ) -1 : 00 —10 100
Variance: In each case the variance is the value before the square root is found abovye: 100 0 0
: . zd’ : 100 10 100
e.g. estimate of population variance: s = |5 225
(N-1) 115 100 2
You’ll see that there are two formulae to cope with here. The reason is that Sd* = 650

researchers and statisticians are rarely interested in the variability within a group for
its own sake. If we are only interested in the specific group variation we use equatiog
1 above. Most of the time, however, the standard deviation or variance is used ag an
estimate of the variation in the underlying population and equation 2 is used. Computey
programmes generally give you the equation 2 version. Throughout this bogk
assume that s is the N~ 1, population estimate version, i.e. equation 2. If we
have the whole population in front of us then equation 1 would be used (there’s now
no need to estimate) and the symbol used is ¢ or o2

Procedure for calculation of standard deviation and variance
(using IQ data in Table 13.3)

Whole group Population
version (N) estimate version.
N-1) =
1 Caiculate the sample mean (%) =100 =100

2 Subtract the mean from each
value (x —X) to obtain a set of
deviations

3 Square each deviation (d%)
4 Find the sum of the squared

see Table 13.3 see Table 13.3

see Table 13.3
= 650

see Table 13.3
= 650 :

deviations see Table 13.3 see Table 13.3
5 Divide the result of step 4 by
N (for just the group variance) or 650 2

6
S?="=130 s =—59=162.5
5 4

N—1 for the population estimate

You have now found the variance. The standard deviation is found by taking the
square root:

6 Find the square root of step §

S=v130=11.4 5=+/1625 = 12.75

The.re is a version of equation 2 (for variance) which avoids the calculation of
deviations and for which you only need the set of scores and their total:

2 (Exz - (Ex)Z/N)
N-1

] (The standard deviation would include the square root step.)

In later work this is a highly important equation, especially in the whole area of
" significance testing using Analysis of Variance (Chapters 20-22). Beware of the
difference between Sx” and (Zx)>. '

POPULATION PARAMETERS AND SAMPLE STATISTICS

Equation 2, above, introduces a central notion in statistical work. Measures of a
- sample, known as STATISTICS, are very frequently used to estimate the same measures
of a popularion, known as PARAMETERS. The measures concerned are most often the
mean and wariance (which is just the square of the standard deviation). These
~ estimates are used in conducting PARAMETRIC TESTS (to be met in Chapter 17) which
« are very powerful tests and most likely to give us an accurate assessment of whether or
not we should accept differences as significant, given certain assumptions about our
data.

When these estimates are made it is assumed that the population mean is the same
as our sample mean. Since the sample mean will always be a little different from the
population mean, the difference is known as sSAMPLING ‘ERROR’. The sampling error is
estimated using the variance of the sample so that we can state our confidence in how
far the population mean is likely to be different from the sample mean. This is similar
to what happens at election time when people estimate, from a sample of voters, not
just the number of seats to be won by a party but also, the likely possible extremes of
variation from this figure.

To make this estimate of how close our sample mean is likely to be to the real
population mean however, our sample variance must be a good estimate of the
1 population variance. The accuracy of this estimate depends on the size of our sample

and the larger the sample the less the likely sampling error. With low N, in particular, the
* estimate of population variance, based on our sample, is said to be ‘biased’ because:

* our estimate of variance in the population is based on the sample mean

* a better estimate of the population variance would be obtained if we used the
arrangement of our scores around the popularion mean

* we don’t krow the population mean so we zave to use the sample mean

* the population mean will always be slightly different from the sample mean

* the effect of this difference is that the ‘uncorrected’ estimate of variance will
always be smaller than the estimate based on the population mean. (This is
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because the sample mean js in the exact centre of all the scores; it’s the balanciy, ;

point of all the deviations around it, whereas the population mean won’t be.)

To compensate for this, the estimate from the sample is made larger by reducip,
bottom of the equation by 1. For large N this difference will become trivial,

Advantages and disadvantages of the standard deviation and variance
Advantages:  Can be used in population parameter estimates

Takes account of all values

Is the most sensitive of measures covered

Can be calculated directly on many calculators

Somewhat more complicated to calculate (if you don’t ha
appropriate calculator!)

Disadvantages: ve an

DisTRIBUTIONS

When we wish to communicate the nature of our results to others, be it to our tutor,

class colleagues or for official publication, we would usually present ar least the -

central tendency and dispersion of any set of numerical data. We might wish, for
instance, to report that the mean age at which ‘telegraphic’ utterances were first
noticed by parents was 18.3 months but that there was a wide variation from thig
shown by a standard deviation of 5.02. '

Where possible, we’d usually like to go further than this and present a table of our
results, such as Table 13.4.

Table 134 Result table for small sample

Mean age at which telegraphic
utterances first noticed
(n months)

18
21 _
26 ‘ ’
3 :
i .
|9
20

128
18.3
5.02

Child:

QOmmgOm)

3x

X
s

Now we can refer to individual variations and oddities, such as the child who doesn’t
produce until 26 months and the rather suspicious report of 11 months.

This method of displaying results is useful when the sample taken is relatively
small. Had we questioned about 300 parents, however, this approach would be
inappropriate and would consume too much space. The individual results — known as
the ‘raw data’ — would be kept safe by the researcher but, for public display, they
would be collated into a table known as a FREQUENCY DISTRIBUTION.

g the.
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.Le might Dow end up with a table looking like Table 13.5.

13 1415 16 17 18.19 20 21 22'23 24 25 26 27 Total

1 0 512376459 83174112 0 4 5 0 340

ERCENTILES, DECILES AND QUARTILES

There are 340 cases in this distribution. We may be interes_ted in finding the age by
hich 10% of the children were reported as using telegraphic speech. If so we Wou(l)d
ant to find the tenth PERCENTILE, which is the point which cuts off the bottom 10%
fthe distribution in the same way that the median cuts off the bottom ?‘0%. The
miedian is in fact the 50th percentile. It is also the fifth DECILE, because decﬂ'es cut off
the distribution in 10% units; the third decile cuts off the bottom 30% for instance.

‘The median is also the second QUARTILE because quartiles cut off in 25% (or quarter)

{Inits. _ _
In the distribution above, the tenth percentile will be the point on the age scale

* Below which 34 children fall (10% of cases). This is somewhere in the 17-month

category. Proportionally it must be 16 cases into this category which, in all, contains

© 37 cases. Hence it’s about just under half-way between 16.5 and 17.5 months. We

* calculate this using a formula which is a general version of that for calculating the
- median of frequency distributions, seen earlier:

Np/100) — F
Percentile=L+——( 2 ) Xh

m

where p is the relevant percentile required and the other symbols are the same as for
the previous median calculation.

CLASS INTERVALS AND CUMULATIVE FREQUENCY

Where the scale in use has many points, we can compress the data into class intervals
as shown in Table 13.6. This table also introduces the idea of cumuLATIVE
FREQUENCY, where the column with that heading shows us how many values fall
below the upper limit of the particular class interval.

Notice that we can tell at a glance how many children uttered 39 utterances or less,
say, because we have the cumulative total of 61 in the table, not just how many
children were in the 29.5 to 39.5 interval. .

Notice, also, that the point about measurement intervals is here again. Even
though, in this case, the scale is discrete and there are no decimal values, we may as
well stick to the formal method so that you’re ready for times when there are.
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Table 13.6 Nuwmber of children and number of daily telegraphic urierances

No. of telegraphic ~ No. of Cumulative Utterances
less than:

utterances children frequency

0-9 3 3
10-19 0 3
20-29 |5 i8
30-39 43 61
40-49 69. 130
50-59 17 |47
60-69 24. 171
70-79 4 175

N=2X%=I75

GRAPHICAL REPRESENTATION

To demonstrate to our readers the characteristics of this distribution mor:
could draw up a pictorial representation of the data. One of the adv
this is that the mode will be immediately apparent, as will other fea
rate at which numbers fall off to either side and any specially interesring
data. A graphical presentation can also be justified by its immediate ap

eye.

Tke kistogram

A histogram of our distribution would look like Figure 13.4. The
column is the same and represents one class interval.
by their mid-point at the centre of each column, Again, the measurement interval
point gives rather odd numbers, but 24.5, for instance,
19.5t0 29.5 interval and we know exactly who should go

70"

60~

50~

F-N
o
H

Frequency
w
(=]
T

)
o
f

oy
o

I
4.5 14.5 245 345 445

Figure 13.4 Histogram of distribution in Table | 3.6

49,5
595
69.5
795

54.5

64.5

95 (These are th
19.5 '
"29.5
395

each class
intetval)

width of each, -
Class intervals are represented

is the exact mid-point of the
in there. If class intervals are

745

¢ clearly, we
antages of doing
tures, such as the
clusters of
peal to the
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ined — it might have been desirable to start wi_t(lil tg—géics;ngi ;ge;ewassl sc;) ‘fg\:w 11;
i riate width. N . ¢
braCke'tc;ethIi ?Ezglgrrzlﬁtl?jliokiaf g;cx"l?:hart, all intervals are represented, even if
umn::Vflor 9.5-19.5 above, es fond i that incervl -
> height of each column represents the number of values found in _ el
Thé beigh of occurrence. Frequency is usually shown on the y- (vertical) axis an
- fIequgncylass intervals on the x-axis, although some statistical programmes (]:1ke
al‘?”g; Cresem: the categories on the vertical axis and the ﬁeqt'lenmes increasing
s ﬁght horizontally. Since columns are equal in width, it follows that the
a1t tc;n colu,mn is proportional to the number of cases it represents throughout
g 9f E:acam It also follows that the total of all column areas represents the whole
g h;stszfT we 'call the whole area one unit (which is the convention), then a co_lumn
e ” esents 10% of the sample will occupy 10% of the total area, that is 0.1
Ch;‘;ircolumn representing 59.5-69.5 utterances represents 24 of the 175 cases.
ct;'efore its area will be 24/175 = 0.137 of the total area (or 13.7%).

3

F) TURES OF THE HISTOGRAM
. . 4
‘All categories represente ‘
élilumns are equal width per equal category interval
\ i i if it is empty '
No category is omitted even ifi
ggl&mngareas proportional to frequency and sum to total area of one unit
Columns can only represent frequencies

The bar chart ' . .
The histogram displays a continuous variable. A bar chart displays a discreze variable.

This is usually placed on the horizontal (%) axis.
« Because the variable has discrete values the columns of a l?ar chart should bed .
; 'separated, although several computer programmes (especially spreadsheets) don

show this. _ _
. ;\tIl:)):v all the values of the discrete variable need be shown on the horizontal axis.

We may only show, for instance, by way of contrast, the number of psychological

| oricles published on AIDS in 1983 and 1993.

-+ The columns of a bar chart can represent frequencies or single statistics, such as
the mean of a sample, or a percentage or other proportion.

The chart in Figure 13.5 shows the results of Duncan’s (1976) experiment in which

- Person attribution
g b .5 S—D Situation attribution
SR 80 S
2% I
.gg 60 5
2 40 c 4
R © 2F
5 20 b=
[ I 0 - e
0 ite- ite- Black- Black- White- White
- Black- White- White C ]
3\|Ie;lcire Black Black White White Black Black White

Harm-doer/victim race pairings . -
Figure 135 and Figure 13.6 Description and attribution of intraracial and imerracial
behaviour (based on Duncan, 1976) .
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White participants were asked to categorise the behaviour of a person who pyy
another after a heated argument. The pusher could be Black or White, as coulq:
person pushed, thus producing four experimental conditions. The height of each.
column represents the percentage of participants calling the behaviour ‘violenr’ rathg '
than alternatives such as ‘playing around’.

CoMBINED BAR CHARTS ~ A bar chart can display two values together. Duncan g
asked participants to explain the pusher’s behaviour as either caused by the pergqp}
enduring personality characteristics or more likely to have been induced by y,
particular situation — what is known as ‘internal or external attribution’. The ‘legeng
or key to the combined bar chart in Figure 13.6 tells us, for each pusher/pusheqs
condition, the mean attribution score to person or situation.

MISLEADING BAR CHARTS — It is very easy to mislead with unfairly displayed by,
charts. Newspapers do it very frequently. Take a look at the charts in Figure 137
representing numbers of violent crimes in London for 1987 and 1988. The left-hanq
chart is correct. The right-hand one, by chopping off the scale from 0 to aboyt
18 000, for convenience, makes the rise in one year look far steeper than it really js;
It’s the chart to present if you want to scare Londoners into paying more for their:
police force — but it’s an unfair chart and shouldn’t be used at all. The convention for
avoiding this possible misrepresentation, when you need to economise on space in
your diagram, is shown in the chart produced by David et al. (1986) — Figure 13.8,
Notice that the vertical scale has been chopped between 0 and 15 bur this is made’
obvious to the reader.

il
72

l:] mid periphery

N
19 s extreme periphery
4 NN

0—"Adults 11-year 9-year 7-year
-olds -olds -olds

Age
13.8 Mean number of apparent movement detections made by the four age groups in
"";;rzrzd xtreme periphery (from David et al., 1986)

Number of detections
——t
o

| ive . R . . .

Og‘s is obtained by plotting a cumulative frequency dJS;lrlbu.tl;n ;‘si sikllc;\;nbu;lf‘;gut;:
1, vertical axis) whic

_The dots show the pumber of cases (61, '
. ::z;llelpointe (39.5, horizontal axis). It is therefore ptgjmble to {ea%;)ffsﬁ‘;z gg}ani;;J:
: ¥ . . . e
. cases or below any scale point, by followmg_ s example. shape
ésislag/cc))‘:ﬁd be particalarly ‘S’ shaped if the histogram for the distribution were

— g special curve which we shall spend some time on fairly soon.

Frequency polygon " ormal’

If we redraw our histogram (Figure 13.4) with only a dot at the centre of the top of
each column we would get what is known as 2a FREQUENCY POLYGON when we joined:
up the dots, as in Figure 13.9. 25

This is particularly useful for showing the comparison between progress in two or
more conditions of a study. As an example Figure 13.10 charts data for two groups of.
children who received different training-to-read programmes with progress measured
in error frequencies over several months of continuous recording.

If the horizontal scale (‘months from start of programme’) were not continuous
then we would have a similar diagram known as a LiNE cuarT. The horizontal axis
might carry the values of several trials in an experiment or testing of children at, say,
two months, four months, six months etc. from the start of a programme.

EXPLORATORY DATA ANALYSIS

‘Within the last two decades the emphasis on good,hinfor;naté\{e tiscyl)}l?; c?fh ciattiil :isf
ir f Tukey (1977) whose boox I

increased, largely due to the work o wi RO s Should
hi i than the traditional exploranion

this section. Tukey argues that more rad >xpl Shone

irti histicated significance tests.
~ occur before submitting them to more sOP o e e
ir i d too complex for this book, /
introduced a number of techniques, too many an D o e dota in
st common will be demonstrated here. The main to pres :

gifsfll.ﬁl;n rieaningﬂﬂ ways whilst retaining as much as possible of the original informarion.

70
60
L 50
30 000 253904
21 145 g 40
25000 =]
20 000 - g 30
L
L 20
10 000 20 000
10
0—4g87 — 1gsg 1987 1988 : 0 15 45 245 345 445 545 645 745 795
Fully detaited bar chart Misleading bar chart '
Figure 13.7 Correct and incorrect bar charts Figure 139 Frequency polygon
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Stem Leaf

40 *Group A 0 5
@ X Group B ] Data for the 30-39 stem:
2 30 2 129 .
@ 3 3445569 33 34 34 35 35 36 39
“§ 20 4 0022235667778
§ 5 0112223333444556677889

6 0001 12456677777899
10 = 7 1344578
; 8 0l

74
'Figure 13.12 Stem and leaf display of exam results for 74 students

0 2

3 4 5 6
Month 7 8 .. . . . .
s from start of programmes The szem is the tens digit of each score (but this could differ with different scales).

Figure 13.10 Frequency polygon Jor 120 groups T1t1e leaves are the units of each score. Hence, there was a 21, a 22 and a 29 in the
set.
"« The diagram takes up the shape of a sideways histogram with the same intervals.
« Note that we obtain this general histogram-like shape but retain each of the
original individual scores which are lost in a traditional histogram.

» The column headed ‘cum’, which is not always included, gives the cumulative

200
frequency of cases — there are 25 people with 49 or less.
180 " o Ifthere are too many data for each stem, or if the data are limited to only three
160 stems, so the display would have only three lines, we can use * to represent the 0
to 4 leaves of each stem to “flesh out’ the chart into more detail. Figure 13.13
140 shows a stem and leaf diagram for our telegraphic utterances data in Table 13.6.
12 -~ Cum Stem Leaf
o :
%10 ) O* I3
g 3 0 6
L 80 3 | *
3 I
1t I | 2*— OO | 23344
40 P | 18 2 5567899
¥ 38 3* 00111122333334444444
20 o} 6l 3 55555555566777888999999
il 96 4% 0000000000 T TT111112222222233334444
19.5 Y a5 130 4 5555555566666666777777777888899999
- Clase igr{fen/m:g's 59.5 695 795 1 137 5% 1223334
8 147 5 5556677789
Figure 13.11 Cumulas | 161 6% 00011122233444
ulanve frequency — number of telegraphic utterances ! 171 6 5566678899
' 174 7# 00|
175 7 5

Figure 13.13 Stem and leaf chart for telegraphic utterance data (Table 13.7)

The stem and leaf display Th
CCl).ne Wway to achieve this aim s with this high] unnin, un e artil
C . . X [In
s oy icve th m is w " his bigh y ; g .horuc.ultural sounding . These are based on ordinal measurements of the set of data. They give us a graphical
Figure 13.12. Y and then discuss it. H. ' i . ‘ .
ave a ook at : display of what approximates to the interquartle range - the spread of the middle

section of the data — whilst also giving us a view of the extremities. The following
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o1 I

| | |
0 20 40 60 80 00

Figure 13.14 Box~plot of data in Figure 13.12

values have been calculated from the data in Figure 13.12 and produced the box plot ;

shown in Figure 13.14:;

Median position = (N+1)/2 = (75+1)/2=37.5

Median = Mean of 37th and 38th scores = (54 + 54)/2 = 54 (we needn’t
worry about complete accuracy of the true median with tied
values since this is a chart, not calculation)

I

Hinge position

values)
Lower hinge = 19th lowest score = 45
Upper hinge = 19th highest score = 66
Hinge spread = upper hinge — lower hinge = 66— 45 = 21

Outer fences
high: upper hinge + 1.5 X hinge spread = 66 + (1.5 X 21) = 97
lower (= first inside low outer fence, nearer to median) = 21
upper (= first inside high outer fence, nearer to median) = 81

Adjacent values:

Explanatory notes

The box represents, roughly, the middle 50% of scores, shows the median, and is
bounded by the two ‘hinges’. The hinge spread is the range from lower to upper
hinge. The ‘“fences’ are 13 times the hinge spread away from the hinges. The ‘adjacent
values’ are those scores furthest from the median yet still inside the fences. These are
shown on the plot by the “whiskers” at the ends of the thin lines coming away from the
hinges. Finally, any extreme values are shown where they fall or, when showing them
would make the plot awkwardly squashed because of a huge scale, they are simply
given at the edges with their actual values. Extreme values are probably obvious from
the raw data without inspection of a box plot. Here, perhaps the extremely low score
of 5 represents someone who was sick at the start of the exam or who had ‘spotted’
the wrong questions in advance — a very dangerous practice!

THE NORMAL DISTRIBUTION

Earlier in this chapter, I pointed out that a measurement value, such as a person’s
height of, say, 163 cm, is really a statemnent that the value falls within a class interval.
We are saying that the person, for instance, is closer to 163 cm than 162 or 164 cm,
rather than that they measure 163 cm exactly. They are in the interval between 162.5

(Median position+1)/2 = (37+1)/2 = 19 (we drop decimal -

low: lower hinge — 1.5 X hinge spread = 45~ (1.5 X 21) = 14* ™
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i lacing individuals in
_In effect, if we measure to the nearest cm we are p.
anc-, arll; 1cm wid,e. 1t happens that if we take a large egqugll random sa.mple of
a8 mterlv from a population and measure physical qualities such as helghth(or
: dusrslengdl of finger), especially if we use a ﬁnfa sca_le of_measu.remsent (such as
.O_L{gn]zt;earest millimetre), we get a distribution tooking like Figure 13.15.

i

: 163.5¢

162.5-163.5 cm
Figure 13.15

i i ts closely approximates 10 &

urve which typically results from suc?h measuremern i
o i;vell—known ‘bell-shaped’ mathematical curve, prc_)duced .ﬁ'om a shockajg;y
viga licated formula (which you or 1 need not bother with) devised by Gauss. nle
f;urvg is therefore known as ‘Gaussian’ but in statistical work we more commo y

refer to it as 38 NORMAL DISTRIBUTION CURVE (Figure 13.16).

frequency
=4

=

Figure |3.16 A normal distriburion curve

¢ Characteristics of a normal distribution curve

i i id-poi horizontal axis
. 1 Tt is symmetrical about the mid-point of the L .
£ 2 The point about which it is symmetrical (the line marked ‘M’ in Figure 13.16) 1s
the point at which the mean, median and mode all fall.

3 The ‘asymptotes’ (tail ends) of the perfect curve never quite meet t}'le hOﬂfggf‘?
axis. Although for distributions of real large samples there are existing rea its,

we can always hypothesise a more extreme score.
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4 It is known what area under the curve is contained between the centrat POim”
(mean) and the point where one standard deviation falls. In fact, working in

of one standard deviation, we can calculate any area under the curve. "l

Approximations to the normal curve

It’s very important to remember, in all that follows, that when psychological variay|.
are said to be normally distributed, or standardised to fit a normal distributi()nal t}lles‘"'

we are always talking about approximations to a pure normal curve. This mager. -
T

because, when we come on to testing significance, for some tests, the statistical th
assumes a normal distribution and if there isn’t really anything like a no_eo
distribution in the population, for the variable measured, then the conclusion gm a{
the test may be seriously in error. P

Normal curves and normal people

It’s also ixpportant not to be morally outraged by the use of the term ‘normal’ ¢r 5 -
baulk against calling people ‘normal’ or not. The curve is called ‘normal’ for ur o
mathematical reasons (you may remember the use of the term ‘normal’ as mé) e :
‘perpendicular’ in geometry). g

AREA UNDER THE NORMAL DISTRIBUTION CURVE

Suppose we devise a reading test for eight-year-olds and the maximum score possible
in the test is 80. The test is standardised to a normal distribution such that the mean
scoFe,'for a large, representative sample of eight-year-olds, is 40 and the standard
deviaton is 10. I hope it is obvious, for starters, that 50% of eight-year-olds will
.therefore be above 40 and 50% below. The area for the top 50% is all the shaded area
in Figure 13.17.

Cross-hatched area = 34.13% of total area

frequency

—
30
-1

Reading score:

Standard deviation: 0

Figure 13.17 Reading test distribution curve

What we know, from the theory of the normal curve, is that one standard deviation,
on any normal distribution curve, falls at the position shown by the line above 50 on
Figure 13.17. This is the point where the downward curve inflects from an inward to
an .out'ward direction. We also know that the area trapped between the mean and this
point is 0.3413 of the whole, shown cross-hatched. Hence we know that 34.13% of
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-l qren score between 40 and 50 points on this test, since the standard deviation is
ints. Figures worth noting are that:

o, of all values fall between (%) and +1 (or —1) standard deviations

1
‘.,,==_0.3413) .
o, of all values fall between () and +2 (or —2) standard deviations

ea = 0.4772) .
g7% of all values fall between (x) and +3 (or —3) standard deviations

e = 0.4987)

f these standard deviations are shown in Figure 13.18. Note the

The positions o 3.1
doubled for areas between —# and +#n standard deviations.

lues above are

-3 -2 - 0 +1 +2 +3
| ! j¢— 68.26% —¥ | |
| 95.44% ————»] |

99.74% ———— >l

Area between —n and +n standard deviations on the normal curve.

igure 13.18 Positions of standard deviations

{ Z-SCORES (or standard scores)

In the reading test example above, a child with a score of 50 lies one standard
deviation above the mean. We could say that the number of standard deviations she is
from the mean is +1 (the ‘+’ signifying ‘above’). Thus a child who is —1.5 standard:
deviations from the mean has a score of 25, because 1% standard deviations is 15 and
this we subtract from the mean of 40. If we measure number of standard deviations
from the rnean in this way we are using Z-SCORES Ot STANDARD SCORES. The formula

for calculating a z-score is:

"_x—i
s
where s = standard deviation and x — %, you’ll notice, is the deviation score.

Dividing the deviation score by the standard deviation answers the question ‘How
many standard deviations is this deviation from the mean?’ A z-score is the number of
sFandard deviations a particular score is away from the mean. If the mean for shoe
size in your class is 6, with a standard deviation of 1.5, then, if your shoe size is 9 your
z-score is 2, or if your size is 43, your z-score is —1. You probably followed the
example of the child with 25 points in your head but, in effect, you were using the
formula shown. Let’s check using the formula:

_25-40 15 _

-1.5
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The formula is needed, of course, when scores aren’t as convenient as the ones wey,
been using as examples. ;
z-scores cut off various known proportions of the area under the normal cygy,
Therefore we know the percentage of the population enclosed between the mean gy
any z-score. For instance, consulting Table 2 in Appendix 2 the area between
mean and the z-score of +1.5 is 0.4332 of the whole, shown by the right-hand shade,
pattern in Figure 13.19: g

>
o
c
©
3
(=2
®
=
| | //A
Standard deviation:- 2 1 0 115
(z-score) negative positive

Figure 13.19 Area berween the mean and z-score of 1.5

A z-score of —2.2 traps 0.486 of the area between it and the mean on the left-hand-

side. Since the whole of the left-hand side of the mean is 0.5 of the area, then ondy
0.014 (0.5—0.486) is left at the left hand extreme after —2.2 standard deviations,
This is shown by the cross-hatching in Figure 13.19, and by consulting the right-
hand column of the table.

Standardisation of psychological measurements

This relationship between z-scores and area under the normal curve is of crucial
importance in the world of testing. If (and it is a big “if*) a variable can be assumed to
distribute normally among the population, and we have a test standardised on large
samples, then we can quickly assess the relative position of people by using their raw
score (the initial score on a test) converted to a z-score. This is valuable when
assessing, for instance, children’s reading ability, general intellectual or language
development, adult stress, anxiety, aptitude for certain occupations (at interview) and
so on. However, always recall that the ‘if’ is big and much work must go into the
justification of treating a test result as normally distributed.

Psychologists have often argued that variables like intelligence, extroversion and
the like are normally distributed. However, unlike the case of height, this is 7oz based
on research which simply wncovers this as a fact. In creating and standardising
intelligence tests the assumption is made before starting our, that intelligence will be
normally distributed. It is seen as a human quality produced by myriad random
factors including, for some, genetic forces. Height is like this and is consequently
normally distributed. Hence, the argument goes, why shouldn’t intelligence be
similar? It must always be recognised, then, that psychologists have not discovered that
intelligence has a normal distribution in the population. The tests were created to fira
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~ .al distribution, basically for research purposes and practical convenience.
HZH}" an IQ test is standardised (raw scores are adjusted) to produce a mean of
g anci a standard deviation of 15 points.

| fbe normal, in fact turn out sKEwED. That is, they are ‘lop-sided’, having their peak

de) to one side and a distinctive tail on the side where more than half the values

Mode \edian Mean
Positively skewed distribution

I
Mean "Median Mode
Negatively skewed distribution

Figure 13.20 Positive and negative skews

- Itis possible to be very much slower than the majority of scores, but is it pOS.Sl!)le' to
be very much faster, when the majority of scores are around 0.7 seconds? This is like
the situation in athletics where times can be quite a bit slower than the current good
standard but not a lot faster. We would get a positively skewed distribution then.
Notice that a positive skew has its tail up the positive end (higher values) of the
 horizontal axis.

A negatively skewed distribution can be produced where a test is relatively easy. It
produces what are known as ‘ceiling effects’. People can’t score much Aigher than the
mean if the mean is, say, about 17 out of 20, but a substantial number of people can
score a lot Jower than the mean. The opposite phenomenocn is known as a ‘floor
effect’.

Central tendency of skewed distributions
Notice where the mean, median and mode fall on each distribution. The mode
obviously still falls at the top, where the majority of scores are. In each case the mean
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is furthest from the mode — not surprising really, since we said that it was the Mogy

4l term for any measure of the
affected by extreme scores in one direction. ic y

n or spread.of a sample of data

BI-MODAL DISTRIBUTIONS

Some distributions are known as BI-MODAL and, like some camels, have two disting;
humps. We noted in the section on standardisation in Chapter 9 that some measureg
of psychological variables may well produce such a distribution. Attitude measure_
ment on a controversial issue (like privatisation of health services) where not many
people are neutral might produce bi-modal distributions. So might a measure of joh
satisfaction in a company where there are a large number of well-paid white coljg,
workers along with a similar number of poorly paid manual workers.

stribution shewing total numbers

e orbelow each class interval
bution showing how often certain
occurred

of a variable affected by many
dom influences

Figure 13.21 A4 bi-modal distribution ins a lot mare higher than lower

es, relative to the mode

GLOSSARY neans, induding visual display, before

 recommended by. Tukey

‘,Chart showing only the peaks of class

-'lntervals

e
rChau‘t containing whole of continuous

data set divided irito proportional
itervals

Value of a number, ignoring its sign; a B absolute value
" number treated as. positive even if it is
originally negative
Common language term for central -average ol
tendency :
Chart in which one axis (usually the _ _
horizontal) represents a categorical or at
-least discrete variable
Chart showing central spread of data _ box plot
and position.of relative extremes; type of
exploratory data analysis

bar chart’ _
iMeasure of central tendency - sum of
scores divided by number of scores

";[_?’_Iea.sure of dispersion — mean of all
bsolute deviations

ezt el e Rl

Formal term for any measure of the central tendency - of data set

typical or middle value in 2 group . Place where median s to be found in the
Categories into which a continuous data class interval = Ordered data set

scale is divided in order to summarise i ;Measure of central tendency — most
frequencies tequent value

Interval of 10% on a continuous scale decile -'—"; | ‘Chart showing cumulative frequencies

Amount by which a particular score is deviation value/score

\ : _  Statistical measure of pSpulation
different from the mean of its set / : :

Ubmitting them to- significance testing —

- Measure of central tendency — mid-poirit
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dispersion

distributions.
bi-modal

cumulative frequency
frequency

negative skew

normat

positive skew

exploratory data
analysis
frequency polygon

“histogram

mean
mean deviation.
median’

median
position/location
mode/modal value
ogive

parameter (of
population)
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+ be random in origin

. standard deviation

_ Meidsure of individual deviation'—

* particular score is from its sample mean

"Point on conﬁrﬁdbus distribution which percentile:
cuts off certain percentage of cases o
Poirit oh continuous distribution which. quartile
. cuts off one of the quarters (ie. one
block of 25%)
Measure of dispersion — top minus _ range
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bottom plus one

Untreated value obtained directly from !
measuring process used in study

raw data/score

Difference between a sample mean and

" sampling errar
the true population mean, assumed to '

Statisticél measure of a sample

. sample statistic
Distance between first.and third quartile - semi-interquartile
in a-continuous distribution range
Measure of dispersion — the square root . stzinda’_rd deviation
of the sum of all squared deviations
divided by N (er N— 1)
Same as.z-score s standard score
‘Measure of dispersion — square of variance

‘Measure of dispersion — proportion of -
‘non-modal values:to all values

variation ratio

z-score
_number of standard deviations a

ExERrcCIsSES

I Find the mean and median of the two sets of talking times in Table 13.1,

2 Consider the following set of times, measured in 1/100ths of a second:
62 65 71 72 73 75 76 77 79 80 82 83 92 {00 {06 {17 127 i
6570 72 7274 75 76 77 79 80 82 88 93 102 110 12} 128
65 70 72 73 74 76 76 78 80 8! 83 90 95 103 112 122 135

a) Sketch a distribution for the data and decide which would be the most appropriate
measure of central tendency for it. Calculate this measure and also a measure of
dispersion.

b) Design a stem-and-leaf chart for this data.

3 Draw a histogram for the data in Table 13.5. Calculate the mean for this data.

4 Sketch two roughly normal distributions which have the same mean but quite different

standard deviations. Also sketch two normal distributions with the same standard
deviation but different means.

5 You are told that a set of data includes one score which is 0.8. The standard deviation for

the set is 0. Can you give the mean of the set and say anything else about the six other
scores in the set?
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1 distribution, where the mean is 100 and standard deviation 15,
’ hat 1Q score are 95% of people abovel
:;that percentage would score less than 907 7
hat z-score does a person have who scores 207 . .
g rt of skew is present in a distribution which has the following charactenstics?
j ?‘/4\/:;; fSO Median = 60 ~ Mode = 70

Table 13.8 put values in the missing spaces.

sble 138
Specific )
SD 5alu_e Deviation z-score % above %:belqw
M:: " 10 25 —15. I5 933 67
00 15 {35 35 ,
O 57 ~175
21 25 4 30.85 %
5.6 347
9 Draw a box-plot for the data in question 2 above.
NOTATION
IN is the number in a sample
N is the number in sample A ,
XA is a value from the sample, such as Jane’s scc;)re bles
i alue where there are two measured varl ,
g mc;fiii ile::ltel'1 S (‘sigma”) — means ‘add up each of what follows’. For
instance: | he X in the sample’
‘add up all the Xs in the . ’
é})i'Y rnrllzzlr‘iz ‘multjgly all the Xs by their paired Y5 and add up a’ll the r;ilglt; .
Notice that XY means ‘multiply X by Y. Always do what’s after
fi roceeding to add up, for instance: , o
X? ?;ezgz 1‘:)square all the Xs, then add them all up’. Be careful to distinguish
this from:
CX)* whsich means find the total of all the Xs and square the result
STATISTICAL SYMBOLS
Sample Population
] Lation
mean  standard deviation . mean  standard devia
x unbiased estimate of population — § i ()
¢ rrected’ — S )
d iszcc(i)eviation score — distance of a particular score from the mean of the

sample = x— X
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SOME RULES PARTFOUR

1 In mathematical formulae it is confusing, especially in statistics, to use the
multiplication sign (‘X”) because there are also many ‘X’s or ‘x’s dotted arounq
which mean a particular score or value. Therefore, when one value is next to
another, always assume you have to multiply. For instance, *N means multiply ,
by N.

2 Always complete what is inside brackets before going on to do the operations
outside them. Do the same thing with the 3, or \/ (square root) symbols. Here are
some examples using these two rules:

XY Multiply the sum of all Xs by the sum of all ¥s. Notice this is zo;
the same as multiplying each X by each Y and then adding results
which would be ZXY as given above

Sx—%) Take the mean from each x and square each result. Finally, add all
the results

(N—1)(N—2) Find N~- 1. Find N~ 2. Multply the results

. /((N—Z)) 1 Find »*
(1-+*/ 2 Find1-7»*
3 Find N—2
4 Divide step 3 by step 2

5 Find the square root of step 4
6 Multiply r by result of step 5

Using data to
test predictions




-
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SECTION ONE

An introduction to
significance testing

PROBABILITY AND SIGNIFICANCE

Probability of events occurring is measured on a scale of 0 (not possible) to | (must
happen). Logical probability is calculated from first principles as the ratio of the
number of ways our predicted outcome can happen divided by the number of possible
outcomes, Empirical probability uses the same ratio but puts the number of relevants
which have happened on top of the equation, and the total number of relevant events on
the bottom,

-Differences (or correlations) need to be submitted to a test of significance in order for

a decision to be made conceming whether the differences are to be counted as showing a
genuine effect or dismissed as likely to represent just chance fluctuation.

Social scientists reject the null hypothesis, that differences occur at a chance level only,
when the probability of this being true drops below 0.05. This is often called the ‘5%
significance level'. If the null hypothesis is true but has been rejected because p <0.05
it is said that a type | error has been made. A type Il error occurs when the null
hypothesis is retained, because p > 0.05, yet there is a real underlying effect.

When the hypothesis tested is controversial, either theoretically or ethically, it is usual to
seek significance with p <0.01 or still better. A result with p <0.} might warrant further
investigation, tightening of procedures, altering of design and so on.

If the hypothesis investigated was directional then a one-tailed test of probability is
used. Otherwise the test is two-tailed. Results tested with a one-tailed test are more
likely to reach significance but if the direction is opposite to that predicted, even if the
difference is past the significant critical value, the null hypothesis must be retained.

A probability distribution is a histogram with columns measuring the likelihood of
occurrence of the event they represent. The normal distribution is a probability
distribution and probabilities can be read off using z-scores to measure the deviation of a
score from the mean.
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ProBABILITY

Before you get fed up, in this chapter, with the idea of tossing coins or pickin
Pplease keep in mind thar the chapter has a sole purpose — to demonstrat
by which researchers decide that a difference or association berween

£ Cards,
€ the megp,

Val‘iables js
unlikely to have been the result of mere chance coincidence. We want to know how to

evaluate claims that group A did ‘better than’ group B. When should we BTeE 10 rake
this difference seriously - and when should we dismiss it as just meaningless chance

variation? Remember, there will always be differences when measuring people even
on the same (psychological) thing twice. The question is, when are differenCes
significant?

Let’s set out with a practical problem to solve;

she could reliably forecast the sex of trbom babies by swing
the mothers womb. Let's assume she guessesyour bab

When teaching research methods and statistics in psychology, I always tel] my
students that they already have many of the important concepts framed in their
heads, perhaps somewhat vaguely, developed through years of worldly experience.
My job is to illuminare, clarify and name these concepts. This is particularly true of
the concept of probability and yet it is the area which causes a relatively higher degree

various events are and yer many people are also loathe to get involved in giving such
probabilities a numerjcal value, either because it seems complicated or because one
then seems committed to mysterious ‘laws of chance’. A recent conversation with my

friend’s 11-year-old son, whilst giving him and his family a [ift to the airport, is a good
example:

‘But planes do crash.’ “Yes, but you only hear about the accidents.
Thousands of flights run safely and the odds of you crashing are hundreds
of thousands to one.’ ‘T know but it still could be our plane.’

- .. and so on, as if this were an argument when, really, we were both saying the same
thing but with different emphasis and personal involvement (I was staying behind to
finish this second edition - in the first edition this was a ficrizious conversation!). Here
is someone who seems to agree with what I’m saying about probabiliry:

Probability is an obvious and simple subject. It is a baffling and complex
subject. It is a subject we know a great deal about, and a subject we know
nothing about. Kindergarteners can study probability, and philosophers
do. It is dull; it is interesting. Such contradictions are the stuff of
probability. (Kerlinger, 1973)
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It is often said that there are three types of probability:
t is

.cal probability
: L?.ﬁl;iricil probability
. subjective probability | -
first two we shall be tackling in a little while. Subjective probability rc?fe'rs' to the
" Sf likelihood one gets about certain events, no matter what the statisticians ?r
feing 0 ricians tell you. My 11-year-old friend’s qualms above are an example. It’s
marheml?e convinced that a plane, when you’re in iz, is many times safer than travel by
hiar tg} mblers may ruin their lives betting on what they think }Vill.happen. Tgke a
roacl lgox 14.1 for a light-hearted account of the testing of subjective probability.
lock a‘lzaability works out in peculiar ways. What do you r_hink'are the chances of fogr
P;g coins all coming up tails? How many people do you think would have to be in
o m before there is a 50-50 chance that two people among them have the same
bt rg: ? The answer to the first question is 1 in 16 yet many people respongl initially
::iﬁll 11 4. The answer to the second is that, surprisingly, just 23 people will do.

Box 14.1 Sod’s law

Do you ever get the feeling that fate has it in'for you? At the supemarket, for instance, do
you always pick the wrong queue, the one locking shorter but which contains sorgecl)ne
with five unpriced items and several redemption coupons? Do you takfe the outs; eugnAe _
only to find there's a hidden right-turner? Sod's law (knpwn as Murphy's law in tde > '
its simplest form states that whatever can go wrong, will. Have you ever @ume r;m le?'\
to a shop, or taken a car to the garage with a problem, .only ’Fo find it working pe efcty. or
the assistant? This is Sod’s law warking in reverse but s_tlII 'agalps‘t. you. A co,IIeague of mine
holds the extension of Sod's law that things will go wrong even if thex can't. ~
An amusing QED TV programme tested this perspective of sub;gctwe prabability. Th:

particular Hypothesis, following from the faw, was that celebrated kitchen oc.currgncghw ere
toast always falls butter side down — doesn't it? First attempts engaged a Urnver*srtz;1 ysics
professor in developing machines for tossing the toast W\tho.ut bias. These mdudg

modified toasters and an electric typewriter. Results from this were ngt encouraging. The
null hypothesis doggedly retained itself, buttered sidés not ma'klr.\g 5|gn|ﬁf:antly more contact
with the floor. It was decided that the human element was missing. Sod's law might only

uman toast droppers.

Wo'lri;tioartrt‘empt at greaterl:;ioiogical validity was made using students and a stately home.
Benches and tables were laid out in the grounds and dozens of s‘tuc'ients ask.ed to butter.
one side of bread then throw it in a specially trained fashion ‘Fo avoid toss bias. In a cunning
variation of the experiment a new independent variable was introduced. Students were
asked to pull out their slice of bread and, just before they were about to butter a side, to
change their decision and butter the other side instead.'Th[s should produce'a bias away
from butter on grass if sides to fall on the floor are decided by fa.te ea'dy onin tf‘ae bu‘ttlermg
process. Sadly neither this nor the first experiment produced venﬁcatllon of Sod's law. ;
don't recall the exact figures but results were out of 300 tosses each time and were aroun

|54 butter side, 146 plain, and 148—152. Now the scier?t'lsts had one of those flashes of
creative insight. A corollary of Sod's law is that when things go wrong (as they surely \Alnll —d
general rule) they will go wrong in the worst possible manner. The r.esearchers .nO\?N Dp ace
expensive carpet over the large lawns. Surely this.would tempt fate |‘nto a reaction? | o
things fall butter side down more often on the living room carpet? (/ m sure they dol}

I'm afraid this was the extent of the research. Results were yet again around the
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! hat test A ) inci The reasoning for statement eight runs as
. r* (inc tw . ; o - ility involved from logical principles.
148 !'52 mark. (] Cident_a”)' what test' would be done on these freq encies? see page: ‘Qbablhty

265-6.) Murphy, it tumed out, was a United States services ofﬂce_r'tes‘tin_g for space flight
. by sending service men.on a horizontally jet propelled chair across a mid-Western desert
| to produce many-Gs of gravitational pressure. I'm still not convinced about his law. The
| psychologists suggest the planation might fie in sefective memory — we tend to

remember the annoying incidents.and ignore all the unnotable dry sides down o

lows: il. (We di ions when it
T are two possible outcomes — a head or a tail. (We discount occasions
“There

falls on its edge!)

: these is the outcome we want. o

%::rzfis therefore one chance in Wwo that tails will come up.
'ﬁ;e formula for logical probability is:

" pumber of ways desired outcome can occur

. r whizzes
through the supermarket tills, But | still see looks on customer's faces as they wait patiently.

~they seem to know something about my queuve . ..

rotal number of outcomes possible

e s ikely.
here p stands for ‘probability’ when all events are equally like _ .
Wh nS \tﬁe tSss one coin then, using the above formula and what we just said about
e

GIVING PROBABILITY A VALUE

outcomes:

1

P:'z'

0.5) for the probability of getting a tail (or a he.ad). Notice thgt %elpf%ﬁixfﬁzyk gsf
O e a gail (0.5 added to the probability of getting a head (0. )d- 1. This makes
gemn{g)ecause we know the probability of what must.l?appen islande
;Zﬁ?must happen. This leads to one of two probability rules:

ili t B happening is
3 ili el: the probability of event A or even oD
Pé:‘?::m)rlﬂ p(A) +pB) where p(event) is the probability of an
( event occurring
d two coins. What are
' i rule 2 now as well. Suppose you tosse : :
; ;‘Ife I;;};éi;” 21; lgr;tt?nd; :\iro tails from two independent tosses (question 9, above)?
e . . .
-Well, one way to answer this is to use rule 2:

Probability rule 2: the probability of event A and event B happening is

(the ‘and’ rule) p(A) X p(B) ‘ , .

According to rhs rule our answer is 0.5 X 0.5 = 0.25 (or3). Let’s do this t‘zealoig ‘i::tyl-i
sing our fundamental formula for probability above, and cht;ck that ﬂ\lzv gxl:e e

;Jhe §1u1tip1ication result. How many possible events are there? Well, these a;

in Table 14.1

For number one, if you live in the UK, whatever the time of year, you may have
answered with 50, whereas if you live in Bombay, and the month is October, you’d
say about 3. Numbers two and seven depend on your habits and the time of day it is.
I would be interested in whar happens with number 6, now I’ve said it

Now divide all the values you gave by 100. So, if you answered 20 to number
seven, for instance, then divide 20 by 100 and you get 0.2.

| ble events that could have occurred in tossing two coins
Probability is always officially measured on a scale of: Table [4.1 The possible ev

T T T 1 I st toss 2nd toss

: H
NOT possible MUST happen _ E l:' : -
- - usually in decimal values, like 0.3, 0.5 and so on. I shall try to explain now why i T .H
this makes senge. i T T

|

+ H=head T =1ail
LOGICAL PROBABILITY ¥

Your answer to number eight in the exercise above should have been exactly 50

ul mne, y i i interested in just one of these. The
ich convers to 0.5. Ifyo swered 25 (converts to 0.25) to number ni €, you can 3 3 There were four possible outcomes and we were in
already calculate probability (probably!).

Statements eight and nine are quite different from the rest. We can calculate the

N
values for the probability equation then, are 1 on top and 4 underneath, giving 3
(0.25).
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The tutor has 20 possible choices and you’re just one of them. Your chances of beipg -
picked are therefore 3, which is 0.05, fairly close to zero. The chances of s
else having to talk are 3 since there are 19 ways she can make this happen, This

comes out at 0.95 (note that the two
going to pick someone!).

Although fractions like 1 and % can be read as ‘one in four’ (chances), most
probability figures will not be so simp
psychology, you will need to be faitly agile in converting between decimal values (like
0.05) and percentage values (like 5%, the equivalent, on a scale of 0-100, of 0.05 on
the scale of 0 to 1). This is what you were doing in the exercise just above. For those
who really get muddled commuting between one and the other, Box 14.2 should help

you.
Box 142 % decimal conversion

From percentage to decimal
5%to p = 0.05
I Remove the ‘%' sigh (= 5)
-2 Put decimal point after the whole
number (= 5)*

- 3 Move the decimal point two places to
the left, inserting zeros as you go
where necessary (j.e. first move 035,
second move 0.05)

*If there already is a decimal point,
leave it where it is, and go straight to
step 3, eg

2.5% 250250025

EMPIRICAL PROBABILITY

In the case of tossing coins it is relatively
according to the ‘laws’ of probability. Wi
earthquake, a plane crash or of England

such calculations. There are just too m
circumstances, statsticians rely on ‘ac
available. The process is backward ra

the total number of relevant events?’
sneezing next lesson might be estimate

-e.g for.0,025:

simple to work out what should happen
th real life events, such as the chance of an
beating Australia in cricket, we can’t make
any variables to account for., Instead, in these
tuarial’ data - that is, data which are already
ther than forward looking. We say, to estimate
the probability of X happening, ‘how many X-type events have happened so far out of

For instance, the probability of your tutor
d at:

number of lessons in which tutor has sneezed so far
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3 use empirical probability to back up our ‘a_nalytic’ calculation of the
'cand of obtaining two tails from two tosses of a coin. I asked my computer to
fhoo coins’ 1000 times. It took about four seconds and came up with 238 cases of
WJ: 238/1000 = 0.24 — not a bad estimate of our logical figure of 0.25. In fact,
e ;Zmbunan the computer came up with is shown in Figure 14.1.

Freguencies expected in 1 000

Frequencies produced tosses from theory of probability

Omeone

by computer p=
probabilities added together make 1 - she’s 497 05 500
le. In fact, for interpreting statisticg in 265 238 0.25F 250 250
0.0L— TR
.‘NO- of tails: 0 1 2 No. of tails:

Frequency chart Probability distribution

Figure 14.] Tossing two coins 1000 times

PROBABILITY DISTRIBUTIONS

-C ight-hand side of Figure 14.1 is shown the PRORABILITY DISTRIBUTION
Sx;etc}idr;%?thl’;owdng two coins. Notice that, although I’ve put e'xpected ﬁ;que;l;:mii
out of 1000 on the columns, the chart is really one of probabﬂmgs for etatfjn eve hj'ch
' doesn’t show what kas happened — it shows ‘the expected proportion of_ gs vgcted
should happen using the ‘laws’ of probability. The.se can be tume;dh into et}é}ijs ced
= frequencies when you know how many events are going to occu’r toge er(,) 1.;15 s case
1000. If the probability of obtaining two ;;1;8 is 0.25 then we’d expect 0.

i 250; we got . .
Cas’le’i:fst::grtgﬂ;?g;nexzicih: r,ight %f Figure 14.1 shows that the probability of
getting a head and a tail is 0.5. If you look at Table 14.1 you’ll see that thei}'e ar«; t;zi(}
ways of getting a head and a tail. You can get a ltleac! followed by a Cfl:alth 011)' ?
followed by a head. The top of the probability equation is Lherefox'te 2 and the bo o
is 4 as before. For every time we get two tails we’d efcpect twice as many res
containing one head and one tail. Finally, of course, we’d expect as many times two
heads as we get two tails.

From decimal to percentage

p = 005 to 5%

I Move the decimal point two piaces to :‘-'.
the right (005) - o

2 Lose any zeros to the left of the first
left hand whole digit (= 5.) _

3 Lose the decimal point if there is
nothing to the right of it (= 5)

4 Add the %' sign (= 5%)

0.025~00.25~>002.5 — 2.5 -2 5%

COMBINATIONS

What we’ve just started talking about is the topic' of combif_zatiqns of events. We salg
that for the tossing of two coins there are four possible Combmauox_ls as outcomes alid
we stated what these were. If you now think back to our sex-guessing friend, it w?:h
help if we knew how many possible outcomes from 10 guesses there are (borzom of te
- e probability equation) and then work out hox_zv many ways there are to get ts]:jven zlg}é s
_ eight right and so on (the top of the equation). We can work towards fbs g0 };
i$i considering three coins. Don’t forget, if she’s guessing, then I_ler choices o 1 oy orhg;r
are equally likely and this is exactly the sarr11le TE{ t?ssm% a ;11;1. We are only working
ability of events with two equally likely outcomes. . o
Oui:?retﬁzgg elzregs you might like to look at Figure 14.2. Imagine a ball bearing is

total number of tutor’s lessons so far

Shsdante

placed at the top of the diagram at the ‘choice’ point. It ‘chooses’ to go left or right
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Ist toss

2nd toss

3rd toss

0 tails 1 tail 2 tails 3 tails

Figure 142 Possible outcomes of tossing three coins

purely at random. Having done this it meets another random choice point and goe
left or right again at random, and so on. What we’re interested in is what proportig,
of ball bearings would ‘choose’ to end up at the far right. In terms of coins, if w,

tossed three, very many times, how many outcomes would be three tails? Rather thap. =

turn to my smoking computer again, let’s work it out formally from first principles

How many possible combinations are there? How many ways can three coins fall? If:

you trace down Figure 14.2 you’ll see that there are three ways (routes) to get tw

tails or one tail but only one way to get O tails or three tails. These outcomes are listed

in Table 14.2. The probability of getting three tails is one event in eight = § = 0.125,

To get two tails and a head is three times more likely — three events out of eight -2 or 2
0.375, and so on. We now know that if our friend guessed three babies’ sex correctly &

in succession the probability of this happening by chance would be 0.125.

Table 14.2 Ouzcomes from tossing three coins

p’ =
T one way to get three tails 0.125
TTH
THT “three ways to get two tails + one head 0375
HIT
TH_H )
HTH three ways to get two heads + one tail 0.375
HHT e
HHH one way to get three heads 0.125

Total possible outcomes = 8

Figure 14.3 shows the probability distribution for three and four coins. How did I get.
the values for four coins? Fortunately, we don’t have to keep going back to first
principles, or an increasingly larger Figure 14.2, to count out the possible combina-
tions. Take a look at Pascal’s triangle in Figure 14.4. If you look at the second and
third lines down you’ll see the frequencies for two and three coins which we expected
from probability theory. Each number in the triangle is obtained by adding together
the two numbers above it, so, theoretically, we could go on generating this figure ad
infinitum, but the numbers would soon get rather large. For the fourth line, the
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probabilities profbabi Iiti‘es
= our coins
for three coins for

No. of tails

No. of tails

re 143 Probability distributions for rossing three and four coins

& ils, four ways to get three tails
enci 1 4 6 4 1—one way to get all four Falls, 2
m::ac;lejageand so on, with 16 possible combinatlc‘ms %ltgggghe;. Tlt-:rp;(z:iz;:?ntér
e ¢ tai i i daste = 0. . For thre

it ur tails can be immediately calculate T

‘ﬁzg fgn any order) the probability is 4 (or 0.25) and so on. Note that the
babilities for all the columns will still add to 1.

[Total)
1 1
1 1 2
1 2 1 4
1 3 3 1 8
1 4 6 4 1 16
1 5 10 10 5 1 32
1 6 15 20 15 6 1 64
1 7 21 35 38 21 7 1 128
1 8 28 56 70 56 28 8 1 256
1 9 36 B84 128 126 84 36 9 1 512

1 10 45 120 210 252 210 120 45 10 1 1024
Figure |44 Pascal’s triangle

We know now that if, say, our friend guessed correctly the sex of three babki‘e; ﬁjm 02
four, the probability of this occurring by chance was 0.25. Note that the probability o
3

her guessing three out of four or berter (i.e. three or four correct out of four) is 0.25

plus 0.0625 (= 0.3125). We can now make a quick leap to c.alculating the qubaIJ(i)lit};
that (;ur baby sex-guessing friend might guess all .10 t?ables co.rrectly. th?eh n(})
Pascal’s triangle shows us that there are 1024 combinations possible, of which, only

. one covers getting all 10 guesses correct (like throwing 10 tails), s0 the probability 1s

75 or 0.001. However many coins we toss there is always only one way tf)dgetdal‘l3 c(;ft'_
them faiﬁng one way. Every coin must fall that way anq we follow the outside e t}% 4
the diagram in Figure 14.2. You’ll see that Pascal’s triangle starts and ends with a

- for all lines.

ili i ng j i xes correctly
¢ the probability of our friend guessing just nine sexes ¢
is X‘e(gagslsaiusieeeigdl}x: corre%t would be 1o31 (0.044). This. is all very wel.1. 1 think Izlloiz
of \(;284 wo'uld accept that if the chance of our friegd gtll.llesmﬂg 31:1 1 t()glljlsg:::z gcolréi‘g n?fn .
j i ie’s jus .
less th in a thousand we would reject the idea that s ,e sj _
t:'?ns illnli;) izeolllllld be a case of ‘rejecting the null hypothesis’ that, overall, she only gets
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50% of sexes correct. We would accept that somerhing was going on, thoy
we could remain cynical abour the stone pendulum, Perhaps she us
has access to the hospital’s scanner records!

SIGNIFICANCE IS THE PROBLEM NOW

There is always some cynical person in a class who doesn’t evep accept

(P =10.001)is good enough to rule out chance. Like my 11-year-old friend, hat ?’3
d to agree. T, this | adzly k.

‘ah but it cowld happen by chance still’, with which I am force
‘Yes, but we have to think forewards. If predicr that X wil]
theory, and it does, with less than wes probability of it h

etWeen 1 an

already checkeq ang
shuffled in a bag. If “get” you to pick the same number you’d think [ Was a pre

good conjuror, not just lucky!’ We can rely on extremes of probability so much thy, ,,

a recent village fete, a Jocal garage safely offered a free new car if anyone threy Seven
6s with seven dice.

SiIGNIFICANCE
SIGNIFICANCE

We are ofren faced with informal significance decisions in everyday life. Suppose you
received 62% for your last essay and 60% for the one you’ve just had marked. Are you
doing worse or is this Just forgetrable fluctuation in your tutor’s grading? If you got
45% next time, you'd know there was 3 difference which mattered. The curren
difference, however, is unlikely to bother you. So, we are often certain that 3
difference indicates a rea] change and often certain that it doesn’t. Thar’s the easy
part. When do we change from one decision to the other? How far below 62%
indicates a rea] drop in your standard? What we are looking for now is a system for
making a decision of STATISTICAL SIGNIFICANCE,

A common television advertisement shows the promoted washing-up liquid
dealing with far more tables of crockery than an unn
iIs’t given the chance, though, to discover whether
significant. Similarly, we often see Just one person successfully ch

THE ‘EYEBALL TEST’

An EYEBALL TEST is an inspection of results prior to formal testing. Withour yet
knowing the formal rules of significance decisions we can come to some pretty safe

conclusions about the resulrs in Table 14.3. On the right, we can see that the
difference between means Is quite unimpressive. Note, for issues later in this book,

) :
es body shape
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. © e . ch
ke into account the variation between 1n§1v1dual §co§i§si;f ::eenace
‘ y fﬂaecide that 12.75-12.5 is obviously an ummpres;wgmlel these.
e in order tzms equally obvious that something has >happene . y
; e .
B the left, 1t ]Z not be caused by chance ﬂuctuatxonlalong.t_ | cest must always be
erences O } eyeball test. A formal statistica
only on an ey | ys be
e ¢a0 neve r':—xlydatz;y It is useful, though, where several differences hiv:,v been
ai . e !
jed 10 tge aﬁd some are so small as to be unwortil.i ;)f c§esetsu;g _Wehrence . are
i i ely do
othesise™ is a formal cut-off level. How unli diff ©
i g pow howevs:l’l it a ‘significant’ one? At the start of the chapter I asked you t
we can

i i i ou that our
: re out of 10, would convince y
e befo successful sex choices,

t how many
N abou

u intuitive

ab, 143 Memory experiment results
e .

No. of words recalled out of 20:

0:
of words recalled out of 2 e

Common words  Uncommon words Pt é-letter words
o

| 14 13
¥ Ig 2 13 14
:?) 6 3 10 :%
18 I 4 15 >
16 4 5 9 ¥
7 6 I i
5 2 7 12 13
IZ 9 8 16 N :375
Mean = 13.75 Mean = 7 Mean = 12.5 Mean = 12,

| i ans = 0.25
F Difference between means = 6.75 Difference between me

bab ing friend was not just guessing. Some of you will have said 10, sfgemneifnslﬁz
e lower, If you said five, you’re accepting what she woul.d get most o oh
e - i So the nu;nber we should settle on to convince us that.her result is
o g1ll'essmxgi.16where between six and 10, unless you’re really a cynic. Dec1cun§
?vﬁjz::rn;elsisltssosupport the null hypothesis (guessing) or a real effect is known a

SIGNIFICANCE TESTING.

SIGNIFICANCE LEVELS

i i igni is as follows.
In social science the reasoning for accepting differences as s;g;jc;netassafor lows.
ol wne ol hyporhesis Lm;_ forl ;r;itil?ecz’a;nh: g;ﬁlc; ihe difference between
ing i ing rehearsa . . 1
;zcragzg .lvlas;l;flemrzlaeiz gla?c?xsl;tg the probability that such a f:hffeigncg ‘;xl/lol;llyi g;(lz::Si Szj
the null. hypothesis is trwe. If this probability is low Lben1 reject i ;Hy W hypothests
Assume the alternarive hypothesis that, overall, the popu atlt?nbsili W o difer. The
question is ow low? There is a conventional}y accepted proni : rzve’d v
science researchers say, in effect, “Well, it was very unli ei we'd get that size
difference if the null hypothesis is truef. If this level is rg:tc iSe &135 rearchers fe
confident in publishing their result as _mgmﬁcant. Nov;f w e i o0t (o
probability for such a difference occurring by chance alway

0.01, 0.05 or whar?
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Let's see if you already have a sense of where this limit might lie. Suppose | hang you.
pack of cards. There are only two possibilities: either all the red cards are on top ortljjj ,
pack is randomly shuffled. The second aitemative is equivalent to the null hypothesis .
Your job is to decide which of these two afternatives is the truth by tuming over Oné i
card at a time from the top. There is a catch. You start with £1000. Every time you 1 3
tum over a card this amount halves. If you take a guess after tuming over two cards B
then, you stand to win £250. After turing over how many red cards wouild you '

decide, fairly confidently, that the reds are all on top? If you wait till 17 reds are tumed
over, you'll win just |p! Even after ten reds you'll only get £1. Make your choice now,

3
ES
%

The probability of drawing a red card off the top of a full, shuffled pack is 0.5 (they
are two possible colours, equally represented, and we want one of these). DOing' e
four times in succession, replacing ‘each time, gives 0.5* (0.5 X 0.5 x 0.5%X0.5
= 0.063 ((3)* = 15). Actually, to be absolutely accurate, we should calculate With(;u
replacement, since that’s how the problem was set above. This would be t
26 25 24 23

—X —X—X—=10.055

52 51 50 49

since there are 26 reds to start with but one less each time a red is drawn. A large
number of people say that by four reds they feel pretty confident that the pack i
fixed, not shuffled (and even more agree by five). In other words, they reject the
(null) hypothesis that this run could have occurred by chance.

The 5% significance level

Social scientists call a difference significant, and reject the null hypothesis of no
difference, when the probability of that difference occurring when the null hypothesis
being true drops below 0.05. This is popularly known as the 5% SIGNIFICANCE L&vEL,
You can see from the little exercise above that, if we replaced the cards each time, a
run of five reds would be significant but a run of four would not. If we just drew the
cards and didn’t replace, however, a run of four reds would very nearly count as
significant. In other words, when you’re dealing from a full, shuffled deck of cards,
you’ll get four consecutive reds just about 1 time in 20. Would you like to try it? This
would make a nice little programming exercise if you’re doing computer studies.
Otherwise, please just trust the theory! The point is that many people make a decision
intuitively at around the 5% level that a sequence of events wasn’t a fluke.

SIGNIFICANCE DECISICNS

We have come to an absolutely fundamental principle underpinning all social science
research — the notion of rejecting the null hypothesis at a certain level of significance.
Official theory says that, before we conduct a study, we state whart level we will take as
a criterion for rejecting our null hypothesis. In practice, the level of p=<0.05 is the
golden standard, the general yardstick by which differences or relationships are
counted as significant or not. To summarise:

 If a result is significant (p=0.05) the null hypothesis is rejected
e If a result is not significant (p>>0.05) the null hypothesis is retained

By ‘result is significant’ I mean the rather long winded statement ‘If the difference (or
relationship) is unlikely to have occurred by chance at the level set’.

e my 11-year-o

B the original stu
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i i i lify for publication.
d that, if your results reach this level, you gua on
is usuaulysz?é in Cl':apter 1, there are times when support for a'null hypothesis is
ef; 25 ry predicts - the finding of no difference can be very important. But in

ﬂ::Ievel used to make the decision would still be p=0.05, except under
case» .

2 oial circumstances.

s¢ it still be a fluke?

e in 20 you will deal four red cards off the top of a shuffled pack. I can
ts going home, playing snap with their younger sister or brother and

3 sn‘xden el Four reds! . . . and that Coolican says it’s rare.” Well, we expect you to

ying: Thelrt .arou.nd one time in 20, remember. So now you can hear a lirtle voice

this 1d friend) saying, “Well that means, if social scientists accept results

likely than 0.05 by chance, that one time in 20 they’re accepting fluke results!’

' t! (In a way.) Let’s think about this:

4 '3 couldn
pout one i

d the voice is righ

7 at steps can be taken to ensure that, when a researcher finds results significant at
20,05, the pattern of results is not a fluke occurrence?

What researchers do is to replicate studies. If an ef_fect is taken as sigpiﬁcant, andf
therefore published, someone else would try to obt.am the same result.s in a repeat ©

dy. The probability of two predicted mgmﬁcant differences both
occurring by chance is less than the chance of just one occurring by chance.

CRITICAL VALUE

We need to apply what we’ve just covered to our baby sex-guesser. We wax.uf to know
the number of correct predictions she must make in order for the probability of her
efforts occurring to drop below 0.05. We already know the odds' of her getting none
right, one right and so on, by using Pascal’s triangle. The various possibilities are
tisted in Table 14.4. You'll see that the values we already calculated are sboyvn bes@e
10, 9 and 8 correct predictions. To make things simpler for the first statistical test in
the next chapter, can we just switch to thinking about how many she can get wrong
and still have her result count as significant? The values are just the same. If she gets
none wrong, the probability is 0.001. If she gets one wrong p = 0.01; for two wrong
p = 0.044. Let’s suppose she got two wrong. 1 wonder how many readers are saying
‘that’s still pretty good’? '

We did not predict that our friend would get exactly two wrong. What we want is
the probability that she would do this well. In other words, we want the probability
that she would get two wrong or less. This is the probability for none, one and two
wrong added together. This is 0.001 +0.01 +0.44 and this gives 0.05'5. Unforn_lgately,
this value is just over the probability value we can allow for making a decision of
significant effect i.e. we can’t reject the null hypothesis that her overall performance
produces only 50% accuracy. However, had she got just one wrong (nine cotrect) the
resulting probability would be 0.001 + 0.01 and this is a mere 0.011. If you thought
nine correct choices would convince you then your thinking was the same as a
psychologist’s would be with these results. If you accepted eight or less then you were
alittle generous and likely to be accepting mere guesses. If you wanted 10 .(or, even
more) then you were erring on the side of caution, being a little ‘conservative’ with
significance.
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Table 144 Probabilities Jrom Pascal’s triangle

No. of correct Probability of N occurring

predictions (N) by chance (guessing) alone
Fraction Decimal
0 171024 0.00!
I 10/1024 0.01
2 45/1024 0.044
3 120/1024 0117
4 210/1024 0.205
5 25271024 0.246
6 21071024 0.205
7 12071024 0117
8 45/1024 0.044
9 1071024 0.01
10 171024 0.001
In terms of the number our friend can get wrong then, we would talk of 5 CRITICAL
VALUE of just 1. If she gets one Wrong, no more, we can reject the view that her resyltg

are just chance level. But she 8ot two wrong. We must retain the nuij hypothesis. This
doesn’t mean that she’s a fraud. We don’t say the null hypothesis is zrue, only that, a5

yet, we do not have enough evidence to reject it. She could always try again with
another 10 babies.

p
0.2 —
0.1

0 BT TR

No. of correct predictions

Figure 14.5 Probabiliry distribuzion Jor 10 predictions of two equally likely outcomes

The probability distribution for 10 events (coin tosses, sex guesses and so on) is
shown in Figure 14.5. I hope you’ll see thar this is a graphical representation of the
numbers in line 10 of Pascal’s triangle. The most likely event to occur (on a chance
basis) is five correct and five wrong, flanked closely by six correct, four wrong and
four correct, six wrong. If you look at the areas involved you can see just how likely it
is that the number of correcr guesses will fall somewhere between three and seven,

and just how unlikely it is that the result will fall out towards whart are known as the
‘tails’ of the distribution,

ONE-TAILED AND TWO-TAILED TESTS

Suppose our friend had got every single prediction wrong. Would we say she was a
hopeless baby-sex guesser? Or would this be g fascinating result? After all, the
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f her doing this by chance alone is also 0.001. We might suspect that she
?1, oot a valid method but that she has her instrument round the wrong way
g
ing it incorrectly! ' o
e (I_)ENAL HYPOTHESIS 1s made when we predict the direction of our results.
C:é we might predict that participants will recall more common than
For mmsmtan v:rords. A test of this hypothesis is known as a ONE-TAILED TEST.
unco OEIRECTIONAL HYPOTHESIS is made when we predict a difference put _do not
ANON_expected direction. We might predict that males and females will d;ffer 113
el arl'yrude to male homosexuality, but we do not make a statement about who w
i U . . -
their & ositive. The test of this hypothesis is TWO-TAILED. ’ o
be more P nduct a one-tailed test and the results go in the opposite direction to r_hgt
co . . ey
If.we d, we cannot reject the null hypothesis, even if t_he probability ofﬂtlhe?r.
predlCtixc,e is below 0.05. With a two-tailed test we can reject the null hypo esis
: ili i rrence is
occ'u;rever direction the results take, so long as the pFopablllw og their occu
whic 0.05. So why not always make two-tailed predictions then: . .
below ™ as‘on is that the one-tailed hypothesis will usually be a specific pr_edlctxon
one émeeory If results are extreme in the opposite direction from that predicted we
from ¢ rt for our theory and must return to the drawing board to look for
o a thimy i i i i d fault in our
o of several things: a confounding variable in the design or procedure, af a o
o icti ' i to take account of conflicting
logic predicting the result, or a way to revise our theory 1o

tObabih
Ihas indee
r is read

A DIRE

ts. . . T .
reszim[her reason is that significance with two-tailed predictions is harder to achieve

as I shall try to explain.

TAILS OF A DISTRIBUTION

Figure 14.6 shows an expanded version of the right-hand ‘tail’ of the plrobablthbrg
histogram in Figure 14.5. For significance, we alreac?ly calculated that.a resu tdn:us

in the shaded area. If the sex guesser made oply eight correct pljedl.ctlons, e area
involved would be (0.055) 5.5% of the total - just too much for significance.

i
0.01
| /
001
771N
8 9 10

No. of correct guesses

Figure 14.6 Expansion of right-hand three columns of Figure 14.5

Suppose we were interested in the probabi.]iry.that our friend would elth;er d]O]
extremely well or extremely poorly. We predict, in other \fvord.s. tht her' result v&\;
depart significantly from the null hypothesis of mere guessing, i etther direction. We
are making a non-directional hypothesis. The probability of our sex guesser .g.ettmg%
either nine or more of her predictions right or nine or more wrong is the addition o
the following probabilities:
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10 right p = 0.001
9 right p=0.01
10wrong p = 0.001
9wrong p=001
Total p=0.022

We have added the probabilities at each tail of the distribution. Even jf we?
predicted that she’d get a lot right or a lot wrong, her result of nine or tep COrred
would count as significant, because the probability of this occurring is 0.022 gpg SIiCl;
well below 0.05. But in other cases this doubling of probabilities for a two-tajleg test
would cause total probability to rise above 0.05 and leave the result non-significan;
In other words, if you hedge your bets, probability rises. A bookie lowers your odds if
you change your prediction from “first’ 1o “first or in the first three’.

In Figure 14.5 you can see that the area into which results must fa]), for
significance in a two-tailed test, is darkened. The left end is the mirror image of 1y,
right end in Figure 14.6. Results falling in any other columns are not significant,

THE NORMAL PROBABILITY DISTRIBUTION

You can see in Figure 14.5 that a histogram of probability for 10 equally likely eventg
forms a symmetrical ‘organ pipe’ pattern. Imagine what this would look like if we
tossed, say, 32 coins very many times. We’d get the pattern shown in Figure 13.15 iy
the last chapter. Instead of showing actual frequencies however, we could show
expected probabilities of occurrence for O tails, 1 tail etc. up to 32 tails. If you now
generalise this pattern, I hope you can see that, for very many events, the shape would
end up looking pretty much like a normal curve (you can see a naturally occurring
probability distribution of this shape when you look at very old stone or wooden steps
— why do they curve down in the middle?). We can use the normal distribution as a
probability curve in much the same way as we used Figure 14.5 for 10 events. For
instance, think back to z-scores and deviations in the last chapter. In the reading test
example (p. 222) I hope it’s obvious that the probability that any child, selected at
random, has a reading score higher than 40 is 0.5. We also know that 68.26% of all
scores fell between a z-score of +1 and —1. The area under the curve for this section
is 0.6826. We can say therefore, that the probability that any child, selected at
random, will have a z-score between +1 and —1 (that is, a reading score berween 30
and 50 in that example) is 0.6826.

This is the great value of the normal distribution curve and why, in the last
chapter, the area under the curve was emphasised. The whole thinking here is
immensely important when we come 1o using significance tests to decide when two
means, for instance, are significantly different from one another. We can go through
an example of a ‘one sample’ test right now as an example of what we can conclude
with this curve.

A simple significance test

Suppose we discovered some children, reared on a commune where all ‘schooling’
had been done within the small community as a part of daily living. Reading had not
been ‘taught’ in lessons but integrated into normal activities. An educational visitor is
impressed and wants to compare the children with the national mean. Assume that
our test, in Chapter 13, is nationally standardised. The mean for the population,
then, is 40. Our children average 61. The deviation is 61 —40 = 21. To get a 2-score
we divide the deviation by the standard deviation. This is: 21/10 = 2.1. If we look up
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£2.1 in Table 2 we find it cuts off the remaining 0.0179 of the right-hand