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After the domination of behaviourism in Anglo-American psychology during the 
middle of the century, the impression has been left, reflected in the many texts on 
research design, that the experimental method is the central tool of psychological 
research. In fact, a glance through journals will illuminate a wide array of data- 
gathering instruments in use outside the experimental laboratory and beyond the 
field experiment. This book takes the reader through details of the experimental 
method, but also examines the many criticisms of it, in particular the argument that 
its use, as a paradigm, has led to some fairly arid and unrealistic psychological 
models, as has the empirical insistence on quantification. The reader is also 
introduced to non-experimental method in some depth, where current A-level texts 
tend to be rather superficial. But, further, it takes the reader somewhat beyond 
current A-level minimum requirements and into the world of qualitative 
approaches. 

Having said that, it is written at a level which should feel 'friendly' and comfortable 
to the person just starting their study of psychology. The beginner will find it useful to 
read part one first, since this section introduces fundamental issues of scientific 
method and techniques of measuring or gathering data about people. Thereafter, any 
reader can and should use it as a manual to be dipped into at the appropriate place for 
the current research project or problem, though the early chapters of the statistics 
section will need to be consulted in order to understand the rationale and procedure 
of the tests of significance. 

I have med to write the statistical sections as I teach them, with the mathematically 
nervous student very much in mind. Very often, though, people who think they are 
poor at mathematical thinking find statistics far less diicult than they had feared, 
and the tests in this book which match current A-level requirements involve the use of 
very few mathematical operations. Except for a few illuminative examples, the 
statistical concepts are all introduced via realistic psychological data, some emanating 
fkom actual studies performed by students. 

This book will provide the A-level, A/S-level or International Baccalaureate 
student with all that is necessary, not only for selecting methods and statistical 
treatments for practical work and for structured questions on research examples, but 
also for dealing with general issues of scientific and research methods. Higher 
education students, too, wary of statistics as vast numbcrs of psychology beginners 
often are, should also find this book an accessible route into the area. Questions 

, throughout are intended to engage the reader in active thinking about the current 
topic, often by stimulating the prediction of problems before they are presented. The 
final structured questions imitate those found in the papers of several Examination 
Boards. 

I hope, through using this book, the reader will be encouraged to enjoy research; 
not to see it as an inrirnidating add-on, but, in fact, as the engine of theory without 

: which we would be left with a broad array of truly fascinating ideas about human 
experience and behaviour with no means of telling which are sheer fantasy and which 
might lead us to models of the human condition grounded in reality. 

If there are points in this book which you wish to question, please get in touch via 
f the publisher. 

Hugh Coolican 
i 



When I wrote the first edition of this book I was writing as an A-level teacher knowing 
that we all needed a comprehensive book of methods and statistics which didn't then 
exist at the appropriate level. I was pleasantly surprised, therefore, to find an 
increasing number of Higher Education institutions using the book as an intro- 
ductory text. In response to the interests of higher education students, I have 
included chapters on significance tests for three or more conditions, both non- 
parametric and using ANOVA. The latter takes the student into the world of the 
interactions which are possible with the use of more than one independent variable. 
The point about the 'maths' involved in psychological statistics still holds true, 
however. The calculations involve no more than those on the most basic calculator - 
addition, subtraction, multiplication and division, squares, square roots and deci- 
mals. The chapter on other useful complex tests is meant only as a signpost to readers 
venturing further into more complex designs and statistical investigation. 

Although this introduction of more complex test procedures tends to weight the 
book further towards statistics, a central theme remains the importance of the whole 
spectrum of possible research methods in psychology. Hence, I have included a brief 
introduction to the currently influential, if controversial, qualitative approaches of 
discourse analysis and reflexivity, along with several other minor additions to the 
variety of methods. The reader will find a general updating of research used to 
exemplify methods. 

In the interest of studeit learning through engagement with the text, I have 
included a glossary at the end of each chapter which doubles as a self-test exercise, 
though A-level tutors, and those at similar levels, will need to point out that students 
are not expected to be familiar with every single key term. The glossary definition for 
each term is easily found by consulting the main index and turning to the page 
referred to in heavy type. To stem the tide of requests for sample student reports, 
which the first edition encouraged, I have written a bogus report, set at an 'average' 
level (I believe), and included possible marker's comments, both serious and hair- 
splitting. 

Finally, I anticipate, as with the fist  edition, many enquiries and arguments 
critical of some of my points, and these I welcome. Such enquiries have caused me to 
alter, or somewhat complicate, several points made in the first edition. For instance, 
we lose Yates' correction, find limitations on the classic Spearman's rho formula, 
learn that correlation with dichotomous (and therefore nominal) variables is possible, 
and so on. These points do not affect anything the student needs to know for their 
A-level exam but may affect procedures used in practical reports. Nevertheless, I 
have withstood the temptation to enter into many other subtle debates or niceties 
simply because the main aim of the book is still, of course, to clarify and not to 
confuse through density. I do hope that this aim has been aided by the inclusion of yet 
more teaching 'tricks' developed since the last edition, and, at last, a few of my 
favourite illustrations. If only some of these could move! 

Hugh Coolican 

P A R T O N E  

Introduction 



This introduction sets the scene for research in psychology. The key ideas are 
that: 

Psychological researchen generally follow a scientific approach. 
This involves the logic oftesting hypotheses produced from falsifiable theories. 
Hypotheses need to be precisely stated before testing. 
Scientific research is a continuous and social activity, involving promotion and 
checking of ideas amongst colleagues. 
Researchers use probability statistics to  decide whether effects are 'significant' 
or not. 
Research has to  be carefully planned with attention t o  design, variables, 
samples and subsequent data analysis. If all these areas are not fully planned, 
results may be ambiguous or useless. 
Some researchen have strong objections to  the use of traditional scientific 
methods in the study of persons. They support qualitative and 'new paradigm' 
methods which may not involve rigid pre-planned testing of hypotheses. 

Student: I'd like to enrol for psychology please. 
Lecturer: You do realise that it includes quite a bit of statistics, and you'll 

have to do some experimental work and write up practical 
reports? 

Student: O h .  . . 
When enrolling for a course in psychology, the prospective student is very often taken 
aback by the discovery that the syllabus includes a fair-sized dollop of statistics and 
that practical research, experiments and report-writing are all involved. My experi- 
ence as a tutor has commonly been that many 'A' level psychology students are either 
'escaping' from school into fixther education or tentatively returning after years away 
from academic study. Both sorts of student are frequently dismayed to find that this 
new and exciting subject is going to thrust them back into two of the areas they most 
disliked in school. One is maths - but rest assured! Statistics, in fact, will involve you 
in little of h e  maths on a traditional syllabus and will be performed on real data most 
of which you have gathered yourself. Calculators and computers do the 'number 
crunching' these days. The other area is science. 

It is strange that of all the sciences - natural and social - the one which directly 
concerns ourselves as individuals in society is the least likely to be found in schools, 
where teachers are preparing young people for social life, amongst other thiigs! It  is 
also strange that a student can study all the 'hard' natural sciences - physics, 
chemistry, biology - yet never be asked to consider what a science is until they study 
psychology or sociology. 



These are generalisations of course. Some schools teach psychology. Others 
nowadays teach the underlying principles of scientific research. Some of us actually 
enjoyed science and maths at school. If you did, you'll find some parts of this book 
fairly easy going. But can I state one of my most cherished beliefs right now, for the 
sake of those who hate numbers and think this is all going to be a struggle, or, worse 
still, boring? Many of the ideas and concepts introduced in this book will already be 
in your head in an informal way, even 'hard' topics like probability. My job is to 
give names to some concepts you will easily think of for yourself. At other times it will 
be to formalise and tighten up ideas that you have gathered through experience. For 
instance, you already have a fairly good idea of how many cats out of ten ought to 
choose 'Poshpaws' cat food in preference to another brand, in order for us to be 
convinced that this is a real Merence and not a fluke. You can probably start 
discussing quite competently what would count as a representative sample of people 
for a particular survey. 

Returning to the prospective student then, he or she usually has little clue about 
what sort of research psychologists do. The notion of 'experiments' sometimes 
produces anxiety. 'Will we be conditioned or brainwashed?' 

If we ignore images from the black-and-white film industry, and think carefully 
about what psychological researchers might do, we might conjure up an image of the 
street survey. Think again, and we might suggest that psychologists watch people's 
behaviour. I agree with Gross (1992) who says that, at a party, if one admits to 
teaching, or even studying, psychology, a common reaction is 'Oh, I'd better be 
careful what I say from now on'. Another strong contender is 'I suppose you'll be 
analysing my behaviour' (said as the speaker takes one hesitant step backwards) in the 
mistaken assumption that psychologists go around making deep, mysterious inter- 
pretations of human actions as they occur. (If you meet someone who does do this, 
ask them something about the evidence they use, after you've finished with this 
book!) The notion of such analysis is loosely connected to Freud who, though 
popularly portrayed as a psychiatric Sherlock Holmes, used very few of the sorts of 
research outlined in this book - though he did use unstructured clinical interviews 
and the case-study method (Chapter 8). 

SO WHAT IS THE NATURE OF PSYCHOLOGICAL 

Although there are endless and furious debates about what a science is and what son 
of science, if any, psychology should be, a majority of psychologists would agree that 
research should be scientific, and at the very least that it should be objective, 
controlled and checkable. There is no final agreement, however, about precisely how 
scientific method should operate within the very broad range of psychological 
research topics. There are many definitions of science but, for present purposes, 
Allport's (1 947) is useful. Science, he claims, has the aims of: 

'. . . understanding, prediction and control above the levels achieved by 
unaided common sense.' 

What does Allport, or anyone, mean by 'common sense'? Aren't some things blindly 
obvious? Isn't it indisputable that babies are born with different personalities, for 
instance? Let's have a look at some other popular 'common-sense' claims. 

I have used these statements, including the controversial ones, because they are just 
the sort of things people claim confidently, yet with no hard evidence. They are 
'hunches' masquerading as fact. I call them 'armchair certainties (or theories)' 
because this is where they are often claimed from. 

Box I. I 'Common-sense' claims 

1 Women obviously have a maternal 
instinct - look how strongly they want to  
stay with their child and protect it 

2 Michelle is so good at predicting people's 
star sign -there must be something in 
astrology 

3 So many batsmen get out on 98 or 99 - 
it must be the psychological pressure 

Have we checked how men would feel 
after several months alone with a baby? 
Does the tern 'instinct' odd to  our 
understanding, or does it simply describe 
what mothers do and, perhaps, feel? Do all 
mothers feel this way? 

Have we checked that Michelle gets a lot 
more signs correct than anyone would by 
just guessing? Have we counted the times 
when she's wrong? 

Have we compared with the numbers of 
batsmen who get out on other high totals? 

4 Women are less logical, more suggestible Women score the same as men on logical 
- 

and make worse drivers than men tests in general. They are equally 
'suggestible', though boys are more likely to  
agree with views they don't hold but which 
are held by their peer group. Statistically, 
women are more -likely to  obey traffic rules 
and have less expensive accidents. Why else 
would 'one lady owner' be a selling point? 

5 1 wouldn't obey someone who told me About 62% of people who could have 
to  seriously hurt another person if I could walked free from an experiment, continued 
possibly avoid it to  obey an experimenter who asked them 

to give electric shocks to a 'learner' who 
had fallen silent after screaming horribly 

6 The trouble with having so many black In 199 I, the total black population of the 
immigrants is that the country is too UK (African Caribbean and Indian sub- 
small' (Quote from Call Nick Ross phone- continental Asian) was a little under 5%. 
in, BBC Radio 4,3.1 1.92) Almost every year since the second world 

war, more people haye left than have 
entered Britain to  live. Anyway, whose 
country? 

I hope you see why we need evidence from research. One role for a scientific study is 
to challenge 'common-sense' notions by checking the facts. Another is to produce 



'counter-intuitive' results like those in item five. Let me say a little more about what 
scientific research is by dispelling a few myths about it. 

MYTH NO. I: 'SCIENTIFIC RESEARCH IS THE COLLECTION OF FACTS' 

All research is about the collection of data but this is not the sole aim. First of all, facts 
are not data. Facts do not speak for themselves. When people say they do they are 
omitting to mention essential background theory or assumptions they are making. 

A sudden crash brings us running to the kitchen. The accused is crouched 
in front of us, eyes wide and fearful. Her hands are red and sticky. A knife 
lies on the floor. So does a jam jar and its spilled contents. The accused 
was about to lick her tiny fingers. 

I hope you made some false assumptions b'efore the jam was mentioned. But, as it is, 
do the facts alone tell us that Jenny was stealing jam? Perhaps the cat knocked the jam 
over and Jenny was trying to pick it up. We constantly assume a lot beyond the 
present data in order to explain it (see Box 1.2). Facts are DATA interpreted through 
THEORY. Data are what we get through E M P ~ C A L  observation, where 'empirical' 
refers to information obtained through our senses. It is difficult to get raw data. We 
almost always interpret it immediately. The time you took to run 100 metres (or, at 
least, the position of the watch hands) is raw data. My saying you're 'quickJ is 
interpretation. If we lie on the beach looking at the night sky and see a 'star' moving 
steadily we 'know' it's a satellite, but only because we have a lot of received 
astronomical knowledge, from our culture, in our heads. 

Box 1.2 Fearing or clearing the bomb? 

' 
In psychology we conbntly challenge the simplistic acceptance of fa& 'in front of our 

, eyes'. A famous bomb disposal officer, talking to  Sue Lawley on Desert lslond Discs, told of 
i the time he was trying urgently to clearthe public from the area of a live bomb. A 
I newspaper published h k  picture, advancing with outstretched arms, with the caption, 

I 'terrified member of public flees bomb', whereas another paper correctly identified him as 
the calm, but concerned expert he really was. 

Data are interpreted through what psychologists often call a 'schema' - our learned 
prejudices, stereotypes and general ideas about the world and even according to our 
current purposes and motivations. It is difficult to see, as developed adults, how we 
could ever avoid this process. However, rather than despair of ever getting at any 
psychological truth, most researchers share common ground in following some basic 
principles of contemporary science which date back to the revolutionary use of 
EMPIRICAL METHOD to start questioning the workings of the world in a consistent 
manner. 

The empirical method 
The original empirical method had two stages: 
1 Gathering of data, directly, through our external senses, with no preconceptions 

as to how it is ordered or what explains it. 

2 I N ~ u c n o N  of patterns and relationships within the data. 

'Induction' means to move &om individual observations to statements of general 
patterns (sometimes called 'laws'). 

 fa 30-metre-tall Maman made empirical observations on Earth, it (Martians have 
one sex) might focus its attention on the various metal tubes which hurtle around, 
some in the air, some on the ground, some under it, and stop every so often to take on 
little bugs and to shed others. 

The Martian might then conclude that the tubes were important life-forms and 
that the little bugs taken on were food . . . and the ones discharged . . . ? 

Now we have gone beyond the original empirical method. The Martian is 
the0 y. This is an attempt to explain why the patterns are produced, what 

forces or processes underly them. 
It is inevitable that human thinking will go beyond the patterns and combinations 

discovered in data analysis to ask, 'But why?'. It is also naive to assume we could ever 
gather data without some background theory in our heads, as I tried to demonstrate 
above. Medawar (1963) has argued this point forcefully, as has Bruner who points 
out that, when we perceive the world, we always and inevitably 'go beyond the 
information given'. 

Testing theories - the hypothetico-deductive method 
This Martian's theory, that the bugs are food for the tubes, can be tested. If the tubes 
get no bugs for a long time, they should die. This prediction is a HYPOTHESIS. A 
hypothesis is a statement of exactly what should be the case $a certain theory is true. 
Testing the hypothesis shows that the tubes can last indefinitely without bugs. Hence 
the hypothesis is not supported and the theory requires alteration or dismissal. This 
manner of thinking is common in our everyday lives. Here's another example: 

Suppose you and a friend find that every Monday morning the wing mirror 
of your car gets knocked out of position. You suspect the dustcart which 
empties the bin that day. Your fiend says, 'Well, OK. If you're so sure 
let's check next Tuesday. They're coming a day later next week because 
there's a Bank Holiday.' 

The logic here is essential to critical thinking in psychological research. 

The theory investigated is that the dustcart knocks the mirror. 
The hypothesis to be tested is that the mirror will be knocked next Tuesday. 
Our test of the hypothesis is to check whether the mirror is knocked next Tuesday. 

* If the mirror is knocked the theory is supported. 
If the mirror is not knocked the theory appears wrong. 

Notice, we say only 'supported' here, not 'proven true' or anything definite like that. 
This is because there could be an alternative reason why it got knocked. Perhaps the 
boy who follows the cart each week on his bike does the knocking. This is an example 
of 'confounding' which we'll meet formally in the next chapter. If you and your friend 
were seriously scientific you could rule this out (you could get up early). This 
demonstrates the need for complete control over the testing situation where 
possible. 

We say 'supported' then, rather than 'proved', because D (the dustcart) might not 
have caused M (mirror getting knocked) - our theory. Some other event may have 
been the cause, for instance B (boy cycling with dustcart). Very often we think we 
have evidence that X causes Y when, in fact, it may well be that Y causes X. You 
might think that a blown fuse caused damage to your washing machine, which now 
won't run, when actually the machine broke, overflowed and caused the fuse to blow. 
In psychological research, the theory that mothers talk more to young daughters 



(than to young sons) because girls are naturally more talkative, and the opposite 
theory, that girls are more talkative because their mothers talk more to them are both 
supported by the evidence that mothers do talk more to their daughters. Evidence is 
more useful when it supports one theory and not its rival. 

Ben Elton (1989) is onto this when he says: 

Lots of Aboriginals end up as piss-heads, causing people to say 'no wonder 
they're so poor, half of them are piss-heads'. It would, of course, make 
much more sense to say 'no wonder half of them are piss-heads, they're so - 
poor'. 

Deductive logic 
Theory-testing relies on the logical arguments we were using above. These are 
examples of DEDUCTION. Stripped to their bare skeleton they are: 

Applied to the0 y-testing Applied to the dustcart and 
mirror problem 

1 If X is true then Y must 1 If theory A is true, then 1 If the dustcart knocks 
be true hypothesis H will be the mirror then the mir- 

coniirmed ror will get knocked 
next Tuesday 

2 Y isn't true 2 H is disconfinned 2 The mirror didn't get 
knocked 

3 Therefore X is not true 3 Theory A is wrong* 3 Therefore it isn't the 
dustcart 

or or 
2 Yistrue 2 H is coniirmed 2 The mirror did get 

knocked 
3 X could still be true 3 Theory A could be true 3 Perhaps it is the dust- 

cart 

*At this point, according to the 'official line', scientists should drop the theory with 
the false prediction. In fact, many famous scientists, including Newton and Einstein, 
and most not-so-famous-ones, have clung to theories despite contradictory results 
because of a 'hunch' that the data were wrong. This hunch was sometime shown to 
be correct. The beauty of a theory can outweigh pure logic in real science practice. 

It is often not a lot of use getting more and more of the same sort of support for your 
theory. If I claim that all swans are white because the sun bleaches their feathers, it 
gets a bit tedious if I keep pointing to each new white one saying 'I told you so'. AU we 
need is one sun-loving black swan to blow my theory wide apart. 

If your hypothesis is disconiirmed, it is not always necessary to abandon the theory 
which predicted it, in the way that my simple swan theory must go. Very often you 
would have to adjust your theory to take account of new data. For instance, your 
friend might have a smug look on her face. 'Did you know it was the Council's "be- 
ever-so-nice-to-our-customers" promotion week and the collectors get bonuses if 
there are no complaints?' 'Pah!' you say 'That's no good as a test then!' Here, again, 
we see the need to have complete control over the testing situation in order to keep 
external events as constant as possible. 'Never mind,' your fiend soothes, 'we can 
always write this up in our psychology essay on scientific method'. 

Theories in science don't just get 'proven true' and they rarely rest on totally 

evidence. There is often a balance in favour with several anomalies yet 
to explain. Theories tend to 'survive' or not against others depending on the quality, 
not just the quantity, of their supporting evidence. But for every single supportive 
piece of evidence in social science there is very often an alternative explanation. It 
might be claimed that similarity between parent and child in intelligence is evidence 
for the view that intelligence is genetically transmitted. However, this evidence 
supports equally the view that children learn their skills from their parents, and 
similarity between adoptive parent and child is a challenge to the theory. 

Fakz3a bility 
popper (1959) has argued that for any theory to count as a theory we must at least be 
able to see how it could be falsified -we don't have to be able to falsify it; after all, it 
might be true! As an example, consider the once popular notion that Paul McCartney 
died some years ago (I don't know whether there is still a group who believe this). 
Suppose we produce Paul in the flesh. This won't do - he is, of course, a cunning 
replacement. Suppose we show that no death certificate was issued anywhere around 
the time of his purported demise. Well, of course, there was a cover up; it was made 
out in a different name. Suppose we supply DNA evidence from the current Paul and 
it exactly matches the original Paul's DNA. Another plot; the current sample was 
switched behind the scenes . . . and so on. This theory is useless because there is only 
(rather stretched) supporting evidence and no accepted means of falsification. 
Freudian theory often comes under attack for this weakness. Reaction formation can 
excuse many otherwise damaging pieces of contradictory evidence. A writer once 
explained the sexual symbolism of chess and claimed that the very hostility of chess 
players to these explanations was evidence of their validity! They were defending 
against the p o w e f i  threat of the n t h .  Women who claim publicly that they do not 
desire their babies to be male, contrary to 'penis-envy' theory, are reacting internally 
against the very real threat that the desire they harbour, originally for their father, 
might be exposed, so the argument goes. With this sort of explanation any evidence, 
desiring males or not desiring them, is taken as support for the theory. Hence, it is 
unfalsifiable and therefore untestable in Popper's view. 

Conventional scientijZc method 
Putting together the empirical method of induction, and the hypothetico-deductive 
method, we get what is traditionally taken to be the 'scientific method', accepted by 
many psychological researchers as the way to follow in the footsteps of the successful 
natural sciences. The steps in the method are shown in Box 1.3. 

Box 1.3 Traditional scientific method 

I Observation, gathering and ordering of data 

2 Induction of generalisations, laws 
3 Development of explanatory theories 

4 Deduction of hypotheses to test theories 
5 Testing of the hypotheses 

6 Support or adjustment of theory 

Scientific research projects, then, may be concentrating on the early or later stages of 
this process. They may be exploratory studies, looking for data from which to create 



theories, or they may be hypothesis-testing studies, aiming to support or challenge a 
theory. 

There are many doubts about, and criticisms of, this model of scientific research, 
too detailed to go into here though several aspects of the arguments will be returned 
to throughout the book, pamcularly in Chapter 11. The reader might like to consult 
Gross (1992) or Valentine (1 992). 

MYTH NO. 2: 'SCIENTIFIC RESEARCH INVOLVES DRAMATIC 
DISCOVERIES AND BREAKTHROUGHS' 

If theory testing was as simple as the dustcart test was, life would produce dramatic 
breakthroughs every day. Unfortunately, the classic discoveries are all the lay person 
hears about. In fact, research plods along all the time, largely according to Figure 1.1. 
Although, from reading about research, it is easy to think about a single project 
beginning and ending at specific points of time, there is, in the research world, a 
constant cycle occurring. 

A project is developed from a combination of the current trends in research 
thinking (theory) and methods, other challenging past theories and, within psychol- 
ogy at least, from important events in the everyday social world. Tne investigator 
might wish to replicate (repeat) a study by someone else in order to venfy it. Or they 

The research wroiect 1- . , 
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I Check design 
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I 

I 
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Modification 
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social world New ground 
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I theory I 

I I - 
Figure I. l The research cycle 

might wish to extend it to other areas, or to modify it because it has weaknesses. 
Every now and again an investigation breaks completely new ground but the vast 
majority develop out of the current state of play. 

Politics and economics enter at the stage of funding. Research staff, in universities, 
colleges or hospitals, have to justify their salaries and the expense of the project. 
~ u n d s  will come from one of the following: university, college or hospital research 
funds; central or local government; private companies; charitable institutions; and 
the odd private benefactor. These, and the investigator's direct employers, will need 
to be satisfied that the research is worthwhile to them, to society or to the general pool 
of scientific knowledge, and that it is ethically sound. 

The actual testing or 'running' of the project may take very little time compared 
with all the planning and preparation along with the analysis of results and report- 
writing. Some procedures, such as an experiment or questionnaire, may be tried out 
on a small sample of people in order to highlight snags or ambiguities for which 
adjustments can be made before the actual data gathering process is begun. This is 
known as PILOTING. The researcher would run PILOT TRIALS of an experiment or 
would PILOT a questionnaire, for instance. 

The report will be published in a research journal if successful. This term 
'successful' is difficult to define here. It doesn't always mean that original aims have 
been entirely met. Surprises occurring during the research may well make it 
important, though usually such surprises would lead the investigator to rethink, 
replan and run again on the basis of the new insights. As we saw above, failure to 
confirm one's hypothesis can be an important source of information. What matters 
overall, is that the research results are an important or useful contribution to current 
knowledge and theory development. This importance will be decided by the editorial 
board of an academic journal (such as the British Journal of Psychology) who will have 
the report reviewed, usually by experts 'blind' as to the identity of the investigator. 

Theory will then be adjusted in the light of this research result. Some academics 
may argue that the design was so different from previous research that its challenge to 
their theory can be ignored. Others will wish-to query the results and may ask the 
investigator to provide 'raw data' - the whole of the originally recorded data, 
unprocessed. Some will want to replicate the study, some to modify . . . and here we 
are, back where we started on the research cycle. 

MYTH NO. 3: 'SCIENTIFIC RESEARCH IS ALL ABOUT EXPERIMENTS' 

An experiment involves the researcher's control and manipulation of conditions or 
'variables, as we shall see in Chapter 5. 

Astronomy, one of the oldest sciences, could not use very many experiments until 
relatively recently when technological advances have permitted direct tests of 
conditions in space. It has mainly relied upon obselvation to test its theories of 
planetery motion and stellar organisation. 

It is perfectly possible to test hypotheses without an experiment. Much psycho- 
logical testing is conducted by observing what children do, asking what people think 
and so on. The evidence about male and female drivers, for instance, was obtained by 
observation of actual behaviour and insurance company statistics. . ' 

MYTH NO. 4:-'SCIENTISTS HAVE T O  BE UNBIASED' 

It is true that investigators try to remove bias from the way a project is run and from 
the way data is gathered and analysed. But they are biased about theory. They 



interpret ambiguous data to fit their particular theory as best they can. This happens 
whenever we're in a heated argument and say things like 'Ah, but that could be 
because . . .'. Investigators believe in their theory and attempt to produce evidence to 
support it. Mitroff (1974) interviewed a group of scientists and all agreed that the 
notion of the purely objective, uncornmited scientist was nayve. They argued that: 

. . . in order to be a good scientist, one had to have biases. The best 
scientist, they said, not only has points of view but also defends them with 
gusto. Their concept of a scientist did not imply that he would cheat by 
making up experimental data or falsifying it; rather he does everything in 
his power to defend his pet hypotheses against early and perhaps unwar- 
ranted death caused by the introduction of fluke data. 

DO W E  GET O N  TO PSYCHOLOGICAL RESEARCH NOW? 

Yes. We've looked at some common ideas in the language and logic of scientific 
research, since most, but not all, psychological investigators would claim to follow a 
scientific model. Now let's answer some 'why questions about the practicalities of 
psychological research. 

WHAT IS THE SUBJECT MATTER FOR PSYCHOLOGICAL RESEARCH? 

The easy answer is 'humans'. The more controversial answer is 'human behaviour' 
since psychology is literally (in Greek) the study of mind. This isn't a book which will 
take you into the great debate on the relationship between mind and body or whether 
the study of mind is at all possible. This is available in other general textbooks (e.g. 
Gross 1992, Valentine 1992). 

Whatever type of psychology you are studying you should be introduced to the 
various major 'schools' of psychology (Psycho-analytic, Behaviourist, Cognitive 
Humanist, . . .) It is important to point out here, however, that each school would see 
the focus for its subject matter differently - behaviour, the conscious mind, even the 
unconscious mind. Consequently, different investigatory methods have been devel- 
oped by different schools. 

Nevertheless, the initial raw data which psychologists gather directly from humans 
can only be observed behaviour (including physiological responses) or language 
(verbal report). 

WHY DO PSYCHOLOGISTS DO RESEARCH? 

All research has the overall aim of collecting data to expand knowledge. To be 
specific, research will usually have one of two major aims: To gather purely 
descriptive data or to test hypotheses. 

Descriptive research 
A piece of research may establish the ages at which a large sample of children reach 
certain language development milestones or it may be a survey (Chapter 8) of current 
adult attitudes to the use of nuclear weapons. If the results from this are in numerical 
form then the data are known as QUANTITATIVE and we would make use of 
DESCRIP~~VE STATISTICS (Chapter 13) to present a summary of findings. If the 
research presents a report of the contents of interviews or case-studies (Chapter 8), or 

of detailed observations (Chapter 71, then the data may be largely QUALITATIVE 

(Chapters 4, 11, 25), though parts may well become quantified. 
Moving to level 3 of Box 1.3, the descriptive data may well be analysed in order to 

generate hypotheses, models, theories or further research directions and ideas. 

Hypothesis testing 
A large amount of research sets out to examine one RESEARCH HYPOTHESIS or more by 
&owing that differences in relationships between people already exist, or that they 
can be created through experimental manipulation. In an experiment, the research 
hypothesis would be called the EXPERIMENTAL HYPOTHESIS. Tests of differences or 
relationships between sets of data are performed using INFERENTIAL STATISTICS 

(Chapters 15-24). Let me describe two examples of HYPOTHESIS TESTING, one 
laboratory based, the other from 'the field'. 
1 IN THE LABORATORY: A TEST OF SHORT-TERM MEMORY THEORY - A theory popular 
in the 1960s was the model of short-term (ST) and long-term (LT) memory. This 
claimed that the small amount of mformation, say seven or eight digits or a few 
unconnected words, which we can hold in the conscious mind at any one time (our 
short-term store) is transferred to a LT store by means of rehearsal - repetition of 
each item in the ST  store. The more rehearsal an item received, the better it was 
stored and therefore the more easily it was recalled. 

A challenge to this model is that simply rehearsing items is not efficient and rarely 
what people actually do, even when so instructed. Humans tend to make incoming 
information meaningful. Repetition of words does not, in itself, make them more 
meaningful. An unconnected list of words could be made more meaningful by 
forming a vivid mental image of each one and linking it to the next in a bizarre 
fashion. If 'wheel' is followed by 'plane', for instance, imagine a candy striped plane 
flying through the centre of the previously imaged wheel. We can form the hypothesis 
that: 

'More items are recalled correctly after learning by image-linking than after 
learning by rehearsal.' 

Almost every time this hypothesis is tested with a careful experiment it is clearly 
supported by the result. Most people are much better using imagery. This is not the 
obvious result it may seem. Many people feel far more comfortable simply repeating 
things. They predict that the 'silly' method will confuse them. However, even if it 
does, the information still sticks better. So, a useful method for exam revision? Well, 
making sense of your notes, playing with them, is a lot better than simply reading and 
repeating them. Lists of examples can also be stored this way. 
2 IN m FIEUD: A TEST OF ~ T E R N A L  DEPR~VATION - Bowlby (1951) proposed a 
controversial theory that young infants have a natural (that is, biological or innate) 
tendency to form a special attachment with just one person, usually the mother, 
different in kind and quality from any other. 

What does this theory predict? Well, coupled with other arguments, Bowlby was 
able to predict that children unable to form such an attachment, or those for whom 
this attachment was severed within the first few years of life, especially before three 
years old, would later be more likely than other children to become maladjusted. 

Bowlby produced several examples of seriously deprived children exhibiting 
greater maladjustment. Hence, he could support his theory. In this case, he didn't do 
something to people and demonstrate the result (which is what an experiment like 
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our memory example above does). He predicted something to be the case, showed it 
was, and then related these results back to what had happened to the children in the 
past. 

But remember that continual support does not prove a theory to be correct. Rutter 
(1971) challenged the theory with evidence that boys on the Isle of Wight who 
suffered early deprivation, even death of their mother, were not more likely to be rated 
as maladjusted than other boys so long as the separation had not also involved 
continuing social difficulties within the family. Here, Bowlby's theory has to be 
adjusted in the light of contradictory evidence. 

Hypotheses are not aiins or theories! 
Researchers state their hypotheses precisely and clearly. Certain features of the 
memory hypothesis above may help you in writing your own hypotheses in practical 
reports: 

1 No theory is included: we don't say, 'People recall more items because . 
(imagery makes words more meaningful, etc.). . .'. We simply state the 
expectation from theory. 

2 Effects are precisely defined. We don't say, 'Memory is better . . .', we define 
exactly how improvement is measured, 'More items are recalled correctly . . .'). 

In testing the hypothesis, we might make the prediction that: 'people will recall 
significantly more items in the image-linking condition than in the rehearsal 
condition'. The term 'significant' is explained in Chapter 14. For now let's just say 
we're predicting a difference large enough to be considered not a fluke. That is, a 
difference that it would rarely occur by chance alone. Researchers would refer, here, 
to the 'rejection of the NULL HYPOTHESIS'. 

The null hypothesis 
Students always find it odd that psychological researchers emphasise so strongly the 
logic of the null hypothesis and its acceptance or rejection. The whole notion is not 
simple and has engendered huge, even hostile debate over the years. One reason for 
its prominence is that psychological evidence is so firmly founded on the theory of 
probability i.e. decisions about the genuine nature of effects are based on mathemat- 
ical likelihood. Hence, this concept, too, will be more thoroughly tackled in Chapter 
14. For the time being, consider this debate. You, and a friend, have each just bought 
a box of matches ('average contents 40'). Being particularly bored or masochistic you 
both decide to count them. It turns out that your fiend has 45 whereas you have a 
meagre 36. 'I've been done!' you exclaim, 'just because the newsagent didn't want to 
change a E50 note'., Your friend tries to explain that there will always be variation 
around the average of 40 and that your number is actually closer to the mean than his 
is. 'But you've got 9 more than me', you wail. 'Well I'm sure the shopkeeper couldn't 
both have it in for you and favour me -there isn't time to check all the boxes the way 
you're suggesting.' 

What's happening is that you're making a non-obvious claim about reality, 
challenging the status quo, with no other evidence than the matches. Hence, it's 
down to you to provide some good 'facts' with which to argue your case. What you 
have is a difference &om the pure average. But is it a difference large enough to 
convince anyone that it isn't just random variation? It's obviously not convincing 
your friend. He is staying with the 'null hypothesis' that the average content really is 
40 (and that your difference could reasonably be expected by chance). 

Let's look at another field research example. Penny and Robinson (1986) 
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proposed the theory that young people smoke part& to reduce stress. Their 
hypothesis was that smokers differ from non-smokers on an anxiety measure (the 
Spielberger Trait Anxiety Inventory). Note the precision. The theory is not in the 
hypothesis and the measure of stress is precisely defined. We shall discuss psycho- 
logical measures, such as this one, in Chapter 9. The null hypothesis here is that 
smokers and non-smokers have a real difference of zero on this scale. Now, any test of 
two samples will always produce some difference, just as any test of two bottles of 
washing-~p liquid will inevitably produce a slightly different number of plates washed 
successfully. The question is, again, do the groups differ enough to reject the status 
quo view that they are similar? The notion is a bit like that of being innocent until 
proved gulty. There's usually some sort of evidence against an accused but if it isn't 
strong enough we stick, however uncomfortably, to the innocent view. This doesn't 
mean that researchers give up nobly. They often talk of 'retaining' the n d  
hypothesis. It will not therefore be treated as true. In the case above the null 
hypothesis was rejected - smokers scored significantly higher on this measure of 
anxiety. The result therefore supported the researchers' ALTERNATIVE HYPOTHESIS. 

In the maternal deprivation example, above, we can see that after testing, Rutter 
claimed the null hypothesis (no difference between deprived and non-deprived boys) 
could not be rejected, whereas Bowlby's results had been used to support rejection. A 
further cross-cultural example is given by Joe (1991) in Chapter 10. Have a look at 
the way we might use the logic of null hypothesis thinking in everyday life, as 
described in Box 1.4. 

Box 1.4 The null hypothesis - the truth standing on its head 
- - - .  

, Everyday thinking 
: Women just don't have a chance of 
1 managemeat promotion in this pla5e. In the 
I last four intkrviews they picked a male each 
! time out of a shortlist of two females and 
' two males 

Really? Let's see, how many males should 
, they have selected if you're wrong? 
: How do ?ou mean? 

Well, there were the same number of ; female as male candidates each time, so 
there should have been just asmany 
females as males selected in all. That's two! 

' Oh yeah! That's what l meant to start with. 
There should have been at least two new 

% . women managers from that round of 
, selection 

, Well just two unless we're compensating 
forpast male advantage! Now is none out 

, of four different enough from two out of 
I four to give us hard evidence of selection 
, bias? 

Formal research thinking 
Hypothesis of interest: more males get 
selected for- management 

Construct null hypothesis - what would 
happen if our theory is not true? 

Express the null hypothesis statistically. Very 
often this is that the difference betwe n the 9 .  two sets of scores is really zero. Here, ~t 1s 
that the difference%etween females and 
males selected will be zero 

Note: if there had been three female 
candidates and only one male each time, 
the null hypothesis would predict three 
females selected in all 
Conduct a statistical test to assess the 
probability that the actual figures would 
differ as much as they do from what the null 
hypothesis predicts 



Directional a n d  non-directional hypotheses 
If smokers use cigarettes to reduce stress you might argue that, rather than finding 
them higher on anxiety, they'd be lower - so long as they had a good supply! Hence, 
Penny and Robinson could predict that smokers might be higher or lower than non- 
smokers on anxiety. The hypothesis would be known as c ~ ~ ~ - ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ '  (some 
say 'two-sided' or 'two-tailed') - where the direction of effect is -not predicted. A 
DmxnoNAL hypothesis does predict the direction e.g., that people using imagery will 
recall more words. Again, the underlying notion here is statistical and will be dealt 
with more fully in Chapter 14. 

When is a hypothesis test Csuccessficl'? 
The decision is based entirely on a TEST OF SIGNIFICANCE, which estimates the 
unlikelihood of the obtained results occurring if the null hypothesis is true. We will 
discuss these in Chapter 14. However, note that, as with Rutter's case, a demonstra- 
tion of no real difference can be very important. Although young women consistently 
rate their IQ lower than do young men, it's important to demonstrate that there is, in 
fact, no real difference in IQ. 

Students doing practical work often get quite despondent when what they 
predicted does not occur. It feels very much as though the project hasn't worked. 
Some students I was teaching recently failed to show, contrary to their expectations, 
that the 'older generation' were more negative about homosexuality than their own 
generation. I explained that it was surely important information that the 'older 
generation' were just as liberal as they were (or, perhaps, that their generation were 
just as hostile). 

If hypothesis tests 'fail' we either accept the null hypothesis as important 
information or we critically assess the design of the project and look for weaknesses in 
it. Perhaps we asked the wrong questions or the wrong people? Were instructions 
clear enough? Did we test everybody fairly and in the same manner? The process of 
evaluating our design and procedure is educational in itself and forms an important 
part of our research report - the 'Discussion'. The whole process of writing a report is 
outlined in Chapter 28. 

HOW DO PSYCHOLOGISTS CONDUCT RESEARCH? 

A huge question and basically an introduction to the rest of the book! A very large 
number of psychologists use the experimental method or some form of well 
controlled careful investigation, involving careful measurement in the data gathering 
process. 

In Chapter 11, however, we shall consider why a growing number of psychologists 
reject the use of the experiment and may also tend to favour methods which gather 
qualitative data - information from people which is in descriptive, non-numerical, 
form. Some of these psychologists also reject the scientific method as I have outlined 
it. They accept that this has been a successful way to study inert matter, but seek an 
alternative approach to understanding ourselves. Others reinterpret 'science' as it 
applies to psychology. 

One thing we can say, though, is, whatever the outlook of the researcher, there are 
three major ways to get information about people. You either ask them, observe them 
or meddle. These are covered in 'Asking questions', 'Observational methods' and 
'The experimental method @art 1 and part 2)'. 

TO get us started, and to allow me to introduce the rest of this book, let's look at the 
key decision areas facing anyone about to conduct some research. I have identified 
these in Figure 1.2. Basically, the four boxes are answers to the questions: 

variables: WHAT shall we study? (what human characteristics under what 
conditions?) 

Design: HOW shall we study these? 
Samples: WHO shall we study? 
Analysis: WHAT sort of evidence will we get, in what form? 

VARIABLES 

Variables are tricky things. They are the things which alter so that we can make 
comparisons, such as 'Are you tidier than I am?' Heat is a variable in our study. How 
shall we define it? How shall we make sure that it isn't humidity, rather than 
temperature, that is responsible for any irritability? 

But the real problem is how to measure 'irritability'. We could, of course, devise 
some sort of questionnaire. The construction of these is dealt with in Chapter 9. We 
could observe people's behaviour at work on hot and cool days. Are there more 
arguments? Is there more swearing or shouting? We could observe these events in the 
street or in some families. Chapter 7 will deal with methods of observation. 

We could even bring people into the 'laboratory' and see whether they tend to 
answer our questionnaire differently under a well-controlled change in temperature. 
We could observe their behaviour whilst carrying out a frustrating task (for instance, 
balancing pencils on a slightly moving surface) and we could ask them to assess this 
task under the two temperature conditions. 

The difficulty of defining variables, stating exactly what it is we mean by a term 
and how, if at all, we intend to measure it, seemed to me to be so primary that I gave 
it the first chapter in the main body of the book (Chapter 2). 

Variables Q 
Design I 

+ 
PLAN Samples < 

Analysis 

Figure 1.2 Key decision areas in research 
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DESIGN 

The decisions about variable measurement have taken us into decisions about the 
DESIGN. The design is the overall structure and strategy of the research. Decisions on 
measuring irritability may determine whether we conduct a laboratory study or 'field' 
research. If we want realistic irritability we might wish to measure it as it occurs 
naturally, 'in the field'. Ifwe take the laboratory option described above, we would be 
running an experiment. However, experiments can be run using various designs. 
Shall we, for instance, have the same group of people perform the frustrating task 
under the two temperature conditions? If so, mighm't they be getting practice at the 
task which will make changes in their performance harder to interpret? The variety of 
experimental designs is covered in Chapter 6. 

There are several constraints on choice of design: 
1 RESOURCES -The researcher may not have the funding, staff or time to carry out a 
long-term study. The most appropriate technical equipment may be just too 
expensive. Resources may not stretch to testing in different cultures. A study in the 
natural setting - say in a hospital -may be too time consuming or ruled out by lack of 
permission. The laboratory may just have to do. 
2 NATURE OF RESEARCH ALM - If the researcher wishes to study the effects of 
maternal deprivation on the three-year-old, certain designs are ruled out. We can't 
experiment by artificially depriving children of their mothers (I hope you agree!) and 
we can't question a three-year-old in any great depth. We may be left with the best 
option of observing the child's behaviour, although some researchers have turned to 
experiments on animals in lieu of humans. The ethics of such decisions are discussed 
more fully in Chapter 26. 
3 PREVIOUS RESEARCH - If we intend to repeat an earlier study we must use the same 
design and method. An extension of the study may require the same design, because 
an extra group is to be added, or it may require use of a different design which 
complements the first. We may wish to demonstrate that a laboratory discovered 
effect can be reproduced in a natural setting, for instance. 
4 THE RESEARCHER'S A ~ E  TO SCIENTIFIC INVESTIGATION - There can be hostile 
debates between psychologists from Merent research backgrounds. Some swear by 
the strictly controlled laboratory setting, seeking to emulate the 'hard' physical 
sciences in their isolation and precise measurement of variables. Others prefer the 
more realistic 'field' setting, while there is a growing body of researchers with a 
humanistic, 'action research' or 'new paradigm' approach who favour qualitative 
methods. We shall look more closely at this debate in the methods section. 

SAMPLES 

These are the people we are going to study or work with. If we carry out our field 
observations on office workers (on hot and cool days) we might be showing only that 
these sort of people get more irritable in the heat. What about builders or nurses? If 
we select a sample for our laboratory experiment, what factors shall we take into 
account in trying to make the group representative of most people in general? Is this 
possible? These are issues of 'sampling' and are dealt with in Chapter 3. 

One word on terminology here. I t  is common to refer to the people studied in 
psychological research, especially in experiments, as 'subjects'. There are objections 
to this, particularly by psychologists who argue that a false model of the human being 
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4 is generated by referring to (and possibly treating) people studied in this distant, 
5. rnollv scientific manner. The British Psychological Society's rRevised Ethical Princi- -- < 

pies for Conducting Research with I3uman Participants' were in provisional opera- 

;F tion from February 1992. These include the principle that, on the grounds of 
o w e s y  and gratitude to participants, the terminology used about them should carry 4 obvious respect (although traditional psychologists did not intend 'subjects' to be 
derogatory). The principles were formally adopted in October 1992. However, 

1 

z through 1992 and up to mid-1993, in the British Journal of Psychology, there was only 
one use of 'participants' in over 30 research reports, so we are in a transition phase on 
this term. - 

Some important terminology uses 'subject', especially 'subject variables' (Chapter 
! 

31, m d  'between' or 'within subjects' (Chapters 20-22). In the interest of clarity I 
have included both terms in Chapter 3 but stuck to the older one in Chapters 20-22 
in order not to confuse readers checking my text with others on a difficult statistical 
topic. Elsewhere, in this second edition, you should iind that 'subjects' has been i 

7. 
purged except for appearances in quotes. 

;' 

ANALYSIS 

The design chosen, and method of measuring variables, will have a direct effect on 
the statistical or other analysis which is possible at the end of data collection. In a 
straightforward hypothesis-testing study, it is pointless to steam ahead with a design 
and procedure, only to find that the results can barely be analysed in order to support 
the hypothesis. 

There is a principle relating to computer programming which goes: 'garbage in - 
garbage out'. It applies here too. If the questionnaire contains items like 'How do you 
feel?', what is to be done with the largely unquantifiable results? 

Thoughts of the analysis should not stifle creativity but it is important to keep it 
central to the planning. 

! ONE LAST WORD O N  THE NATURE OF SCCENTlFlC RESEARCH (FOR 
N O W  

Throughout the book, and in any practical work, can I suggest that the reader keep 
i the following words fiom Rogers (1961) in mind? If taken seriously to heart and 
c practised, whatever the arguments about various methods, I don't think the follower 
- of this idea will be far away from 'doing science'. 

Scientific research needs to be seen for what it truly is; a way of preventing 
me from deceiving myself in regard to my creatively formed subjective 
hunches which have developed out of the relationship between me and my 
material. 

r Note: at the end of each chapter in this book there is a set of definitions for terms 
introduced. If you want to use this as a self test, cover up the right-hand column. You 
can then write in your guess as to the term being defined or simply check after you 

c read each one. Heavy white lines enclose a set of similar terms, as with the various 
types of hypotheses, overleaf. 

I 

! 
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GLOSSARY m&hods for assessing the probability of inferential statistics 

- - -  - . - .- - - - - - - - - -  . "  . - . - . -. - - - -  .. chance occumnce of certain data 

Relatively uninterpreted information - data ; -differences or relationships 

, received through human senses s! f; i-Fsfimating form of a relationship Y induction 

2 ; between variables using a limited set of Logical argument where conclusions deduction 
follow automatically from premises j sample measures 

I .% : 1 b Trying out prototype of a study or ' Methods for numerical summary of set descriptive statistics : - piloting; pilot trials i 
of sample data i; 1 questionnaire on a small sample in order 

I to discover snags or erron in design or 
Overall structure and strategy of a piece I design f ! to deveiop workable measuring 
of research / instrument 
Obsewation, recording and organisation , empirical method 

5 ,  
! Data gathered which is not susceptible - qualitative data 

of (sense) data, creating form which will 
I I :.to, or dealt with by, numerical 

reveal any patterns , 
P- I measurement or summary 

- - .  - - .  g - 
Precise prediction of relationship hypothesis 4 - quantitative data ' Data gathered which is susceptible to 

between data to be measured; usually I , numerical measurement or summary 
.i 

made t o  support more general People or things taken as a small subset sample 
theoretical explanation I- that exemplify the larger population 

types of hypothesis : Method used to veriti, ttuth or falsity of scientific method 
Precise statement of relationship i I theoretical explanations of why events 

alternative L [ 
between data to be measured; usually I occur 

[ made to  support more general I I Proposed explanation of observable theory 
theoretical explanation; the hypothesis I events 

, tested in a research project and 7 I Phenomenon (thing in the world) which variable 
contrasted with the NULL HYPOTHESIS 4 ' F  goes through observable changes - 
Hypothesis tested in a particular I experimental -4 -? 
experiment e /I 

Prediction that data do not vary in the - null 2 

way which will support the theory under 
investigation; very often the prediction 
that differences or correlations are zero E' 

ji 
Hypothesis in which direction of -- directional (one-~ided, 
difference or relationship is predicted -tailed) 
before testing I 

I 

Hypothesis tested in a particular piece of research ! 
research I 

$ 

Hypothesis in which direction of I -- two tailed (two-sided, I 

differences or relationship is not non-directional) 
predicted before testing ! 

I 
Method of recording observations and hypothetico-deductive 
regularities, developing theories to  method 
explain regularities and testing li 

predictions from those theories f 
, 
1 
il 
e 
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This chapter is an introduct~on t o  the language and concepts of measurement in 
social science. 

Variables are identified events which change in value. 
Many explanatoty concepts in psychology are unobservable directly but are 
treated as hypothetical constructs, as in other sciences. 
Variables t o  be measured need precise 'operational' definition (the steps taken 
to  measure the phenomenon) so that researchers can communicate effectively 
about their findings. 
independent variables are assumed to  affect dependent variables 
especially if they are controlled in experiments. 
Other variables affecting the events under observation must be accounted for 
and, if possible, controlled, especially in experimental work. Random errors 
have unpredictable effects on the dependent variable, whereas constant 
errors affect it in a consistent manner. 
Confounding occurs when a variable related t o  the Independent variable 
obscures a real effect or produces the false impression that the independent 
variable is producing observed changes. 

A variable is anything which varies. Rather a circular definition I know, but it gets us 
started. Let's list some things which vary: 

1 Height - varies as you grow older 
- varies between individuals 

2 Time - to respond with 'yes' or 'no' to questions 
-to solve a set of anagrams 

3 The political party people vote for 
4 Your feelings towards your partner or parent 
5 Emoversion 
6 Attitude towards vandals 
7 Anxiety 

Notice that all of these can vary - within yourself from one time to another 
- between different individuals in society 

A variable can take several or many values across a range. The value given is often 
numerical but not necessarily so. In example 3 above, for instance, the different 
values are names. 

m e  essence of studying anything (birds, geology, emotion) is the observation of 
changes in variables. If nothing changed there would be nothing to observe. The 
,,ence of science is to relate these changes in variables to changes in other 

4 
$ 

MEASURING VARIABLES 
Some of the variables above are easy to measure and we are familiar with the type of Ti instrument required. Height is one of these and time another, though the 
equipment required to measure 'reaction times' (as in example 2) is quite sophisti- 

i cated, because of the very brief intervals involved. 
b Some variables are familiar in concept but measuring them numerically seems a 
3 very difficult, strange or impossible thing to do, as in the case of anitude or anxiety. 

However, we often make estimates of others' attitudes when we make such 

! pronouncements as 'He is very strongly opposed to smoking' or 'She didn't seem 
particularly averse to the idea of living in Manchester'. 

k 
5 Variables like extroversion or dissonance are at first both strange and seemingly 

unmeasurable. This is because they have been invented by psychologists in need of a 
unifying concept to explain their observations of people. 

! If we are to work with variables such as attimde and anxiety we must be able to 
specify them precisely, partly because we want to be accurate in the measurement of 

1% 

.. their change, and partly because we wish to communicate with others about our 
findings. If we wish to be taken seriously in our work it must be possible for others to 
replicate our findings using the same measurement procedures. But what are 

b 
v 'attitude' and 'anxiety'? +. 

DEFINING PSYCHOLOGICAL VARIABLES 

C : You probably found the definitions quite hard, especially the first. Why is it we have 
4 such difficulty defining terms we use every day with good understanding? You must 
: have used these terms very many times in your communications with others, saying, 

for instance: + 
I think Jenny has a lot of intelligence 

I Bob gets anxious whenever a dog comes near him 
Are people today less superstitious than they were? 

. PSYCHOLOGICAL CONSTRUCTS 

ii I hope you found it relatively easier, though, to give examples of people being 
* intelligent, anxious or superstitious. Remember, I said in Chapter 1 that information 
f about people must come, somehow, from what they say or do. When we are young 

we are little psychologists. We build up a concept of 'intelligence' or 'anxiety' from 1 learning what are signs or manifestations of it; biting lips, shaking hand, tremulous 
j voice in the latter case, for instance. 
,i Notice that we learn that certain things are done 'intelligently'; getting sums right, 
L I 

VL 



doing them quickly, finishing a jigsaw. People who do these things consistently get 
called 'intelligent' (the adverb has become an adjective). It is one step now to 
statements like the one made about Jenny above where we have a noun instead of an 
adjective. It is easy to think of intelligence as having some thing-like quality, of 
existing independently, because we can use it as a noun. We can say 'What is X?'. 
The Greek philosopher Plato ran into this sort of trouble asking questions like 'What 
is justice?. The tendency to treat an abstract concept as if it had independent 
existence is known as REIFICATION. 

Some psychologists (especially the behaviourist Skinner, who took an extreme 
empiricist position) would argue that observable events (like biting lips), and, for 
anxiety, directly measurable internal ones (like increased heart rate or adrenalin 
secretion), are all we need to bother about. Anxiety just is all these events, no more. 
They would say that we don't need to assume extra concepts over and above these 
things which we can observe and measure. To  assume the existence of internal 
structures or processes, such as 'attitude' or 'drive' is 'mentalistic', unobjective and 
unscientific. 

Other psychologists argue that there is more. That a person's attitude, for instance, 
is more than the sum of statements about, and action towards, the attitude object. 
They would argue that the concept is useful in theory development, even if they are 
unable to trap and measure it in accurate detail. They behave, in fact, like the 'hard' 
scientists in physics. 

No physicist has ever directly seen an atom or a quark. This isn't physically 
possible. (It may be logically impossible ever to 'see' intelligence, but that's another 
matter.) What physicists do is to assume that atoms and quarks exist and then work 
out how much of known physical evidence is explained by them. Quarks are 
HYPOTHETICAL CONSTRUCTS. They will survive as part of an overall theory so long as 
the amount they explain is a good deal more than the amount they contradict. 

Taking a careful path, psychologists treat concepts like intelligence, anxiety or 
attitude as hypothetical constructs too. They are assumed to exist as factors which 
explain observable phenomena. If, after research which attempts both to support and 
refute the existence of the constructs, the explanations remain feasible, then the 
constructs can remain as theoretical entities. A state of anxiety is assumed from 
observation of a person's sweating, stuttering and shaking. But we don't see 'anxiety' 
as such. Anxiety is, then, a hypothetical construct. 

ORGANISATION OF CONSTRUCTS 

A construct can be linked to others in an explanatory framework from which further 
predictions are possible and testable. We might, for instance, infer low self-esteem in 
people who are very hostile to members of minority ethnic groups. The low self- 
esteem might, in turn, be related to authoritarian upbringing which could be checked 
up on. We might then look for a relationship between authoritarian rearing and 
prejudiced behaviour as shown in Figure 2.1. 

If psychologists are to use such constructs in their research work and theorising, 
they must obviously be very careful indeed in explaining how these are to be treated 
as variables. Their definitions must be precise. Even for the more easily measurable 
variables, such as short-term memory capacity, definitions must be clear. 

One particular difficulty for psychologists is that a large number of terms for 
variables they might wish to research already exist in everyday English with wide 
variation in possible meaning. 

Explanatory constructs 
7 

Strict (authoritarian) upbringing ------ Low self-esteem 

f 
psychologist mibht predict 
and hope to demonstrate that 
a relationship exists between 
these two observable or 
measurable events. I 

+ 
Discriminatory behaviour towards + 

minority ethnic group members 

I Need to feel 
superior to 
someone 

- to minority 
ethnic group 

3 Inferred t hypothetical 
constructs $ 

* 
't Public world ! Mental world i (directly observable) (not directly observable) 

$ Figure 2.1 Explanatory framework of hostility to minority ethnic groups 

OPERATIONAL DEFINITIONS 

In search of objectivity, scientists conducting research attempt to OPERATIONALISE 

their variables. An OPERATIONAL DEFINITION of variable X gives us the set of activities 
required to measure X. It is like a set of instructions. For instance, in physics, pressure 
is precisely defined as weight or mass per unit area. To  measure pressure we have to 
find out the weight impinging on an area and divide by that area. 

Even in measuring a person's height, if we want to agree with others' measure- 
ments, we will need to specify conditions such as what to take as the top of the head 
and how the person should stand. In general though, height and time present us with 
no deep problem since the units of measurement are already clearly and universally 
defined. 

In a particular piece of memory research we might define short-term memory 
capacity as 'the longest list of digits on which the participant has perfect recall in 
more than 80% of trials'. Here, on each trial, the participant has to try to recall the 
digit string presented in the order it was given. Several trials would occur with strings 
&om three to, say, 12 digits in length. At the end of this it is relatively simple to 
calculate our measure of short-term memory capacity according to our operational 
definition. 

If a researcher had measured the 'controlling' behaviour of mothers with their 
children, he or she would have to provide the coding scheme given to assistants for 



making recordings during observation. This might indude categories of 'physical 
restraint', 'verbal warning', 'verbal demand' and so on, with detailed examples given 
to observers during training. 

The notorious example, within psychological research, is the definition of intelli- 
gence as 'that which is measured by the (particular) intelligence test used'. Since 
intelligence tests differ, we obviously do not have in psychology the universal 
agreement enjoyed by physicists. It might be argued that physicists have many ways 
to measure pressure but they know what pressure is. Likewise, can't psychologists 
have several ways to test intelligence? But psychologists aren't in the same position. 
Physicists get almost exactly the same results with their various alternative measures. 
Psychologists, on the other hand, are still using the tests to try to establish agreement 
on the nature of intelligence itself. (See 'factor analysis' in Chapter 9.) 

An operational definition gives us a more or less valid method for measuring some 
pan of a hypothetical construct. It rarely covers the whole of what is usually 
understood by that construct. It is hard to imagine an operational definition which 
could express the rich and diverse meaning of human intelligence. But for any 
particular piece of research we must state exactly what we are counting as a measure 
of the construct we are interested in. As an example, consider a project carried out by 
some students who placed a ladder against a wall and observed men and women 
walking round or under it. For this research, 'superstitious behaviour' was (narrowly) 
operationalised as the avoidance of walking under the ladder. 

Here are some ideas: 
1 Physicalpunishment: number of times parent reports striking per week; 

questionnaire to parents on attitudes to physical punishment. Aggression: number 
of times child initiates rough-and-tumble behaviour observed in playground at 
school; number of requests for violent toys in Santa Claus letters. 

2 Stress: occupations defined as more stressful the more sickness, heart attacks etc. 
reported within them. Memory could be defined as on page 25, or participants 
could keep a diary of forgehl incidents. 

3 Language development: length of child's utterances; size of vocabulary, etc. 
Stimulation: number of times parent initiates sensory play, among other things, 
during home observation. 

4 Compliance: if target person agrees to researcher's request for change in street. 

defined in terms of dress and role. In one case, the researcher dressed 
with doctor's bag. In the other, with scruffy clothes. We could also use 

post-encounter assessment rating by the target person. 

5 StereotyPe response: number of times participant, in describing the infant, uses 
coming from a list developed by asking a panel of the general public what 

infant features were typically masculine and typically feminine. 

f 
INDEPENDENT A N D  DEPENDENT VARIABLES 

f In the experiment on memory described in Chapter 1 there were two variables. One 
was manipulated by the experimenter and had just &o values - learning by rehearsal 

6 Or learning by imagery. Notice this variable does not have numerical values as such, 
,1: 
$ but it is operationally defined. The other variable, operationally defined, was the 

number of items recalled correctly, in any order, during two minutes. 

~ o t  too diicult  I hope? Now, one of these variables is known as the DEPENDENT 

VARIABLE (commonly DV for short) and the other is known as the INDEPENDENT 

# VARIABLE (JY). I hope it is obvious that, since the number of items recalled depends 
upon which learning mode is used, the number of items recalled gets called the 

f 'dependent variable'. The variable it depends on gets known as the 'independent 
variable'. It isn't affected by the DV, it is independent of it. The DV is, we hope, 

-4 affected by the IV. 
'b Suppose we give participants a list of words to learn under two conditions. In one ' they have 30 seconds to learn and in the other they have one minute. These different :$ 
I! values of the IV are often refared to as LEVELS. The time given for learning (IV) will, 

we expect, be related to the number of words correctly recalled (DV). This is the 
% 

hypothesis under test. 
! 

variation in IV 

Time given to learn words 

affects 

' Figure 2.2 Relationship of IV  and D V  

- 

!i 1 Level of stimulation 
i -b Rate of language development 

provided by parents 
i 2 Alleged sex of infant ---------+ Terms used to  describe infant 

Figure 2.3 Spec$c examples of IV-DV relationship 
;i 

[ A fundamental process in scientific research has been to relate IV to DV through 

1 experimental manipulation, holding all other relevant variables constant while only 
L the IV changes. Some psychology textbooks assume that IV and DV apply only to 
t 



experiments. However, the terms originate from mathematics, are common through- 
out scientific research and relate to any linked variation. In an experiment the IV is 
completely in the control of the experimenter. It is what the experimenter manipulates. In 
other research, the IV, for instance the amount of physical punishment or sex-role 
socialisation, is assumed to have varied way beyond any control of the researcher. 
These points are explored more thoroughly in Chapter 5. 

EXTRANEOUS VARIABLES 

This is a general term referring to any variable other than the IV which might have an 
effect on the measured DV. It tends to be used in reference mainly to experiments 
where we would normally be interested in controlling the unwanted effects of all 
variables except the IV, so that we can compare conditions fairly. 

If all variables are controlled - kept *om altering - then any change in the DV can 
more confidently be attributed to changes in the IV. 

The unwanted effects of extraneous variables are often known as 'errors'. Have a 
look at Figure 2.4. Imagine each picture shows the deliveries of a bowler. In Figure 
2.4b there are few errors. In Figure 2 . 4 ~  there seems to be one systematic error. If the 
bowler could correct this, all the deliveries would be accurate. In Figure 2.4a there 
seems to be no systematic error but deliveries vary quite widely about the wicket i q a  
seemingly random pattern. In Figure 2.4d we can only syrnpathise! Deliveries vary 
randomly and are systematically off the wicket. We will now look at the way these two 
sorts of CONSTANT (systematic) ERROR and RANDOM ERROR are dealt with in 
research. 

Random error (or random variable) 
Maybe your answers to question 1 included some of the following: 

I 

the way you were feeling on the day 

high random error; lowlno constant error low random error; lowlno constant error 

low random error; high constant error high random error; high constant error 

Figure 2.4 Random and constant errors 

, the stuffy atmosphere in the room . the noise of the heater . the fact that you'd just come from a Sociology exam 

The heater may go on and off by thermostat. Experimental apparatus may behave 
slightly differently from trial to trial. A technician may cough when you're trying to 
concentrate. Some of the variables above affect only you as participant. Others vary 
across everyone. Some people will pay more attention than others. The words 
presented have different meanings to each person. These last two 'people' differences 
are known as PARTICIPANT (or SUBJECT) VARIABLES (see Chapter 3). 

these variables are unpredictable (well, something could have been done about 
the heater!). They are sometimes called 'nuisance variables'. They are random in 
their effect. They do not affect one condition more than the other, we hope. In fact, 
we assume that they will just about balance out across the two groups, partly because 
we randomly allocated participants to conditions (see Chapter 3). 

Where possible, everything is done to remove obviously threatening variables. In 
general though, random errors cannot be entirely eliminated. We have to hope they 
balance out. 

Random errors, then, are unsystematic extraneous variables. 

Constant error 
For question 2, did you suggest that: 

participants might be better in the imagery condition because it came second and 
they had practice? 
the list of words used in the imagery condition might have been easier? 
in the imagery condition the instructions are more interesting and therefore more 
motivating? 

In these examples an extraneous variable is operating systematically. It is affecting the 
performances in one condition more than in the other. This is known as a CONSTANT 

ERROR. 

If the effect of an extraneous variable is systematic it is serious because we may 
assume the IV has affected the DV when it hasn't. 

Suppose babies lying in a cot look far more at complex visual patterns. Suppose 
though, the complex patterns were always presented on the right-hand side, with a 
simple pattern on the left. Maybe the cot makes it more comfortable to look to the 
right. Perhaps babies have a natural tendency to prefer looking to the right. This is a 
constant error which is quite simple to control for. We don't have to know that left or 
right does make a difference. To be safe we might as well present half the complex 
designs to the left, and half to the right, unpredictably, in order to rule out the 
possibility. This is an example of RANDOMISATION of stimulus position (see Chapter 6 
for this and other ways of dealing with constant error). 

Confounding (or confounding variables) 
The fundamentally important point made in the last section was that, whenever 
dzzerences or relationships are observed in results, it is always possible that a variable, other 
than the independent variable has produced the effect. In the example above, left or right 
side is acting as an uncontrolled IV. By making the side on which complex and simple 
designs will- appear unpredictable the problem would have been eliminated. This 
wasn't done, however, and our experiment is said to be CONFOUNDED. 

Notice, from Figure 2.5, that at least three explanations of our results are now 



Complex -+ causes 
pattern longer 

(is always gazing 

right side) 

Right side -+ causes 
(is where longer 
complex gazing 
pattern 
always 

-+ longer 
Complex gazing 
pattern 

Figure 2.5 Alternative explanations of gazing effect 

possible. Figure 2 . 5 ~  refers to two possibilities. First, perhaps some babies prefer 
looking to the right whilst others prefer more complex patterns. Second, perhaps the 
combination of right side and complex pattern tips the balance towards preference in 
most babies. 

Consideration of Figure 2.5 presents another possibility. Suppose our results had 
been inconclusive - no significant difference in preference for pattern was found. 
However, suppose also that, all things being equal, babies do prefer more complex 
patterns (they do). The constant presentation of complex patterns to the right might 
have produced inconclusive results because, with the particular cot used, babies are 
far more comfoqable looking to the left. Now we have an example of confounding 
which obscures a valid effect, rather than one that produces an artificial effect. 

Confounding is a regular feature of our attempts to understand and explain the 
world around us. Some time ago, starting a Christmas vacation, a .friend told me that 
switching to decaffeinated coffee might reduce some physical effects of tension which 
I'd been experiencing. T o  my surprise, after a couple of weeks, the feelings had 
subsided. The alert reader will have guessed that the possible confounding variable 
here is the vacation period, when some relaxation might occur anyway. 

There is a second possible explanation of this effect. I might have been expecting a 
result from my switch to the far less preferred decaffeinated coffee. This alone might 
have caused me to reappraise my inner feelings - a possibility one always has to keep 
in mind in psychological research when participants know in advance what behaviour 
changes are expected. This is known as a PLACEBO EFFECT and is dealt with in 
Chapter 3. 

Confounding is said to occur, then, whenever the true nature of an effect is 
obscured by the operation of unwanted variables. Very often these variables are not 
recognised by the researcher but emerge through critical inspection of the study by 
others. 

In the imagery experiment, it may not be the images that cause the improvement. It 
may be the meaningful links, amounting to a story, that people create for the words. 
How could we check this hypothesis? Some students I was teaching once suggested 
we ask people without sight £rom birth to create the links. I'm absolutely sure this 
would work. It certainly does work on people who report very poor visual imagery. 
They improve as much as others using image-linking. So we must always be careful 
not to jump to the conclusion that it is the variable we thought we were examining that 
has, in fact, created any demonstrated effects. 
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CONFOUNDING IN  NON-EXPERIMENTAL RESEARCH 

ln non-experimental work the researcher does not control the IV. The researcher 
measures variables which already exist in people and in society, such as social class of 

and child's academic achievement. 
One of the reasons for doing psychological research is to challenge the 'common- 

sense' assumptions people often make between an observed IV and DV. It is easy to 
assume, for instance, that poor home resources are responsible for low academic 

when a relationship is discovered between these two variables. But those 
with low resources are more likely to live in areas with poorer schools which attract 
less well-trained staff. The relationship is confounded by these latter variables. 

confounding occurred when Bowlby (1953) observed that children without 
mothers and reared in institutions often developed serious psychological problems. 
He ataibuted the cause of these problems almost entirely to lack of a single maternal 
bond. Later checks revealed that along with no mother went regimented care, a 
~erious lack of social and sensory stimulation, reduced educational opportunity and a 
few other variables possibly contributing to later difficulties in adjustment. 
In the world of occupational psychology a resounding success has recently been 

reported (Jack, 1992) for British Home Stores in improvement of staff performance 
through a thorough programme of training (using National Vocational Qualifica- 
tions) and incentives. One indicator of this improvement is taken to be the highly 
significant drop in full-time Staff turnover from 1989-1990 (50%) to 1990-1991 
(24%). Unfortunately, this period happened to coincide with a massive upturn in 
general unemployment, which cannot therefore be ruled out as a serious confounding 
variable. 

operational 

manipulated 
In experiment 
'levels' of IV 

'. 

variable extraneous I variables 

constant error 
+-- (an example of - confounding) 

may be indirect 

construct 
.E. 
-1 Figure 2.6 Summary of variables and errors 
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I Identify the assumed independent and dependent variables in the following statements: 
a) Attitudes can be influenced by propaganda messages 
b) Noise affects efficiency of work 
c) Time of day affects span of attention 
d) Performance is improved with practice 
e) Smiles given tend to  produce smiles in return 
t) Aggression can be the result of fnrstration 
g) Birth order in the family influences the individual's personalty and intellectual 

achievement 

-. 
- h) people's behaviour in crowds is different from behaviour when alone 

2 in exercise I ,  what could be an operational definit~on of 'noise', 'span of attention1, 'smile'? 

3 groups of six-year-old children are assessed for their cognrtive skills and sociability. 
One group has attended some forin of preschool education for at least a year before 
starting school. The other group has not received any preschool experience. R e  

educated group are superior on both variables. 

a) Identify the independent and dependent variables 
b) Identify possible confounding variables 
C) Outline ways in which the confound~ng variables could be eliminated as possible 

explanations of the differences 



This chapter looks at how people are selected for study in psychological research 
and on what basis they are divided into various groups required for ideal 
scientific experimentation, Issues arising are: 

Samples should be representative ofthose to whom results may be 
generalised. 
Random selection provides representative samples only with large numbers. 
Various non-random selection techniques (stratified, quota, cluster, 
snowball sampling, critical cases) aim to  provide representative, or at 
least useful small samples. Opportunity and self-selecting samples may 
well be biased. - Size of samples for experiments is a subject of much debate; large is not always 
best. 
In strict experimental work, variance in participant performance should be kept 
to a minimum. 
Control groups and placebo groups serve as comparisons, showing what . 

might occur in experimental conditions excluding only the independent 
variable. 

Suppose you had just come back from the airport with an Indian friend whd is to stay 
with you for a few weeks and she switches on the television. To your horror, one of 
the worst imaginable game shows is on and you hasten to tell her that this is not 
typical of British TV fare. Suppose, again, that you are measuring attitudes to trade 
unions and you decide to use the college canteen to select people to answer your 
questionnaire. Unknown to you, the men and women you select are mainly people 
with union positions on a training course for negotiation skills. In both these cases an 
unrepresentative sample has been selected. In each case our view of reality can be 
distorted. 

POPULATIONS AND SAMPLES 

One of the main aims of scientific study is to be able to generalise from examples. A 
psychologist might be interested in establishing some quality of all human behaviour, 
or in the characteristics of a certain group, such as those with strong self-confidence 
or those who have experienced preschool education. In each case the POPULATION is 

the existing members of that group. Since the population itself will normally be too 
large for each individual within it to be investigated, we would normally select a 
S A M P ~ ~  fi-om it to work with. A population need not consist of people. A biologist 
b & t  be interested in a population consisting of all the cabbages in one field. A 
psychologist might be measuring participants' reaction times, in which case the 
population is the times (not the people) and is infinite, being all the times which 

ever be produced. 
The particular population we are interested in (managers, for instance), and &om 

we draw our samples, is known as the TARGET POPULATION. 

SAMPLING BIAS 
We need our sample to be typical of the population about which we wish to generalise 
results. If we studied male and female driving behaviour by observing drivers in a 
town at 11.45 a.m. or 3.30 p.m. our sample of women drivers is likely to contain a 
larger than usual number driving cars with small children in the back. 

This weighting of a sample with an over-representation of one particular category 
is known as SAMPLTNG BIAS. The sample tested in the college canteen was a biased 
sample, if we were expecting to acquire from it an estimation of the general public's 
current attitude to trade unions. 

According to Ora (1965), many experimental studies may be biased simply 
because the sample used are volunteers. Ora found that volunteers were significantly 
different fkom the norm on the following characteristics: dependence on others, 
insecurity, aggressiveness, introversion, neuroticism and being influenced by others. 

A further common source of sampling bias is the student. It is estimated that some 
75% of American and British psychological research studies are conducted on 
students (Valentine, 1992). To be fair, the estimates are based on studies occurring 
around the late 1960s and early 1970s. Well over half of the UK participants were 
volunteers. To call many of the USA participants 'volunteers' is somewhat mislead- 
ing. In many United States institutions the psychology student is requited to 
participate in a certain number of research projects. The 'volunteering' only concerns 
which particular ones. This system also operates now in some UK establishments of 
higher education. 

PARTICIPANT VARIABLES (OR 'SUBJECT VARIABLES') 

In many laboratory experiments in psychology, the nature of the individuals being 
tested is not considered to be an important issue. The researcher is often specifically 
interested in an experimental effect, in a difference between conditions rather than 
between types of person. In this case the researcher needs, in a sense, 'an average 
bunch of people' in each condition. 

I hope that one of your possible explanations was that the control group might just 
happen to be better with the sound of words. There may be quite a few good poets or 
songwriters among them. This would have occurred by chance when the people were 
allocated to their respective groups. If so, the study would be said to be confounded 

I 



Group A Group B 

Figure 3.1 Participant variables might affect experiment on diet 

by PARTICIPANT (or SUBJECT) VARZABLES. These are variations between persons acting 
as participants, and which are relevant to the study at hand. Until the recent shift in 
terminology, explained earlier, these would have been known as 'subject variables'. 

REPRESENTATIVE SAMPLES 

What we need then, are samples representative of the population from which they are 
drawn.. The target population for each sample is often dictated by the hypothesis 
under test. We might need one sample of men and one of women. Or we may require 
samples of eight-year-old and 12-year-old children, or a group of children who watch 
more than 20 hours of television a week and one watching less than five hours. 

Within each of these populations, however, how are we to ensure that the 
individuals we select will be representative of their category? The simple truth is that 
a truly representative sample is an abstract ideal unachievable in practice. The 
practical goal we can set ourselves is to remove as much sampling bias as possible. We 
need to ensure that no members of the target population are more likely than others 
to get into our sample. One way to achieve this goal is to take a truly RANDOM SAMPLE 

since this is strictly defined as a sample in which e v e y  member of the targetpopulation has 
an equal chance of being included. 

A biased sample 

Figure 3.2 A biased sample 

- e WHAT IS MEANT BY RANDOM? 

Random is not just haphazard. The strict meaning of random sequencing is that no 
event is ever predictable fkom any of the preceding sequence. Haphazard human 

may have some underlying pattern of which we are unaware. This is not true 
for the butterfly. Evolution has led it to make an endlessly random sequence of -s 
in fight (unless injured) which makes prediction impossible for any of its much more 
powerful predators. 

RANDOM SAMPLES 

The answer is that none of these methods will produce a tested random sample. In 
item (a) we may avoid people we don't like the look of, or they may avoid us. In items 
(b) and (c) the definition obviously isn't satisfied (though these methods are 
sometimes known as QUASI-RANDOM SAMPLTNG or SYSTEMATIC SAMPLING). In (d) we 
are less likely to drop our pin at the top or bottom of the paper. In (e) the initial 
selection is random but our sample will end up not containing those who refuse to 
take part. 

If no specific type of person (teachers, drug addicts, four to five-year-olds . . .) is 
the subject of research then, technically, a large random sample is the only sure way 
to acquire a fully representative sample of the population. Most psychological 
research, however, does not use random samples. A common method is to advertise 
in the local press; commoner still is to acquire people by personal contact, and most 
common of all is to use students. A very common line in student practical reports is 'a 
random sample was selected'. This has never been true in my experience unless the 
population was the course year or college, perhaps. 

What students can reasonably do is attempt to obtain as random a sample as 
possible, or to make the sample fairly representative, by selecting individuals from 
imponant subcategories (some working class, some middle class and so on) as is 

- described under 'stratified sampling' below. Either way, it is important to discuss this 
issue when interpreting results and evaluating one's research. 

The articles covered in the survey cited by Valentine did not exactly set a shining 
example. Probably 85% used inadequate sampling methods and, of these, only 5% 
discussed the consequent weaknesses and implications. 



38 RESEARCH METHODS AND STATISTICS IN PSYCHOLOGY 
, r ,' ,, -2 " i 

HOW TO SAMPLE RANDOMLY & '  

Computer selection 
The computer can generate an endless string of random numbers. These are 
numbers which have absolutely no relationship to each other as a sequence and which 
are selected with equal frequency. Given a set of names the computer would use these 
to select a random set. 

Random number tables 
Alternatively, we can use the computer to generate a set of random numbers which 
we record and use to do any selecting ourselves. Such a table appears as Table 1 in 
Appendix 2. Starting anywhere in the table and moving either vertically or horizon- 
tally a random sequence of numbers is produced. To select five people at random 
from a group of 50, give everyone a number from 1 to 50 and enter the table by 
moving through it vertically or horizontally. Select the people who hold the first five 
numbers which occur as you move through the table. 

Manual selection 
The numbered balls in a Bingo session or the numbers on a roulette wheel are 
selected almost randomly as are raffle tickets drawn from a barrel or hat so long as 
they are all well shuffled, the selector can't see the papers and these are all folded so as 
not to feel any different from one another. You can select a sample of 20 from the 
college population this way, but you'd need a large box rather than the 'hat' so 
popular in answers to questions on random selection. 

These methods of random selection can be put to uses other than initial sample 
selection: 

Random allocation to experimental groups 
We may need to split 40 participants into two groups of 20. T o  ensure, as far as 
possible, that participant variables are spread evenly across the two groups, we need 
to give each participant an equal chance of being in either group. In fact, we are 
selecting a sample of 20 from a population of 40, and this can be done as described in 
the methods above. 

Random ordering 
We may wish to put 20 words in a memory list into random order. To  do ,this give 
each word a random number as described before. Then put the random numbers into 

POPULATION 

Figure 3.3 Random, stratiJied and quota samples 

a - numerical order, keeping the word with its number. The words will now be randomly 
ordered. 

~ ~ ~ d o r n  sequencing of trials 
rn the experiment on infants' preference for simple and complex patterns, described 
in the last chapter, we saw a need to present the complex figure to right and left at 
random. Here, the ordering can be decided by calling the first 20 trials 'left' and the 
rest 'right'. Now give all 40 mals a random number. Put these in order and the left- 
right sequencing will become random. 

ENSURING A REPRESENTATIVE SAMPLE 
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I hope you'll agree that the electoral roll will provide us with the widest, unbiased 
section of the population, though it won't include prisoners, the homeless, new 
residents and persons in psychiatric care. The telephone directory eliminates non- 
phone owners and the house selection eliminates those in residential institutions. The 
street will not contain people at work, those with a severe disability unless they have a 
helper, and so on. 

If we use near-perfect random sampling methods on the electoral roll then a 
representative sample should, theoretically, be the result. We should get numbers of 
men, women, over 60s, diabetics, young professionals, members of all cultural 
groups and so on, in proportion to their frequency of occurrence in the town as a 
whole. This will only happen, though, if the sample is fairly large as I hope you'll 
agree, at least after reading the section on sample sizes further below. 

STRATIFIED SAMPLING 

We may not be able to use the electoral roll or we may be taking too small a sample to 
expect representativeness by chance. In such cases we may depart from complete 
random sampling. We may pre-define those groups of people we want represented. 

If you want a representative sample of students within your college you might 
decide to take business studies students, art students, catering students and so on, in 
proportion to their numbers. If 10% of the college population comprises art students, 
then 10% of your sample will be art students. If the sample is going to be 50 students 
then five will be chosen randomly from the art department. 

The strata of the population we identify as relevant will vary according to the 
particular research we are conducting. If, for instance, we are researching the subject 
of attitudes to unemployment, we would want to ensure proportional representation 
of employed and unemployed, whilst on abortion we might wish to represent various 
religions. If the research has a local focus, then the local, not national, proportions 
would be relevant. In practice, with small scale research and limited samples, only a 
few relevant strata can be accommodated. 
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QUOTA SAMPLING 

This method has been popular amongst market research companies and opinion 
pollsters. It consists of obtaining people fi-om strata in proportion to their occurrence 
in the general population but with the selection from each stratum being left entirely 
to the devices of the interviewer who would be unlikely to use pure random methods, 
but would just stop interviewing 18-21-year-old males, for instance, when the quota 
had been reached. 

CLUSTER SAMPLES 

It may be that, in a particular town, a certain geographical area can be fairly described 
as largely working class, another as largely middle class and another as largely 
Chinese. In this case 'clusters' (being housing blocks or whole streets) may be 
selected fi-om each such area and as many people as possible fi-om within that cluster 
will be included in the sample. This, it is said, produces large numbers of 
interviewees economically because researcher travel is reduced, but of course it is 
open to the criticism that each cluster may not be as representative as intended. ' 

SNOWBALL SAMPLING 

This refers to a technique employed in the more qualitative techniques (see Chapter 
11) where a lot of information is required just to get an overall view of an 
organisational system or to find out what is happening around ,a certain issue such as 
alcoholism. A researcher might select several key people for interview and these 
contacts may lead on to further important contacts to be interviewed. 

CRITICAL CASES 

A special case may sometimes highlight things which can be related back to most 
non-special cases. Freud's studies of people with neuroses led him to important 
insights about the unconscious workings possible in anybody's mind. Researchers 
interested in perceptual learning have studied people who have regained sight 
dramatically. 

THE SELF-SELECTING SAMPLE 

You may recall some students who placed a ladder against a wall and observed how 
many men and women passed under or around it. In this investigation the sample 

I I 
Figure 3.4 Cluster samples 

1 Figure 3.5 A snozuball sample 

could not be selected by the researchers. They had to rely on taking the persons who 
walked along the street at that time as their sample. Several studies involve this kind 
of sample. In one study, people using a phone booth were asked ifthey had picked up 
a coin left in the booth purposely by the researchers. The independent variable was 
whether the person was touched while being asked or not. The dependent variable 
was whether they admitted picking up the coin or not. 

Volunteers for experimental studies are, of course, a self-selecting sample. 

1 THE OPPORTUNITY OR CONVENIENCE SAMPLE 

Student practical work is very often carried out on other students. For that matter, so 
is a lot of research carried out in universities. If you use the other students in your 
class as a sample you are using them as an opportunity sample. They just happen to 
be the people you can get hold of. 

The samples available in a 'natural experiment' (see Chapter 5) are also opportu- 
nistic in nature. Ifthere is a chance to study children about to undergo an educational 
innovation, the researcher who takes it has no control over the sample. 

8 SAMPLE SIZE 

One of the most popular items in many students' armoury of prepared responses to 
'Suggest modifications to this research' is 'The researcher should have tested more 
participants'. If a significant difference has been demonstrated between two groups 
this is not necessary unless (i) we have good reason to suspect sampling bias or (ii) we 
are replicating the study (see Chapter 4). 

If the research has failed to show a significant difference we may well suspect our 
samples of bias. But is it a good idea to simply add a lot more to our tested samples? 

Figure 3.6 An opportunity sample? 
4 



The argument FOR large samples 
It is easier to produce a biased sample with small samples. I hope this example will 
make this clear. If you were to select five people £tom a group containing five 
Catholics, five Muslims, five Hindus and five Buddhists, you'd be more likely to get a 
religious bias in your sample than if you selected 10 people. For instance, if you select 
only five they could all be Catholics, but with 10 this isn't possible. 

In general, the larger the sample the less the likely sampling bias. 

Does this mean then that we should always test as many people as possible? Another 
argument for large samples is demonstrated by the following example. Suppose there 
are somewhat more pro- than anti-abortionists in the country as a whole, the ratio 
being six to five. A small sampling strategy, producing 12 for and 10 against will not 
convince anyone that this diierence represents reality, but a difference of 360 to 300 
might. Although we haven't yet covered probability, I hope that your acquired sense 
of chance factors would agree with this. 

The argument AGAINST large samples 
One reason we can't always take such large samples is economic, concerning time 
and money. But another limitation is that larger samples may obscure a relevant 
participant variable or specific effect. 

Suppose, for instance, there is a task which, when performed under condition B 
produces improvement over condition A but only for left-handed participants (left- 
handers are disadvantaged whec writing left to right with ink which has to dry, for 
instance). These contributions to the total scores are illustrated by the two left-hand 
columns in Figure 3.7. Here, the increased total score for all participants on 
condition B is due almost completely to the difference for left-handers (distance X 
shown by the middle two columns (b) in Figure 3.7). If only left-handed scores were 
considered, the difference would be seen as significant (not just chance) but the 
overall difference for the whole sample is not. The difference shown by the two right- 
hand columns (c) of Figure 3.7, where a lot more people have been tested is 
significant. However, the researcher might conclude that there is a slight bur 
significant difference across all participants. A specific and interesting effect (sharp 
improvements for left-handers) is being obscured by simply taking a much larger 
sample, rather than stopping after the first 'failure' to examine possible participant 
variables (left- or right-handedness) which are hiding the effect. 

A B A B A B 

Figure 3.7 Task scoresfor right- and lefc-handed participants 

kz:ier 
scores 

-,CIT-m* - - ?.- . A large sample, then, may disguise an important participant variable which needs 
teasing out- 

Large samples may also disguise weaknesses in the design of an experiment. Ifthere 
are a large number of uncontrolled variables present then differences between two 
small groups may seem insignificant (just chance variation). It may take large samples 
+, show that the difference is consistent. In field studies (outside the laboratory - see 
Chapter 5) we may have to put up with this lack of control, but in laboratory 

such random variables can be controlled so that small samples will 
demonstrate the real diierence. 

~t has been argued that the optimum sample size, when investigating an experi- 
mental IV assumed to have a similar effect on most people, is about 25 to 30. If ----- 
significance is not ~ h o w  then the researcher i n v e ~ t i ~ ~ t e s ~ ~ a r t i c i ~ a n t  variables and 
the design of the study. 

GROUPS 

CONTROL GROUPS AND EXPERlMENTAL GROUPS 

Well, perhaps the children would have reached this greater maturity in thought 
without the treatment, through the increasing complexity of their encounters with the 
environment. We need to compare these children's development with that of a group 
who do not experience the programme. This latter group would be known as a 
CONTROL GROUP and the group receiving the programme as an EXPEFSMENTAL GROUP 

or TREATMENT GROUP. 

In selecting these two groups we must be careful to avoid confounding by 
participant variables and ensure that they are equivalent in composition. We can 
select each entirely at random or on a stratified basis. In studies like -&s, the children 
might be chosen as matched pairs (see Chapter 6) so that for each child in one group 
there was a child to compare with in the other, matched on relevant characteristics 
such as age, sex, social class and so on. 

PLACEBO GROUP 

The .experimental group in the example above may have lowered their output of 
prejudice responses because they knew they were in an experimental programme, 
especially if they knew what outcomes the researchers were expecting. In trials of new 
drugs some people are given a salt pill or solution in order to see whether the 
expectation of improvement and knowledge of having been given a cure alone will 
produce improvement. Similarly, psychologists create PLACEBO GROTJPS in order to 
eliminate the possibility that results are confounded by expectancy variables. 

A common experimental design within physiological psychology has been to inject 
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participants with a substance which stimulates the physiological reactions which 
occur when individuals are emotionally aroused. A control group then experiences 
everything the injected (experimental) group experience, except the injection. The 
placebo group receives an injection of a harmless substance with no physiological 
effects. Performances are then observed and if both the control and placebo groups 
differ in the same way from the experimental group we can rule out expectancy as the 
cause of the difference. Some of the children in the prejudice study above could be! 
given a programme unrelated to prejudice reduction, and also informed of expected 
results, in order to serve as a placebo group. 
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EXERCISES 
I A researcher shows that participants in a conformity experiment quite often give an 

obviously wrong answer to  simple questions when six other confederates of the 
experimenter have just given the same wrong answer by preanangement. What else must 
the researcher do in order t o  demonstrate that the real participants actually are 
conforming to group pressure? 

Number which has absolutely no -- random number 
relationship wkh the other numbers in 
its set 

Group selected from population for sample 
study or experiment 



2 The aim of a particular investigation is to  compare the attitudes of working-class and 
middle-class mothers to  discipline in child rearing. What factors should be taken into 
account in selecting two comparable samples (apart from social class)? 

3 A psychologist advertises in the university bulletin for students willing to  participate in an 
experiment concerning the effects of alcohol consumption on appetite. For what reasons 
might the sample gathered not be a random selection of students? 

4 A random sample of business studies students in the county of Suffex could be drawn by 
which one of these methods? 
a) Selecting one college at random and using all the business studies students within it. 
b) Group all business studies students within each college by surname initial (A, B, . . . Z). 

Select one person at random from each initial group in each college. 
c) Put the names of all business studies students at all colleges into a very large hat, shake 

ahd draw out names without looking. 

5 A psychologist visits a group of 20 families with a four-year-old child and trains the mother 
to  use a special programme for promoting reading abilv. Results in reading ability at age 
six are compared with those of a control group who were not visited and trained. A 
research assistant suggests that a third group of families should have been included in the 
study. What sort of group do you think the assistant is suggesting? 

6 A psychology lecturer requires two groups to  participate in a memory experiment She 
divides the students in half by splitting the left side from the right side of the class. The left 
side get special instructions and do better on the problem-solving task The lecturer claims 
that the instructions are therefore effective. Her students argue that a confounding . 

variable could be operating. What are they thinking of, perhaps? 

P A R T  T W O  

Methods 



This chapter introduces the general themes of reliability and validity, 
standardisation and the quafitative-quantitative dlmenslon rn research. 

Reliability refers to  a measure's consistency In producing slmllar results on 
rl~fferent but comparable occasions. -. - - - Validity has to  do with whether a measure is really measuring what it was 
intended to measure. 
In particular, for experimental work, there has been a debate about 'threats 
to internal and external validity'. 

= 'Internal validity' refers t o  the issue of whether an effect was genuine or 
rather the result of incorrectly applied statistics, sampling biases or extraneous 
variables unconnected with the IV. 
'External validity' concerns whether an effect generalises from the specific 
~ e o ~ l e ,  place and measures of variables tested to  the population, other 
8 t 

populations, other places and to  other, perhaps fuller, measures of the 
variables tested. 
The main message of the chapter is not that students need (now) t o  get 
embroiled in hair-splitting debate about what exactly is internal or external, or 
a case of this or that type of validity. The point is to  study the various 'threats' 
and try to  avoid them in practical work, or at least discuss them in writing 
about practical studies. 
Standardised procedures reduce variance in people's performances, 
exclude bias from different treatment of groups and make replication 
possible. Replication is fundamental to  the establishment of scientific credibility. 
Meta-analysis is the statistical review of many tests of the same hypothesis 
in order to  establish the extent of valid replication and to  produce objective 
reviews of results in topic areas. 
The qualitative-quantitative dlmenslon 1s Introduced as a fundamental 
drvlslon wrthln the theory of methods In contemporary psychological research. 
The d~mensron will be referred to  throughout as research varles In the extent 
to whlch rt employs aspects of ether approach. Some researchers see the two 
approaches as complementaty rather than antagonlstlc. 

So far, we have discussed the sorts of things we might want to measure or control in 
research studies, and the son of groups required by investigations. Whenever 
~s~chologists discuss measurement - in the form of scales, tests, surveys, etc. - the 
issue arises of whether the measures are RELIABLE and v m .  Both these terms will be 



discussed in some detail in Chapter 9 where they are applied to psychological tests. 
However, the next few chapters are about overall methods in psychological research 
and, at times, we will need to refer to the general meaning of these terms, and a few 
others. 

Any measure we use in life should be reliable, otherwise it's useless. You wouldn't 
want your car speedometer or a thermometer to give you different readings for the 
same values on different occasions. This applies to psychological measures as much 
as any other. Hence, questionnaires should produce the same results when retested 
on the same people at different times (so long as nothing significant has happened to 
them between tests) and different observers measuring aggression in children should 
come ,up with similar ratings. 

In addition to being consistent we should also be able to have confidence that our 
measuring device is measuring what it's supposed to measure. You wouldn't want 
your speedometer to be recording oil pressure or your thermometer to be actually 
measuring humidity. In psychology, this issue is of absolutely crucial importance 
since, as you saw in the 'variables' chapter, it is often difficult to agree on what a 
concept 'really is' and things in psychology are not as touchable or get-at-able as 
things in physics or chemistry. Hence, validity is the issue of whether psychological 
measures really do make some assessment of the phenomenon under study. 

INTERNAL AND EXTERNAL VALIDITY 

There are two rather special meanings of the term 'validity' now popular in 
psychological debate about the design of research studies, especially experiments. 
The terms were coined by Campbell and Stanley in the 1960s and produce deep, 
difficult and sometimes hostile argument about meanings and the importance of 
various types of validity. There is not room to go into this in great depth here, but my 
reason for including the general ideas is to help us to focus and categorise all the 
problems in designing research which will lead us as close as possible to what is and 
what is not the case in the world of psychological investigation. I say 'as close as 
possible' because there is an underlying theme, which I'm sure you've caught hold of 
by now, that scientific research, in psychology as elsewhere, does not get at any exact 
truth in the world of theory. Many people would argue that the best we can hope to 
do is to Pule out what isn't true. We can be very confident that a null hypothesis isn't 
true but we can never be sure exactly why there was a di£ference in our results. Was it 
really the IV or was something else responsible? This is a good starting point for o w  
discussion of internal and external validity. Before we go further though, would you 
like to try and generate some of the basic ideas by having a go at the exercise below? 
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'THREATSs TO VALIDITY 

I hope that, even if you're new to the idea of scientific or experimental research, 
Tabatha's project offended your sense of balanced, fair, objective investigation. 
There are obviously many ways in which Tabatha might have got some differences 
but not because of her particular training programme. These things, other than the IV, 
which could have produced the results, Campbell and Stanley called 'threats to 
validity'. It is time to distinguish between internal and external threats: 

Threats to internal validity 
Did the design of the study really illuminate the effect of one variable on another? 
'Was there a genuine effect? 

3 Threats to external validity 
TO what extent is it legitimate to generalise these findings to other people, places, 
h e s  and instance of the variables measured? 

f INTERNAL VALIDITY 

6 Within this concept two questions are asked: 



Table 4.1 Threats to internal and external validity of research studies 
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Threats to external 
.validity Description 

may well guess what is 
required of them in the 
study 

Evaluation apprehension Hypothesis guessing may 
(pleasing the lead to trying to please the 
experimenter' or 'looking experimenter or looking 
good') good 
Experimenter expectancy Dealt with in this Chapter 

Level of the independent The levels ofthe IV used 
variable (IV) may not be far enough 

apart. Better to use several 
levels (in more advanced 
work) 

~eneralisation to the Dealt with In this Chapter 
population 
Generalisation to other . Dealt with in this Chapter 
populations 

I 

Comments 

h e w  what they were 
expected to do 

See 'demand 
characteristics' p. 75. Note 
that Tabatha's trainees 
tried to do well 

See also p. 74 
, 

One and three cups of 
coffee may make no 
difference but one and I0 
might! Better to try one, 
four, seven and 10, perhaps 

See also Chapter 3 

See also Chapter 3 

Generalisation to other Dealt with in this Chapter Will Tabatha's training 
settings; 'ecological validity' work out of college? 

2 Was the effect caused by the IV or something else? 
If the difference is treated as statistically valid, did it occur because the IV had a 
direct effect, or did manipulating the IV, or just running the study in general, 
produce some other, hidden effect? 

1 This question mainly concerns statistical significance and will be dealt with in 
Chapters 14-23. It's about whether we say, 'Sure there was a difference but it 
could have been just chance, it's so small' - the sort of question we ask about 
those lines of pla;es in washing-up liquid commercials. For now, note, &om 
Table 4.1 (see p. 52) that if we use the wrong statistical test, use a test without 
satisfying its assumptions, do too many tests on the same data, or introduce too 
many random errors into the experimental setting or into the procedure, we may 
be unable to state confidently that any differences found were true differences. 
Random errors can be dealt with to some extent by operating a STANDARDISED 

PROCEDURE and we'll look at exactly what this entails after this section on 
validity. 

2 From Table 4.1 note that the other, non-statistical threats to internal validity 
concern reasons why the differences might have occurred even though the IV 
didn't cause them. Several of these are to do with gemng an imbalance of people 
of certain types in one of the conditions. We'll deal with this problem in Chapter 
6 - Experimental designs. Note that rivalry or resentment by the control group, 
and so on, is seen as a threat to internal validity because the treatment isn't causing 
any effect on the treatment group. The control group is creating the difference. 
Tabatha's control group might draw half-heartedly since at least some appear to 
feel a bit left out. This factor, then, has nothing to do with the programme as 
such, which therefore can't be said to be causing any differences found. 

"'-"-Ex.TERNAL VALIDITY 
,Suppose the IV is responsible for the change. For various reasons which I hope are, or 

become, fairly obvious, the results of such a 'successfu~' study may not be 
generali~ed to all other situations without some serious considerations. There are 
four major ways in which generalisation may be limited. We can ask: 
1 would this happen with other sorts of people or with all the people of whom OUT 

sample was an example? 

2 would this happen in other places? 
3 Would this happen at other timed (Consider Asch's famous conformity studies in 

the 1950s. Would people be as likely to conform now as then?) 
4 would this happen with other measures? (e.g. 'racial discrimination' might be 

assessed by having people give sentences to a black and a white fictitious 
tcriminal'. Would the effect found occur if a questionnaire had been used 
instead?) 

Bracht and Glass (1968) categorised 1 as 'population validity' and 2 as  ECOLOGICAL^ 
VALIDITY. I have treated this second term as a 'key term' because, unlike the first, it is 
a very popular term, although its original use (Brunswik, 1947) was limited to 
~erception. It is a term you are likely to come across quite often in other textbooks or 
in class discussion, especially on the issue of the laboratory study in psychology. 

Population validity 
Think how often you've been frustrated by a news or magazine article which, on the 
basis of some single study, goes on to make claims such as '. . . so we see that women 
(do such and such) whilst men (do so and so). . .'. Obviously a class experiment can't 
be generalised to all students nor can it be generalised to all other groups of people. 
The matter of how important this issue is varies with the type of study. External 
validity is of crucial importance to applied researchers who want to know that a 
programme (of training or therapy, for instance) 'works' and they may be less worried 
aboutithe exact (conceptual) variable responsible for the effect. 

Ecological validity - 

A big problem with psychological laboratory research is that it is often v e y  difficult to 
see how results could be generalised to real-life circumstances, to naturally occurring 
behaviour in an everyday setting. A study's 'ecological validity', according to Bracht 
and Glass, has to do with the extent to which it generalises to other settings or places. 
A study has higher ecological validity if it generalises beyond the laboratory to field 
settings but a field study, in a naturalistic setting is not automatically 'ecol gically 
valid'. This depends on whether it will generalise to other natural settings (so e quite 
artificial and limited field settings are mentioned below). The term, unfortun tely, is 
used today rather variably and some texts assume ecological validity simply here a i 
study is 'naturalistic', where rhe data gathered are 'realistic' even though the result 
may obviously not be valid for another context. Nevertheless, if you claimed that 
many experiments in psychology are criticised because they lack ecological validity, 
this being because their results would not be replicated in real-life settings, you'd be 
correct. Carlsmith et al. (1976) used the term MUNDANE REALISM to refer to research 
Set-ups which were close to real life, whereas EXPERIMENTAL REALISM occurs when an 
experimental set up, though 'artificial', is so engaging and attention grabbing that any 
areificiality is compensated for. 

As an example of laboratory limitation, Asch's famous demonstrations of con- 
I 



formity were conducted among total strangers, who had to judge the length of lines ' paper cannot be generalised to people's behaviour in all of their life outside the 
with no discussion. Real-life conformity almost always concerns familiarity and social Classroom or laboratory. People may well 'look good' on paper ('social desirability' - 
interaction with one's peers. Asch's study would demonstrate more ecological - to be discussed in Chapter 8) yet continue to discriminate in daily life, tell 
validity if we could reproduce the effect, say, among friends in a school classroom chomophobic' jokes and so on. 
setting. Milgram (1961) increased conformity simply by having participants hear 
tape-recorded criticisms of their nonconforming judgements. WHY BOTHER WITH INTERNAL AND EXTERNAL VALIDITY? 

What counts as a 'naturalistic environment' is also sometimes hard to gauge. 
Much human behaviour occurs in what is not, to the individuals concerned, a natural 
environment, for example, the doctor's surgery, a visit to the police station, or the 
inside of an aeroplane. For some participants the laboratory can be no less natural 
than many other places. In Ainsworth's (1971) study of infant attachments, 
behaviour was observed when the mother was present, when she was absent, when a 
stranger was present and when the mother returned. From the infant's point of view 
it probably wasn't of great consequence where this study was carried out -the local 
nursery, a park or the laboratory (which looked something like a nursery anyway!). 
The infant is very often in situations just as strange, and what mattered over- 
whelmingly was whether the mother was there or not. We shall return to this line of 
discussion when we consider the advantages and disadvantages of the laboratory in 
the next chapter. If the infant behaves at home as she did in the laboratorv, then the 
laboratory s&dy has high ecological validity. 

Construct validity 
The other aspect of Table 4.1 I'd like to stress here is that concerning generalisation 
from the measures taken to the intended concept, item 4, above. The issue here is, to 
what extent do our measures of a concept under study really reflect the breadth of that 
concept? We are back to the issue of hypothetical constructs and operational 
definitions first encountered in the 'variables' chapter. 
WHAT EXACTLY WAS YOUR MEASURE? - Although .this can be a heady debate, at the 
very heart of what psychology tries to do, the practical point, which I cannot 
emphasise too strongly here, for new psychology students, is from weak 
definition of variables and 'mono-method' bias. I have already stressed in Chapter 3, 
how important it is to define exactly what it is you are counting as the IV and DV in 
your project. The worst crimes usually concern the DV. Tutors often despair of 
writing 'how was this measured?' by the side of hypotheses or statements of aims in 
practical reports! Some examples are 'aggression will be greater. . .', '. .,. will have 
better memory', '. . . are sexist in their attitudes'. What usually has been shown is that 
one group of children hits peers more, higher numbers of words are recalled, more 
'feminine' than 'masculine' terms have been used to describe a baby or a particular 
occupation. These are only a (small) part of the whole concept mentioned in the 
definitions. It may sound as though we're being pretty finicky here, like Stephen Fry 
and Hugh Laurie telling the waitress off because she brought them a glass of water 
and they didn't ask for the glass! But in psychology it is of crucial importance not to 
claim you've discovered or demonstrated something which you haven't. Consider the 
common psychology class practical where we devise a questionnaire concerning say, 
homosexuality. This is discussed as the measurement of an 'attitude'. However, 
almost all definitions of 'attitude' include something about an enduring belief - yet 
we've only measured a person's view at one moment. Will they think this next week? 
What have we measured exactly? In any case, does our questionnaire tap anything like 
the full range and depth of an 'attitude to homosexuality'? 

It is also unwise to try to generalise from one ('mono') method. Measures taken on 

There are two major aspects to the debate on validity. One is an often hair-splitting 
debate on just what threats should go into what categories. The other has to do with 
the practical issues of designing research. AS I said earlier, the main reasons for going 
into a little depth on this issue are to focus your attention on how careful you need to 
be in defining variables and designing your study. This is so you don't end up with 
w o d e s s  data about which nothing much can be said because there are too many 
ways to interpret it andlor because you haven't got the necessary comparisons to 
make any confident statement about differences. As far as the debate on categories is 
concerned, even the crack writers on this issue don't agree. The reader who is 
interested in more on this debate might like to look at the readings below. The first is 
the original presentation of the terms. The second is a much later and more easily 
available text with a chapter on the issue. 

Campbell, D. T. and Stanley, J. C. (1966) Experimental and Quasi-Experimental 
Designs for Research Chicago: Rand McNally 
Cook, T. D. and Campbell, D. T. (1979) Quasi-Experimentation: Design andAnalysis 
Issues for Field Settings Boston: Houghton MiWin 

Here, the ideal is that, for each common aspect of an experimental procedure, every 
paaicipant has exactly the same experience. There are at least three strong reasons for 
desiring a standardised procedure. 

1 We want to keep unwanted VARTANCE in participants' performance to a minimum 
so that real differences aren't clouded. 

2 We don't want different treatment of groups to confound the effect of the 
independent variable. 

3 Good scientific experiments are recorded so that others can REPIJCATE them. 

1 Participant variance 
Very often, in the teaching of psychology, the form is to introduce an interesting idea 
to test (e.g. are smokers more anxious?), explain what is to be done and then to send 
students off to test their friends, family andor who they can get hold of (the typical 
Opportunity sample). This is very often all that c a Z h , d o ~ $ ~  given school or college 
resources. However, does anyone in these circumstances really believe that the 
procedure will be at all standard? Different testers are operating for a start. Even for 
the same tester, with the best will in the world, it is difficult to run an identical 
procedure with your dad at tea time and with your boylgirl friend later that same 
evening. Paid researchers try to do better but, nevertheless, it would be nake to 
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assume that features of the tester (accent, dress, looks, etc.), their behaviour, or the 
surrounding physical environment do not produce unwanted random error. Random 
errors, in turn, will produce higher levels of what is known as variance among the 
participants' scores and this makes it more difficult to demonstrate real statistical 
differences, as we shall see later in the statistical section. This, then, is a threat to 
internal validity, since it's a reason why we may not demonstrate a real difference. 

2 Confounding L o  a srL.-/" / ,p~'e:.-.~~ 

There are all sorts of ways in which Tabatha's control group has been treated 
differently. Any one of these factors could be responsible for any differences found. 
The acid test should be that trainees perform better under exactly the same conditions 
as the untrained group. 

Barber (1976) gives an example of what he calls 'the investigator loose procedure 
effect'. It also includes the problem of what we shall call 'experimenter bias' in the 
nkxt chapter. The study (Raffetto, 1967) led one group of experimenters (people who 
conduct research for investigators) to believe that sensory deprivation produces many 
reports of hallucinations and another group to believe the opposite. The experi- 
menters then interviewed people who had undergone sensory deprivation. The 
instructions for interviewing were purposely left vague. Experimenters reported 
results in accordance with what they had been led to believe - more hallucinatory 
reports from experimenters expecting them. 

Even with standardised procedures, experimenters do not always follow them. 
Friedrnan (1967) argued that this is partly because experimenters may not recognise 
that social interaction and non-verbal communication play a crucial role in the 
procedure of an experiment. Male experimenters, when the participant is female, are 
more likely to use her name, smile and look directly at her. Procedures do not usually 
tell the experimenter exactly how to greet participants, engage in casual pleasantries, 
arrange seating and how much to smile. 

Notice that 'loose procedure', as such, is a threat to internal validity, since it's likely 
to create more variance in people's performance, but the 'experimenter bias' (or 
expectancy) is treated as a threat to external validity. This is because we can't be sure 
that the same bias effect would occur in other research situations. The experimenter's 
bias varies with the N but it isn't the IV. It is not wanted and has a confounding 
effect. 

3 Replication I 

In traditional scientific method, replication plays a very important role. Not long ago, 
there was immense excitement in the world of physics when one group of researchers 
claimed to have successfully produced 'cold fusion' - a process which could 
potentially release enormous amounts of cheap energy - at normal room tem- 
perature. One replication, by diEerent scientists, was announced. But one replication 
is not enough. Several more attempts failed and, just three months after the jubilant 
announcements, the effect was back in its place as part of the still imaginary future. 

If you tell me you have shown that, with special training, anyone can be trained to 
telepathise, I should want to see your evidence and experience the phenomenon for 
myself. It's not that I don't tmst you, but we need others to check our wilder claims 
or to look coolly at processes which, because we are so excited about them, we are 
failing to analyse closely enough. I may discover an alternative explanation of what is 
happening or point out a flaw in your procedure. In the interests of replication, then, 
it is essential that I can follow your procedure exactly. In other words, this would be a 
challenge to the internal validity of your apparent training effect. 

.-" Lu*. ,- ms is why you'll find that tutors, along with being strict about your definition of 
variables, will be equally.concerned that you record every essential detail of your 
procedure and the order m which You carried it out. They're not being pernickety. 
They're encouraging You to ~ 0 ~ U n i c a t e  effectively and arming you with skills 
which will help you to defend your project against critics. 

3 REPLICATION AND EXTERNAL VALIDITY 

~~~h time an effect is demonstrated on samples not specifically different from the 
original, we have a test of how well the effect generalises to the population from which 
the samples were drawn. Sometimes we may attempt to replicate across populations, 
to see whether the effect works on Ys as well as Xs, for instance, managers as well as 
students. The Milgram (1961) study, cited earlier, was a replication in Norway and 
France, and is an example of cross-cultural research (see Chapter 10). Both these 
cases of generalisation support the effect's external validity, in Campbell's terms. 

] META-ANALYSIS 
unfortunately for the scientific model of psychology which many psychologists 
adhere to, it is the exception, rather than the rule, to find a procedure which 'worksJ 
reliably every time it is tested. The world of psychological research is littered with 
conflicting results and areas of theoretical controversy, often bitterly disputed. Here 
are some areas in which literally hundreds of studies have been carried out and yet 
without bringing us much closer to a definitive conclusion about the relationships 

& o d z  G I o . ~  , they explore: 

sex differences and origin of differences in sex role 
the origins of intelligence - nature or nurture 
socio-economic position and educational or occupational achievement 
conformity and its relation to other personality variables 
cognitive dissonance (and alternative explanations) 
language development and parental stimulation 
deprivation of parental attachment and emotional disturbance 

Much of the conflict in results arises from the fact that the studies use a huge variety 
of methods, variable definitions, different samples and so on. Periodically, it has been 
the tradition to conduct a LITERATURE REVIEW of a certain research topic area such as 
those above. Examples of these will be found in the Annual Review of Psychology 
which is published each year. The problem here is that reviewers can be highly 
selective and subjectively weight certain of the studies. They can interpret results with 
their own theoretical focus and fail to take account of common characteristics of some 
of the studies which might explain consistencies or oddities. In other words, the 
traditional review of scientific studies in psychology has been pretty unscientific. 

Meta-analysis is a relatively recent approach to this problem employing a set of 
statistical techniques in order to use the results of possibly hundreds of studies of the 
Same hypothesis as a new 'data set'. The result of each study is treated rather like an 
individual participant's result in a single study. The statistical procedures are beyond 
the scope of this book but here are two examples of meta-analytic research. 
In one of the most famous and early meta-analytic studies, Smith and Glass (1977) 

included about 400 studies of the efficacy of psychotherapy (does it work?). The main 
findings were that the average therapy patient showed improvement superior to 75% 



of non-therapy patients and that behavioural and non-behavioural therapies were not 
significantly different in their effects. 

Born (1987) meta-analysed 189 studies of sex differences in Thurstone-type 
intelligence measures across several cultures. In general, traditional sex differences 
were found but these were small and there were also some significant differences 
between clusters of cultures. 

Meta-analysis takes account of sample size and various statistical features of the 
data from each study. There are many arguments about features which merge in the 
analysis, such as Presby's (1978) argument that some non-behavioural therapies 
covered by Smith and Glass were better than others. The general point, however, is 
that meta-analysis seems to be a way of gathering together and relining knowledge (a 
general goal of science) in a subject area where one cannot expect the commonly 
accepted and standardised techniques of the natural sciences. 

STANDARDISED PROCEDURES AND QUALITATIVE RESEARCH 

As we shall see in a little while, there are psychological research methods for which 
the requirement of a rigid standardised procedure would stifle the kind of relationship 
sought with the people the researcher studies, or works with. Such methods tend to 
sacrifice aspects of design validity in favour of richer and more realistic data, a debate 
we shall now go on to consider. 

In the chapter on variables, and in Chapter 1, I introduced a conventional approach 
to scientific study and measurement in psychological research. This would include an 
emphasis on the directly and physically observable, the assumption that cause and 
effect relationships must be logically analysed, and the use of quantitative methods 
wherever possible - loosely speaking, a form of POSITIVISM. Not everyone agrees that 
this is the appropriate method for the study of active human beings rather than inert 
matter. I mentioned this briefly at the end of Chapter 1. Some argue that a 
QUALITATIVE approach is possible in the investigation of psychological phenomena. 

QUANTIFICATION AND QUALITATIVE EXPERIENCE 

'Quantification' means to measure on some numerical basis, if only by frequency. 
Whenever we count or categorise, we quantify. Separating people according to 
astrological sign is quantification. So is giving a grade to an essay. 

A qualitative research, by contrast, emphasises meanings, experiences (often 
verbally described), descriptions and so on. Raw data will be exactly what people 
have said (in interview or recorded conversations) or a description of what has been 
observed. Qualitative data can be later quantified to some extent but a 'qualitative 
approach' tends to value the data as qualitative. 

It is rather like the difference between counting the shapes and colours of a pile of 
sweets as against feeling them, playing with them, eating them. Or counting sunsets 
rather than appreciating them. The difference between each one may be somehow 
quantifiable but such measurements will not convey the importance and the special 
impact of some over others. 

By strict definition a variable can only be quantitative. As it changes it takes 
different values. There may only be two values, for instance male and female. A 
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positivist argue that psychologists can only study variables because contrast 
and comparison can only be achieved where there is change; what changes is a 

and variables must be quantifiable. 
The case against is eloquently put by Reason and Rowan (1981) in a statement on 

bey call 'quantophrenia': 

There is too much measurement going on. Some things which are 
numerically precise are not true; and some things which are not numerical 
are m e .  Orthodox research produces results which are statistically sig- 
nificant but humanly insignificant; in human inquiry it is much better to be 
deeply interesting than accurately boring. 

~ b i ~  is a sweeping statement, making it sound as though all research not using the 
methods which the authors prefer is 'humanly insignificant'. This is not so. Many 
possibly boring but accurate research exercises have told us a lot about perceptual 
processes, for instance. However, the statement would not have been made had there 
not been an excess of emphasis, within psychological research history, on the 
objective measurement and direct observation of every concept, such that, important 
topics, not susceptible to this treatment, were devalued. 

On the topic of 'emotion', for instance, in mainstream textbooks you will find little 
that relates to our everyday understanding of that term. You will find strange studies 
in which people are injected with drugs and put with either a happy or angry actor, 
and studies in which people are given false information about events they are 
normally oblivious of - such as their heart or breathing rate. These things are 
quantifiable, as are the responses such subjects give to structured questionnaires. 

VARYING RESEARCH CONTEXTS 

The debate about qualitative research represents, to some extent, differences of 
interest in the way psychology should be practised or applied. If you're interested in 
the accuracy of human perception in detecting colour changes, or in our ability to 
process incoming sensory information at certain rates, then it seems reasonable to 
conduct highly controlled experimental investigations using a strong degree of 
accurate quantification. If your area is psychology applied to social work practice, 
awareness changes in ageing, or the experience of mourning, you are more likely to 
find qualitative methods and data of greater use. 

But the debate also represents fundamental disagreement over what is the most 
appropriate model for understanding human behaviour and, therefore, the best way 
to further our understanding. We shall investigate this point further in Chapter 11. 

A compromise position is often found by arguing that the gathering of basically 
qualitative data, and its inspection and analysis during the study, can lead to the 
stimulation of new insights which can then be investigated more thoroughly by 
quantitative methods at a later stage. This might still be considered a basically 
positivist approach, however. 

An old example of this reasoning occurred in some research which studied the 
effects of long-term unemployment in Austria in the 1930s (Jahoda-Lazarsfeld and 
Zeisl, 1932). A small boy, in casual conversation with a research worker, expressed 
the wish to become an Indian tribal chief but added 'I'm afraid it will be hard to get 
the job'. The investigators developed and tested quantitatively the hypothesis that 
Parental unemployment has a limiting effect on children's fantasies. Children of 
unemployed parents mentioned significantly less expensive items in their Christmas 
Present wishes, compared with children of emplcwd parents. (We assume, of course, 



that the parental groups were matched for social class!) ircumstances give richer results and more realistic information. Therefore, 
More recently there have been examples of quantitative analysis preceding a claimed that they have greater ecological validity though they may lack 

qualitative major design as when Reicher and Emler (1986) conducted qualitative other respects (e.g. internal). Findings may also be less reliable and more 
interviews on groups originally identified through a quantitative survey. 

~ ~ o s e l y  controlled methods will produce unpredictable amounts and types of 
RELATIVE VALUES OF QUANTITATIVE AND QUALITATIVE STUDIES ;nfomation which the researcher has to sift, organise and select for importance. Such 

In general, methods which are tighter and more rigorous give rise to more reliable 
and internally valid data, replicable effects and a claim to greater objectivity. 
However, results are open to the criticism of giving narrow, unrealistic information 
using measures which trap only a tiny portion of the concept originally under study. 
More qualitative enquiries, with looser controls and conducted in more natLka1, 

OUALrrATlVE 
Method 

OUANTITATIVE 

Subjective' Information Objective 
Rich Narrow 
4 b 

Low 
Internal validity 

Hiah 

Realistic 
~aturalistic' 

Setting 
Artificial 

Unstructured 
Design 

Structured 

High 
Realism 

Low 

Construct validity 
High Low 
4 b 

Low 
Reliability 

High 

Figure 4.1 Variations in construction and control - qualitative and quantitative studies 

Note: 
1 Some qualitative proponents argue strongly that their methods do not necessarily 

invoke greater subjectivity at all. Numbers can be used subjectively, as when 
'trained raters' use a rating scale to 'code' observed behaviour. A descriptive 
account of an abused person's experience can be written objectively and can be 
checked with them for accuracy and true reflection. A person's own, major 
reasons for objecting to abortion could be counted as more objective data than a 
number which places them at five on a zero to 30 abortion attitude scale. 

2 Naturalistic studies (those carried out in natural surroundings) may use fully 
quantified data gathering procedures. Qualitative studies however, will almost 
always tend to be naturalistic. 

--- 
methods leave more room for the researcher to manoeuvre in questioning the 

and in deciding what observations are more worthwhile, thus fostering 
more natural, less stilted human interaction with more realistic results. The price is 
greater individual bias and less comparability across studies. 

Studies can vary in their construction and control across all the dimensions shown 
in Figure 4.1. The qualitative-quantitative dimension tends to correlate with the 
other dimensions as shown, and it is worth bearing these in mind as we progress 
through the research methods commonly in use in psychological investigation today. 
~~a l i t a t ive  approaches are integrated into the chapters on observation and on asking 
questions. Others are covered in Chapter 1 1. 
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6- - FJ- 
,;Stit~fcical analysis of multiple studies of - - meta-analysis 
p e  same, or very similar, hypotheses an 
&4~gedly more objective version of the 
'traditional literature review of all studies 
k n  aJopic a m  
=, -*- - 

mundane realism 

5- - 

M~thodological beliefthat description of positivism 
. the world's phenomena, including human 
!'experience and social behaviour, is : k-pducible to observable facts (at the 

most extreme, 'sense-data') and the I-= mathematical relationships between 

!%em 

F z v  Methodological stance which holds that qualitative approach 
!:inionnation about human events and 
1 experience, if reduced to numerical 

loses most o f  its important 
for research and 

IJnformation gathered which is not In, or - qualiiative data 
; 'reducible to, numerical form 
l._l 



64 ÿÿ SEARCH ~ O D S  AND STATISTICS IN PSYCHOLOGY 

--,.--.--*-" ..--.. -,-- *..-,---,.-.-..--.. 
I ?  ._.. . / 

, Information gatherGd which is in, or 
: reduced to, numerical form 

Extent to  which findings or measures can 
, be repeated with similar results 

I Repetition of a study to check-'& validity 

i Way of testing or acquiring measures 
from participants which is repeated in 

1 
exactly the same waiJ each time for at1 

z common parts of the method 

- - -- - -- . - - - - -- - --;-q - ' quantitative data 
/ - %  

reliability 

1 , replication 

' ; standardised 
I procedure . 

I 

. -- .. y-i~ p S y C h o ~ ~ g ~ s ~  have recently completed research ~n to  the expenences of persons with 
. disabilities in the able-bodied world. One conducted informal interviews and looked for 

points brought out by the interviewees. The other used a pre-structured 
questionnaire and published significant differences in attitude, measured by the 
questionnaire, between the interviewee5 and a control group of able-bodred people. 
construct the list of criticisms which each might make of the other's procedure and 
findings, Chapters 8 and 9 contain detailed evaluations of these methods. 

4 Give examples of human experiences which m~ght be very dificult t o  quantify in any 
useful or meaningful way. 

. . -. - - -- - - -  - -  i. A - - - . - - - - - - -- -. - - - ' Extent t o  which instmments measure valirirry 
what it is ~ntended that they should 
measure: also, extent to which a 
research effect can be trusted, is not I 

'cbnfaminated' 
.?yi'M- 

Extent to  which investigation can be 
generalised t o  other places and 
conditions, in particular, from the artificial 
and/or controlled (e.g. laboratory) to the 
natural environment I _  

Extent to which results of research can 
be generalised across people I 

ecolc 
I 

I 

exter 
, places, 
the 

in 3 r t . 2  ,Ar 

. . 
1 times and other measures of 

variables 

Extent to  which effect found a sLuuy , ~rl~crnal 
; can be taken to be real and mused by 1 1  - -. 

the identified independent variable 

: Any aspect of the design or method of a -1 threat to  validkty 
study which weakens the likelihood that I 

a real effect has been demonstrated 
- - - - - - .  

-- - 
Statistical measure of extentto which variance 
data vary I 

8 - I 

I Which of the rneasures below might produce the best construct validity of a person's 
attitude to  the elderly? 
a) answers to  a questionnaire 
b) what they say to  a close friend in conversation 
c) what they say in an informal interview 
d) the number of elderly people they count as close friends? 

Which of these might be the most reliable measure? 

2 Think of examples where we could obtain data which were: 
a) internally but not externally valid 
b) externally but not internally valid 
c) reliable but not valid 



The nature of the method 

This chapter introduces the general division of research into experimental and 
non-experimental designs. 

A true experiment occun when an independent variable is manipulated 
and participants are randomly allocated to  conditions. 
Quasi-experiments occur when participants are not allocated by the 
experimenter into conditions of the manipulated independent variable. 
Non-experiments investigate variables which exist among people irrespective 
of any researcher intervention. 
Any ofthese studies may be used to  eliminate hypotheses and therefore 
support theories. 
The laboratory experiment has traditionally been considered more 
powerful in terms of control of variables but is criticised for artificialrty and on 
several other grounds. 
In the use of experiments there are many threats to  validity such as demand 
characteristics, expectancy and loose procedures. 
Humanists object to  the 'dehumanisation' of people in many mainstream 
psychological experiments. 

Among the variety of research methods and designs popular with psychological 
researchers, there is a rather sharp divide. Designs are seen as either experimental or 
non-experimental, the latter often being called INVESTIGATIONS, although, of course, 
experiments are investigations too, in the general sense. This conceptual divide 
between methods is further sharpened by the fact that, in various learning institu- 
tions, it is possible to take a degree course in 'experimental psychology'. 

Table 5.1 gives some terminology for these two groupings with some indication, I 
hope, of where some methods lie on the dimension of investigator control which 
weakens as studies move away (to the right) &om the traditional laboratory 
ex~eriment. 

In experiments, the ideal is to control all relevant variables whilst altering only the IV. 
A strong and careful attempt is made to even out random variables and to eliminate 
constant errors. The reason for this is that, if all other variables are controlled, only 

he M can be responsible for changes in the DV. The reasoning here is not c o n k e d  
to experiment but is used as 'common-sense' thinking in many practical 

in everyday life. If you're trying to work out what causes interference on 
your TV set you would probably try turning off one piece of electrical equipment at a 
dme, leaving all others just as they were, until the interference stops. 

Complete control of the IV is the hallmark of an experiment. As an example, consider a 
researcher who very briefly exposes concrete or abstract words to participants who 
have the task of recognising them as soon as possible. The IV here (the variable which 
he experimenter alters) is the concrete or abstract word sets. The DV is the time 
taken to recognise each word. When looking for the IV in a straightforward 
experiment - .  it is helpful to ask 'what were the various conditions which participants 
underwent?' 

To make this a well-controlled experiment, all other variables, as far as is feasible, 
should be held constant. Hence the experimenter would ensure that each word was of 
exactly the same size, colour, print style and so on. Machine settings, ambient light 
and background noise should not be allowed to vary. Also, each list would have to 
contain words of fairly comparable frequency of occurrence in everyday reading, 
otherwise frequency might act as a confounding variable. 

RANDOM ALLOCATION OF PARTICIPANTS 

Most important of all, any possible differences between the people in the different 
conditions of an experiment which tests separate groups ('independent samples' - see 
next chapter) will be evened out by allocating participants at random to conditions. 
This is the major difference between 'true' experiments and what are known as 
'quasi-experiments'. This difference is explained further below. In an experiment 
where the same people are in each condition ('repeated measures' - see next chapter) 
the variable of differences-between-groups is completely controlled by elimination. 

INVESTIGATIONS WHICH ARE N O T  EXPERIMENTS 

In contrast with the exveriment, consider the studv of the effect of earlv visual 
stimulation on children's later cognitive development. We can't take a group of 
children and deprive them of visual experience under controlled conditions. (If 
you're not convinced, please read the chapter on ethics now!) 

In non-experimental investigations, the researcher gathers data through a variety 
of methods but does not intervene in order to control an independent variable. Other 
forms of control may well occur in order to enhance the accuracy of measurement, as 
when children of specific ages take a highly structured test of intelligence in a quiet 
and uninterrupted environment. 

The weakness of non-experimental investigations is that, since the researcher does 
not have control over all relevant variables, confounding is much more likely. 

Two reasons I could think of were: 

1 Parents who do not stimulate visually might also not stimulate in ways that have 
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an important effect on cognitive development. For instance, they may not talk us greater confidence that changes in the DV are produced by changes 
very much to their children. 

2 Lack of visual stimulation may occur where working parents are busy and also 
can't afford good child care facilities. The general lack of resources might in some ... E L l ~ l ~ ~ ~ l O N  OF HYPOTHESES I N  NON-EXPERIMENTAL WORK 
way affect cognitive development. In an experiment we can eliminate alternative explanations of an effect by controlling 

The diagram below shows the essential difference between an experiment and a non- - 
Where we do not have an experimental level of control we can still 

experimental investigation: explanations. If we wish to investigate my explanation above that 
children lacking visual stimulation may also be lacking language stimulation, we can 

Experiment Nan-experimental investigation , a study of parents who are poor visual stimulators but competent in verbal 
~ a n i p i a t e d  Measured Measured Measured Lf their children are behind in cognitive development then my explana- 

v- DV N- DV tion has to be invalid. 
~ ~ ~ ~ ~ b e r  that, in Chapter 1, I pointed out that scientific research does not 

The control of the IV, and our ability to eliminate as many extraneous variables as require that experiments be conducted. Astronomers did very well with careful 
Table 5.1 ~xp;rimental terminology observation and hypothesis testing. A vast amount of psychological research has been 
.- 

----I-- --- - - - -  - - - *  - - - - -  . rafiied out using non-experimental methods. ,-- 
ENT 'I  4-~PERIMENT (or INMSTIGATION) 

boratory e ~servational study) ' ROM NON-EXPERIMENT T O  EXPERIMENT 
- Quasi-e ~rrelation study)2 rew often a non-experimental study can lead to experiments being conducted to 

I Field expenment post focto research) 'tighten up' knowledge of the variables under study. For instance, the observation has 
been made that children, during their preschool years, change their reasoning about 
rwOng' and 'right' actions, concentrating their attention at first on the objective 

More consequences of the act rather than taking the actor's intention into account too. 
c-- This has led to direct (and successful) experimental attempts to: alter the child's 

I-experime~ predominant style of reasoning by having them observe an adult model using the 
zns include. more advanced judgement style. 

I , rnrerview In many areas of psychological research, children can only be observed, not 
Survey 

I 
experimented with. However, some psychologists have performed experiments on 

, Observation animals as a substitute. Monkeys, for instance, have been deprived of their mothers 
Case-study and many animals have been subjected to various forms of physical punishment. 

These studies obviously raise ethical issues and we shall discuss these in some detail Experimental hypothesis3 Research hypothesis 
in Chapter 20. 

THE LABORATORY 
Notes: I 

Most studies carried out in laboratories are experiments, but not all. It is possible to 
1 This term is sometimes used for all methods other than experimental. The idea is bring children into a laboratory simply to observe their behaviour in a play setting 

that, if we aren't manipulating, we can only be observing what occurs or has without subjecting them to any changes in an independent variable. 
occurred naturally. Unfortunately, it is easy to confuse this wide use with the 
sense of observation as a technique (or method) where it literally means to watch 
and record behaviour as it is produced. This is different from, say, interviewing. If an aim of the experiment is to reduce relevant extraneous variables by strict control 

then this is best achieved in a laboratory setting, particularly where highly accurate Observation, as a technique, may be employed in a straightfornard experiment. 
recordings of human cognitive functions (such as memory, perception, selective 

2 This term can ako be used for non-experimental designs but it only makes sense attention) are required. The IV and DV can be very precisely deiined and accurately 
to use it where changes in one recorded variable (say income) are related to 
changes in another variable (say, educational standards expected for children). Bandura's (1965) research used controlled observation to record amounts and 
Correlation is explained in Chapter 18. Many studies of variables existing in the types of aggression shown by children after they had watched an adult model being 
social world do not, however, use statistical correlation but look for significant rewarded, unrewarded or punished for aggression. These three conditions represent 
dzyerences between groups. the strictly controlled N of an experimental design. Each child was observed in an 

3 These are the appropriate terms for the hypotheses. All hypotheses are research identical play setting with an identical (now notorious) Bobo doll. 
hypotheses first, but the experiment earns this special title. Consider the difference between this experimental setting and the 'field' setting of 



raters observing the aggressive behaviour of children in a school playground. In the 
playground, children may move off, be obscured by others or simply lack energy in 
cold weather. They may wish to play with the observer if he or she isn't hidden. 

Bandura had strict control over timing, position and analysis of filmed records of 
behaviour. Ainsworth, mentioned earlier, had complete control over the departure of 
a mother and arrival of a stranger when testing infants' reactions to separation in a 
laboratory setting, as well as highly accurate recordings of the infants' behaviour. 

ArtiJicial conditions 
In physical science it is often necessary to study phenomena under cbmpletely 
artificial and conpolled conditions in order to eliminate confounding variables. Only 
in this way would we h o w  that feathers obey gravity in exactly the same way as lead. 
Critics of the laboratory method in psychology however, argue that behaviour studied 
out of context in an artificial setting is meaningless, as we shall see below. 

Later on we shall discuss various criticisms of the experiment as a research 
method. Here we shall list some related criticisms of the laboratory as a research 
focus. 

CRITICISMS OF THE LABORATORY AS RESEARCH LOCATION 

1 Narrowness of the I V a n d  D V  (low construct validity). The aggression measured in 
Bandura's experiments is a very narrow range of what children are capable of in 
the way of destructive or hostile behaviour. Bandura might argue that at least this 
fraction of aggressive behaviour, we are now aware, could be modelled. However, 
Heather (1976) has argued persuasively: 

Psychologists have attempted to squeeze the study of human life into a 
laboratory situation where it becomes unrecognisably different f?om its 
naturally occurring form. 

2 Inability to generalise (ecological validity). A reliable effect in the laboratory may 
have little relationship to life outside it. The concept of an 'iconic memory' or 
very short-term 'visual information store', holding 'raw' sensory data from which 
we rapidly process information, has been considered by later psychologists to be 
an artifact of the particular experiments which produced evidence for it. 

Certainly there is a lot less faith now in the idea that experiments on rats, 
pigeons or even chimpanzees can tell us a lot about complex human behaviour. 

3 Artzjzciality. A laboratory is an intimidating, possibly even fi-ightening place. 
People may well be unduly meek and overimpressed by their surroundings. If the 
experimenter compounds this feeling by sticking rigidly to a standardised 
procedure, reciting a formal set of instructions without normal interactive 
gestures such as smiles and helpful comments, a participant (until recently known 
as a 'subject') is hardly likely to feel 'at home' and behave in a manner 
representative of normal everyday behaviour. 

SOME DEFENCE 

In defence of the laboratory it can be said that: 
1 In the study of brain processes, or of human performance, stimulus detection and 

so on, not only does the artificiality of the laboratory hardly matter, it is the only 
place where highly technical and accurate measurements can be made. 

If we study human vigilance in detecting targets, for instance, does it matter 

'-'-- whether this is done in the technical and artificial surroundings of a laboratory or 
the equally technical and artificial environment of a radar monitoring centre 
where research results will be usefully applied? If we wish to discover how h e  
new-b~rn babies' perceptual discriminations are, this can be done with special 
equipment and the control of a laboratory. The infant, at two weeks, is hardly 

to know or care whether it is at home or not. 
2 physicists would not have been able to split atoms in the natural environment, 

nor observe behaviour in a vacuum. Psychologists have discovered effects in the 
laboratory which, as well as being interesting in themselves, have produced 

applications. Without the laboratory we would be unaware of differences 
in hemispheric function, the phenomena of perceptual defence or the extreme 
levels of obedience to authority which are possible. In each case, the appropriate 
interpretation of results has been much debated but the phenomena themselves 
have been valuable in terms of human insight and further research. 

3 Research conducted under laboratory conditions is generally far easier to replicate, 
a feature valued very highly by advocates of the experimental method (see 
Chapter 4). 

4 Some effects must surely be stronger outside the laboratory, not just artificially 
created within it. For instance, in Milgram's famous obedience study (see 
Chapter 26) participants were kee to leave at any time yet, in real life, there are 
often immense social pressures and possibly painful sanctions to suffer if one 
disobeys on principle. So Milgram's obedience effects could be expected to 
operate even more strongly in real life than he dramatically illustrated in his 
laboratory. 

FIELD EXPERIMENTS 

The obvious alternative to the laboratory experiment is to conduct one's research 'in 
the field'. A field experiment is a study carried out in the natural environment of 
those studied, perhaps the school, hospital or street, whilst the IV is still manipulated 
by the experimenter. Other variables may well be tightly controlled but, in general, 
the experimenter cannot maintain the high level of control associated with the 
laboratory. 

In addition to his notorious laboratory studies of obedience Milgram also asked 
people in subway trains to give up their seats (yes, he did it, not just his research 
students). Piliavin et al. (1969) had students collapse in the New York subway 
carrying either a cane or made to appear drunk (the IV). The DV was the number of 
times they were helped within 70 seconds. Notice that many extraneous variables are 
uncontrolled, especially the number of people present in the train compartment. The 
ethical issues are interesting too - suppose you were delayed for an important 
appointment through offering help? This issue of involuntary participation will be 
discussed in Chapter 26. 

It used to be thought that the laboratory should be the starting point for 
investigating behaviour patterns and IV-DV links. The effects of such studies could 
then be tried out in 'the field'. The comparison was with the physicist harnessing 
electricity in the laboratory and putting it to work for human benefit in the 
community. In the last few decades many psychologists have become disaffected with 
the laboratory as solely appropriate for psychological research and have concentrated 
more on 'field' results in their own right. 

Two examples of field experiments are: 
I 



1 An elegant design by Friedrich and Stein (1973) involved observation of nursery 
school children to obtain a baseline for cooperative, helpful and fi-iendly 
behaviour for each child. Children were then randomly assigned to two groups. 
Over a month, at regular intervals, one group watched 'pro-social' television 
programmes whilst the other (control) group watched neutral films of circuses 
and farm activity. The children were observed again at the end of the period and 
there was a significant rise in cooperativeness and peer-directed affection for the 
experimental group. 

2 Ganster et al. (1982) randomly allocated 79 public service employees to a 
treatment group and a control group. The 'treatment' involved stress 
management training sessions and, at the end, this group showed relatively lower 
levels of adrenaline secretion, depression and anxiety. The effects, though small, 
were still present some four months later. The control group later received the 
same training. 

Notice the random allocation to 'treatment' or control groups in both these field 
experiments. 

ADVANTAGES AND DISADVANTAGES OF THE FIELD EXPERIMENT 

By studying effects in the natural environment, the field experiment avoids the 
criticism that results can't be generalised to real situations, though of course, one may 
not be able to generalise to real situations markedly unlike this particular field setting. 
The field experiment therefore is likely to have higher ecological validity, though 
control, and therefore internal validity, is generally lower. 

In many cases, participants are unaware of being involved in an experiment until 
effects have been recorded. The extent to which they are aware of the aims of the 
experiment determines the extent to which it may be queried for bias from 
participants and the effects of 'demand characteristics' (see below). Still, even with 
some distortion through this awareness, it will not involve the apprehension and 
artificiality of the laboratory. 

The field experiment may be more expensive and time consuming. The researcher 
may require skills of tact and persuasion, not needed in the laboratory, in dealing with 
those who need convincing that the research is necessary, and in arranging details of 
the design which will ensure valid results whilst retaining cooperation with personnel 
such as the teacher or hos~ital  worker. 

The major disadvantage, however, is in the lack of control which the in$estigator 
can exert over extraneous variables, over strict manipulation of the IV and over 
careful, accurate measurement of the DV. All these are vulnerable to far more 
fluctuation in the field setting, compared with a laboratory. 

QUASI-EXPERIMENTS 

Some studies don't qualify as true experiments. Remember that the experimenter has 
to have control over all possible confounding and 'nuisance' variables in order that 
changes in the DV can be amibuted confidently to manipulation of the IV. This 
includes random allocation of participants to experimental and control groups since, 
if not, differences in the DV could be attributable to differences between the groups. 
We will discuss this issue further in Chapter 6, 'Experimental designs'. 

The term 'QUASI-EXPERIMENT' is given to studies in which experimental proce- 
dures are applied but random allocation to conditions is not possible. 

An example is the pre-testJtreatmeniYpost-test design. A group of people with 

-- -_- &-" * f- .-. 
dyslexia, attending one centre, might be tested prior to implementation of a new 

- training programme, and tested again after it has been completed. To  eliminate the 
-possibiliQ' that the 'treatment groupy might have improved anyway, without the 
programme, a more through design would include a control group. These could be 
other persons with dyslexia attending the centre on a different day or from a quite 

_ different centre. This design uses a 'non-equivalent control group', however. The 
group might fail to improve, not because they did not receive the 'treatmenty 

but because their centre lacks some other variable associated with the 'treatment' 
groupys centre. Confounding cannot be ruled out. 

Note that if the experimenter had been allowed to use people at one centre and 
,Uocate these at random to experimental or control groups then the study would 
qualify for full experimental status. 

NATURAL EXPERIMENTS 

mere are occasions when a natural event occurs which a psychologist may exploit for 
purposes. For instance, a headteacher may introduce a 'discovery learning' 
in one infant class of the school. Driver behaviour can be monitored before 

and after the introduction of a safe driving campaign or stricter laws. In each case it is 
~ossible to compare behaviour with and without, or before and after, the inter- 
;ention. The independent variable, however, is not at all controlled by the researcher. 
m e  'experiment' is 'quasi' since no control is possible over group differences and 
there could be many differences between the two conditions, apart from just the 
bdependent variable (i.e. serious confounding). 

The advantage here is that participants are not aware that they are part of an 
"experiment', though there may still be distortion of normal behaviour as a response 
to the real-life changes and novelty they are experiencing. However, the investigator 
is not guilty of interfering, though his or her presence may have some unwanted 
effects. 

EX POST FACT0 RESEARCH 

Very many studies reported in the psychological journals are those in which existing 
differences are sought between groups of people and no IV is manipulated by the 
researcher. As we saw in Chapter 1, it is legitimate to hold a theory, produce 
hypotheses from it and to check these out by measurement. The Rutter (1971) and 
Penny and Robinson (1986) studies mentioned there were examples. It is assumed 
here that the IV is a naturally occurring one which has already operated. In a sense, 
we look back 'after the fact' (post facto) to relate our measured dependent variable(s) 
to the inde~endent variable. 

A researcher might record differences in reaction to a finger-painting exercise 
between working-class and middle-class children. Males and females might be tested 
for differences in verbal ability. In cases like these, it is argued, the IV is class or 
gender and the researcher cannot claim to have controlled these since the people 
studied were socialised throughout their lives prior to the test. 

Sex, class, years of education and so on are variables which the researcher can have 
no influence over. The problem is that, because the IV is confounded by so many 
other variables, we cannot state that it is the cause of changes in the DV. We can use 
techniques like matching, and random selection of subjects from the appropriate 
populations, in order to try to eliminate some confounding variables but there are far 
too many of these to ever be able to state that a difference is unambiguously the result 
of sex or class difference. 
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CRITICISMS OF THE EXPERIMENT 
that the experimenter could unintentionally 'give the game away' to the 

? This is Barber's point 10. 
a1 (1966) showed that students given groups of 'bright' and 'dull' rats 

Many criticisms of the experimental method involve the implicit assumption that the actually randomly mixed for maze learning ability) produced results 
experiment is being carried out in a laboratory. We have already considered the with the label of their rats. This was originally used to show that 
advantages and disadvantages of laboratory research. The following criticisms, then, ,@,rimenter expectancies can even affect the behaviour of laboratory rats. However, 
apply to the experiment as a design, irrespective of where it is camed out, though Barber argues that the results were almost certainly due to other effects &om his list of 
some carry more weight when applied to the laboratory experiment. above, such as deviation from procedure. 

~~m experiments between 1968 and 1976 failed to show evidence of experi- 
menters on influence which the investigators tried to produce. However, 

FROM WITHIN THE EXPERIMENTAL RESEARCH TRADITION some studies have shown that experimenters can affect participants' responses 
wough facial or verbal cues and that certain participants are more likely to pick up 

Even those who strongly favour the use of the experimental method have realised that experimenter influence than others, particularly those high in need for approval. 
there are very many pitfalls involved in running experiments, some of which are not 
obvious and have been brought to our attention by sometimes dramatic DEMAND CHARACTERISTICS 
demonstrations. 

Barber (1976) has documented many of these pitfalls and he categorises these into who need approval are affected by experimenter influence, then it 
the following groups: suggests that they perhaps want to 'please the experimenter' and get the 'right' result. 

TO do this they would have to know what was required in the iirst place. 
1 Investigator paradigm effect 

Orne (1962) argued that there are many cues in an experimental situation which 
2 Investigator experimental design effect $ive participants an idea of what the study is about, what behaviour is under study 
3 Investigator loose procedure effect and perhaps even what changes are expected or required of them. These cues may 
4 Investigator data analysis effect J reveal the experimental hypothesis Orne named DEMAND CHARACTERISTICS. 'Ekperi- 

5 Investigator fudging effect mental realism', mentioned in the last chapter, was thought by Aronson to lower the 
frkely effects of demand characteristics, because participants' attention is entirely 

6 Experimenter personal attributes effect grabbed by the interest of the procedure. 
7 Experimenter failure to follow the procedure effect 
8 Experimenter misrecording effect 
9 Experimenter fudging effect 
10 Experimenter unintentional expectancy effect 
Most of these speak for themselves and several could be applied to non-experimental 
studies. The 'investigator' is the person with overall control of the research whereas 
the 'experimenter' is a person carrying out the procedure on each participant, often as 
a research student or as a paid employee. 

Experimenters may fudge results because they are hired for the job and wish to 
'succeed' or because they will be compared with others in order to assess EXPERI- 
MENTER RELIABILITY - the extent to which two experimenters' results agree. They 
may rnisrecord or fail to follow procedure because the investigator has designed a 
loose procedure. The personal attributes of experimenters (attractiveness, sex, etc.) 
may well affect participant behaviour. The design which an investigator uses, or their 
own psychological 'paradigms' (roughly speaking, their theoretical perspective) may 
well produce different results from other designs. The most notorious investigator 
fudging in psychological history was conducted by Sir Cyril Burt, as documented by 
Leon Karnin (1 977). 

EXPERIMENTER EXPECTANCY 

Since psychology experiments are carried out by humans on humans, it has been 
argued that the necessary social interaction which must occur between experimenaer 
and participant makes the psychological experiment different in kind from any other. 

Pa~ticipant reactions 
Participants could react to demand characteristics in several ways. They may engage 3 i what is termed PLEASING -me E~~ERIMENTER. 

I REACTIVE AND NON-REACTIVE STUDIES 

a 

, 

r 

It must be emphasised that any research study, experiment or not, in so far as 
participants are aware of the research aims, can be affected by some of the variables 
just described, perhaps 'social desirability' in particular. Such studies use what is 
called a REACTIVE design (or use a 'reactive measure') since the participant is 

I 

In fact, Weber and Cook (1972) found little evidence that participants do try to 
respond as they think the experimenter might wish. Masling (1966) has even 
suggested that, knowing the experimental aims, behaviour might be altered away 
from expectancy - the 'screw you' effect. Research suggests, however, that most 
participants try to appear normal and competent since they are concerned about how 
their behaviour will be judged. This may well influence them to behave as naturally as 
possible and show that they cannot be influenced. 

EVALUATION APPREHENSION may occur when participants are worried what the 
researcher may find out about them and this anxiety may affect results. Some may try 
to 'look good'. This is known as SOCIAL DESIRABILITY. Others may just not 
concentrate as well on the task at hand. A further problem, sometimes known as 
'enlightenment', is the increasing awareness of psychology students (who are most 
often participants) and the general public about psychological research findings, even 
if these are often poorly understood. 
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Table 5.2 What are experiments? arisen of laborato y and field experiments 
,,- --.- - --- --- - . - - - - . - - - - - - - - 

Common element: Laboratory experiment 
independent variable is 
manipulated by the PnMPARISON POINT 

experimenter Environ Artifici 

Laboratory Field Quasi idependen Contrc 

Conducted in laboratory Conducted in field setting Almost always conducted in A "ocation o f  participants Rand01 I I 
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Experiments and ex post fado research both suffer from: 

t o  cond 
~wareness ( 

particic 

to  the extent that.. . 

, . 
s design, tr 
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experirner 
the design 

expected to react to being studied. It could be argued that the closeness of the - experimenters, or those who gather results directly from the participants, are not 
researcher, and the awesome surroundings, make reactive measures more distorting told the true experimental aims. Where a placebo group is used, for example, neither 
in the traditional laboratory experiment. the participants, nor the data gatherers may know who has received the real 

treatment. 
REMOVING BIAS - BLlNDS AND DOUBLE BLINDS 

Investigators usually do not want the~r  participants to be aware of the experimental THE HUMANIST OBJECTION 

aim. Deception may well have to be employed to keep them in the dark and the moral . 
implications of this are discussed in the chapter on ethics. Keeping participants in the I pointed out in Chapter 1 that people involved in psychology experiments have 
dark is known as the employment of a 'single blind' procedure. But it has been argued traditionally been referred to as 'subjects', though this is now changing. Humanist 
here that experimenters may transmit cues. Hence, it makes sense to keep experi- Psychologists have argued that this is a reflection of the experimentalists' attitude to 
menters in the dark too. The employment of a 'double blind' procedure does just that humans and human research. It implies that the researcher holds, perhaps implicitly, 
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Experiment which exploits the natural experiment 
occurrence of a naturally occumng 
independent variable 

Experiment in which experimenter does -- quasi-experiment 
not have control over random allocation 
of participants to  conditions nor, in some 
cases, over the independent variable 

Tendency for experimenter's knowledge experimenter 
of what is being tested to influence the expectancy 
outcome of research 

The extent to which the results experimenter 
prodhced by two or more reliability 
experimenters are related 

he study in 

y measures 

a5 it occurs 
]ring it - 

t they think 
like 

a 'mechanistic' model of humans. Heather (1976) has claimed that 'Human beings 
continue to be regarded by psychologists as some kind of helpless clockwork puppet, 
jerked into life only when something happens to it.' Hampden-Turner (1971) states 
'. . . power over people in a laboratory can only lead . . . to a technology of behaviour 
control' (italics in original). Such objectors to the experimental method would 
normally be found in the qualitative research method 'camp' already introduced and 
discussed more thoroughly in Chapter 1 1. 

There is, of course, a composite position, well put by Baars (1980): 'Without 
naturalistic facts, experimental research may become narrow and blind: but without 
experimental research, the naturalistic approach runs the danger of being shallow and 
uncertain.' 

GLOSSARY 

Study of the extent t o  which one correlational study 
variable is related to  another, often - 
referring to non-manipulated variables 
measured outside the laboratory 

Features of a study which help the demand characteristics 
participant t o  work out what is expected 
of himlher 

Procedure in an experiment where -- double blind 
neither participants nor data gatherer are of being the subject of 
(experimenter or assistants) know which 
'treatment' participants have received 

Participants' concern about being tested, evaluation -- 
which may affect results apprehension 

Study in which an independent variable experiment 
is manipulated 

Experiment camed out in a natural field experiment 
setting outside the laboratory 

Experiment camed out in controlled laboratory expe jrnent , 
conditions in experimenter's own habitat 

and 

, ex -..., post . - faao 7 iesearch 

- 
I investigal 

- non-reac 

- ~ 

I pleasing 
experimc 

tive study 

~onal study 

. - . - -  

reactive study 
I 

single blind 

- 
social desirability 

EXERCISES 
I State whether the following are laboratory experiments, natural experiments, field 

experiments whether they are true or quasi-experiments or whether they are ex post 
fact0 studies: 
a) A ladder is placed against a street wall to  see whether more males or females will 

avoid it 
b) Boys with no brother and boys with two brothers are obsetved under laboratoty 

conditions t o  see which group exhibits greater aggression 
c) A researcher, dressed either casually or smart, approaches passengers at a station to  

ask for directions. The aim is to  see whether smart dress elicits greater help 
d) Under laboratory conditions, people are asked to  make a speech, contrary t o  their 

own view, first alone and then in front of others 
e) The study described in b is extended. Half of each group of boys is subjected to  

frustration and then observed again for level of aggression 
I 



t) Drug addicts are compared with a control group on their tolerance of pain, measured 
in the laboratory 

g) Researchers visit various grades of worker at their place of employment and take them 
through a questionnaire on their attitude t o  authority. It is thought the more highly 
paid will express greater respect for authority 

h) One of two very similar homes for the elderly passes from local government t o  private 
control. Workers in each are compared on job satisfaction over the following year, 
using informal interviews 

i) ~hilldren in one class at a school are given a six-month trial of an experimental new 
reading programme using a multi-media approach. A second class of children receive THE EXPERIMENTAL METHOD II 
speciai&eition in reading but not the new programme. Improvements are compared .# 

2 Of the designs outlined in I: 
a) Which are not likely to  be affected by demand characteristics? 
b) Which might involve looser procedures? 
c) Which are subject to researcher bias? 
d) In which could 'blind' procedures be employed? 

3 You are discussing with a colleague two methods of measuring 'conformity'. One involves 
recording how Gften people will answer a simple question wrongly when several other 
people in the room have already answered wrongly (laboratory study). The other involves 
stopping people in the street who have infringed a traffic light or litter regulation and 
taking those who agree to  do so through a short questionnaire (field study). Find 
arguments for and against each proposal - I hope you can think of at least three for and 
three against each. Pages 69 to  72 of this chapter should provide the general information 
you need. 

Experinzental designs 

This chapter introduces the basic experimental designs that can be used in 
psychological research along with their various strengths and weaknesses. The 
following main points are discussed: 

Experimental Weaknesses 
design 
Repeated measures Order effects 

Independent samples Participant (subject) 
variables 

Matched 'pairs Problems with matching 

Single participant Lack of generalisation 
(subject) 

Solutions 

Counterbalancing; 
randomisation 
Random allocation 
to  conditions; 
pre-testing; 
representative 
allocation 

Limit matching to .  
what is relevant 
Use where 
generalisation . 
not main criterion 

Julie: It really infuriates me. I drive really smoothly on my own, com- 
pletely in control; then Susie gets in and I do stupid things like crash 
gears and stall. 

Pete: Yeah? 
Julie: Right! I'm sure people perform worse when someone important's 

watching them. 
Pete: Well I'm not. I play pool better when Nikki's around. 
Julie: Perhaps it depends on what you're like. Perhaps extraverteds (or 

whatever you call 'em) do better and intrawhatsits do worse. I 
wonder if people in the middle aren't affected. 

(Julie went on to take 'A' level psychology and a degree!) 

Let's suppose we decide to check out Julie's first hypothesis. It predicts that people 
perform sensori-motor tasks worse in the presence of an audience. Let's set up a 
laboratory experiment. 



We need to operationalise. We need: a sensori-motor task ~ E P V E  PROVED IT, PETE! 
an audience 

is unimpressed. He says 'Well, the way you a measure of performance 
We could ask people to move a metal ring along one of those wiggly wire contraptions tter in the second condition.' 

you see at village fktes. They have to avoid touching the wire with the ring as they , r, .,: .- . - - ,.:--'7-- ---- i 2' & '-**'*-*\- ?. Ad. - k 

move. If they do touch, a buzzer sounds and an error is recorded - this is our measure zIrnight 'bi Gpon;ible for people's , 

of performance by which we can assess 'improvement' quantitatively. We can define ce of the audience? 

our DV, then, as the number of errors recorded. Let's suppose we run the experiment - 
with everyone doing the test in condition A first - in front of an audience of 12 ORDER EFFECTS 
observers. In the second condition (B) they perform the task in a quiet, soundproof 
room, alone. Let's also assume that we find significantly less errors in the second ' yo, probably realised that there is a possible confounding variable at work here. 
condition. people might improve on the second condition because they've had some practice 

(and they may be less anxious about learning a new task). If they had performed 

The design above would be known as REFEATED MEASURES in the language of 
experimental design. The measure (of doing the wiggly wire test) is repeated on each 
person under the various conditions of the IV. If the participants are the same for 
both conditions, and all other variables are controlled, any differences, we assume, 
(though we could be wrong), must be the effect of the IV. 

korse on the second go this might have been through becoming disheartened by 
failme, through boredom or through fatigue. 

Constant error caused by the order in which people participate in conditions is 
known as an ORDER EFFECT. This is one of the major disadvantages of a repeated 
measures design. 

. r > - -  .? ' , , ; s I - 
L 

l imp& YVf,sorne s o l ~ o n s . t 6 i h ~ s . ~ m b l ~  HOG iah a researdier71 
.an experirnknt which avoids the contamination of order effects? y - 

- - - - - - -  -. -. - -.-. --- - - -  I 
Well, the recommendation in the last section was to look for the conditions which 
were varied. In this case then, the IV must be the variation between conditions: 
presence or not of an audience. 

RELATED DESIGNS I 
The repeated measures design is one of a set known as -TED DESIGNS - (see Table 
6.1) - 'related' because, when results are presented, a value in one condition is 
directly related to a value in the other condition. 

What we do in related designs is to answer the possible criticism that any difference 
found is caused by differences between the people in our two groups. Instead of a 
control group to compare experimental results with, in the repeated measures design 
we use the same people as their own control, so any differences between conditions 
can't be because the people in conditions were different from one another. For this 
reason, the repeated measure design is often called a 'within subjects' or 'within 
groups' design, since differences between participants have been eliminated as a 
source of difference and differences between conditions must be because the same 
people differed in the two circumstances. 

Table 6.1 Related and unrelated designs 

In each condition: 
Design Same people Different people 
Related Repeated measures Matched pain 
Unrelated Single participant independent samples 

DEALING W I T H  ORDER EFFECTS 

If all participants' performances on condition I3 could be improved because of the 
experience in condition A, it makes sense to have half of them perform condition B 
first. This is known as COUNTERBALANCING the conditions. 

Would this in fact eliminate the order effect? Well, no it wouldn't. Practice, if it is 
effective, will still produce improvement, but this will improve half the scores in 
condition A and half in condition B. Hence the improvements should cancel each 
other out overall. Suppose that each person improves by making five less errors on 
average in the condition they took second. We could imagine that what is going on is 
as shown in Figure 6.1 overleaf. 

When participants take the with-audience condition first, the overall reduction 
from condition A to condition B - shown as X below - contains an extra component 
(d) which is the result of practice (we are assuming here). When participants take the 
alone condition first, the reduction of practice causes the overall difference, with this 
order of conditions, to be smaller than it should be if only the IV has any effect. So, 
condition A followed by B shows an exaggerated effect, whilst condition B followed 
by condition A shows a lessened effect. However, these two should cancel each other 
out, leaving, we hope, only the true effect of the IV as a difference overall. This is 
because the two observed (but distorted) differences - X and Y - are equal to what we 
assume would have occurred without the practice effect. These two hypothetical 
differences are X - d and Y + d. Adding these: (X - d) + (Y + d) = X + Y. 
Warning for tests and exams! It is easy to get fooled into thinking that, because the 
design involves splitting participants into two groups, we have an independent 
samples design (see below). The splitting is solely for the purpose of counter- 
balancing. For each participant we still have a pair of scores which are therefore 
related - one for each condition. Each participant is still taking both conditions. 
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experiment. Suppose we want to see whether concrete words are easier to recall than 
EUC& better without abstract words. Instead of giving the same group of people a list of concrete words to 

learn and recall, then a list of abstract words, we can give them just one list with 
Figure 6.1 Counterbalancing concrete and abstract words randomly mixed together. Note that this could be a way 

to mix even three conditions together but either the list gets rather long or we have 
ASYMMETRICAL ORDER EFFECTS -This neat arrangement of counterbalancing may be less of each item in the list. We might then present several such mixed lists in several 
upset though if the practice effect occurring in the A-B order is not equivalent to that 
produced in the B-A order. 

For instance, suppose that in the alone condition it is possible to concentrate on 5 Elapsed time 
improvement and that this transfers to the audience condition. However, when the We can leave enough time between conditions for any learning or fatigue effects to 
audience is present in the first condition, all one's concentration goes on coping with 
the audience and no improvement in technique is transferred to the alone condition. 6 Using another design 
Counterbalancing now loses its evening-out effect and we have the constant error of 
practice affecting the with-audience condition only. If this were the case we would We may have to give up the idea of using the same group for each condition. We 

end up with an artificially small difference overall. could have separate groups. We would then move to an 'independent samples 

Note: 'asymmetrical' just means 'not symmetrical' - the effect is not evenly balanced design', described below, but, since this design has important disadvantages we 

between the two groups. might try to resist this more drastic solution to the problem of order effect. 

2 Complex counterbalancing OTHER DISADVANTAGES WITH REPEATED MEASURES DESIGN 
a) ABBA 
(Not an ageing Swedish pop group!) All participants take conditions in the order If each participant experiences both conditions of, say, a memory experiment 

ABBA. Their score on A is taken as the mean of the two A conditions and likewise for using word lists, we have to use a different list in each condition. This creates the 

B. This arrangement can still suffer from an asymmetrical effect, though it should be problem of choosing words for each list which are equivalent. It is possible to 

weakened. obtain lists which give the frequency of occurrence of words in the written English 

b) Multi-condition designs language, obtained through literature surveys. 

If an experiment has three conditions we might divide participants into six groups * The aim of the experimental research may become obvious to the participant and 

and have them take part in the following orders of condition: this makes 'pleasing the experimenter' (or screwing up the results) much more 

ABC ACB BAC ants must be available for both conditions. If conditions are weeks apart 
BCA CAB CBA some may be lost. 

A 

.I-;.' which practice 
reduces errors 

B 

in the second Audience Alone 
condition condition condition 

(A) (B) 

6.2 Asymmetrical order effect - effect on practice 

- Actual scores J ~ ~ n d o m i s a t i o n  of condition order 
--- Hypothetical scores iome experiments involve quite a number of conditions. For instance, a sensori- 

without practice effect notor task may be performed under six different lighting conditions. Each partici- 
d = 5 less errors = ,ant would be given the conditions in a different random order. 
hypothetical 
practice effect. B A q Randomisation of stimulus items 

This is an elegant way to deal with possible order effects in a two-condition 



When not to use a repeated measures design: 
1 When order effects cannot be eliminated or are asymmetrical. 
2 Often, people must be na'ive for each condition. In c ~ ~ ~ ~ ~ m '  studies, for 

example, a person is shown one of two alternatives, with all other material the 
same. For instance, people may be asked to rate an article having been told that 
either a teacher or a student is the author. A baby is presented as either a boy or a 
girl and people are asked to describe it. Lewis et al. (1990) sent vignettes which 
varied the sex and race of a fictitious client to 139 psychiatrists. When the client 
was African-Caribbean the following differences in ratings occurred compared 
with when the client was supposedly white. The illness was of a shorter duration, 
less drugs were required, the client was potentially more violent and criminal 
proceedings were more appropriate. Significantly more 'cannabis psychosis' was 
also diagnosed. 

In these sorts of study, obviously the same participants cannot be used in both 
conditions, since, only then, could participants work out what the research aim is. 
When discussing such studies, conducted as class practicals, people often think 
fiom the vantage point of the experimenter. But it is important to 'empathise' 
with participants in such cases in order to see how difficult it would really be to 
work out what your experimenter is after when you only take part in one of the 
conditions. 

3 Some studies involve an independent variable which is a category of persons, 
such as malelfemale, working classlmiddle class or extrovedintrovert. In this case 
we are comparing the performances of two different groups of people and a 
repeated measures design is obviously not possible. 

4 We might pre-test a group of children, apply a programme designed to increase 
their sensitivity to the needs of people with disabilities, then test again to measure 
improvement. T o  check on internal validity (the children might have changed 
anyway, irrespective of the 'treatment') we need to compare their changes with a 
control and/or placebo group. 

Suppose then that we organise two groups of people (from whom we can get - 
student colleagues on our course and the biology course who share statistics classes). 
One group do the with-audience condition, the other group do the task alone. Again, 
the alone condition errors are significantly lower. 

We are now conducting what is known as an INDEPENDENT SAMPLES design 
experiment. This title says just what it means. An entirely different group of people 
take each condition (there could be three conditions or even more). It belongs to a 
category known as UNRELATED DESIGNS, since the scores from one group of 
participants, who undergo just one condition of the IV, are quite unrelated to the 
scores from another group who participate in the other condition of the IV. 

Examples of independent samples designs would be: 
1 One group are given a list of words and asked to repeat each word several times 

('rehearse') before receiving the next item. A second group are asked to form 
vivid mental images of each item and to make links between each item and its 
successor. Both groups are tested for retention in a free recall task. 

b- 3 Beluamini (1992) investigated the effect of randomly allocating a company's 
- . business customers into those who would receive a gift and those who would not. 

-? ii 

The increased positive perception of the company but not intention to 
-contact it again! 

design also comes with the titles: INDEPENDENT GROWS, INDEPENDENT SUB- 
FcTS and BETWEEN GROUPS. This last tide is commonly used when the statistical 

I analysis is ANOVA (see Chapter 20). 

IT WORKED AGAIN PETE! 

so what could doubting Pete say this time? He certainly has something to say. Before 
we hear it . . . 

-..-__I. . -2 - "---7-- - " 3 -+--< -. -, ? -n-y 
n condrt~ons? What might 

fact that they performed n front of an 
u can see In t h ~ s  design. 

- .- - - - - - - - - - 

Pete says, 'Who did the experiment?' We tell him. He smirks, 'Ah! Remember you 
said, Julie, that introverts might be worse performers in front of an audience? Well, 
you know how introverted the biology mob are. Did you make sure you had equal 
numbers of them in each group?' 

PARTICIPANT (OR SUBJECT) VARIABLES 

Pete is referring to the variations among people which may be unevenly spread across 
our two groups. This is a major weakness of independent samples designs. Differ- 
ences found might not be caused by the IV but by this uneven splitting into samples. 
Suppose, in example 1, above, we accidentally placed more good memorisers into the 
imagery group. It seems as though using imagery has caused the difference found but 
actually the DV difference is produced by variation between the people in the two 
groups. 

$1 DEALING WITH PARTICIPANT VARIABLES 

In an independent samples design it would always be difficult to rule out participant 
variables as a possible source of variation in our result8, but there are certain steps we 
can take to reduce the likelihood that they were the cause of differences found: 

Random allocation of participants to conditions 
This follows the classic line of experimental design. In biology, a researcher would 
randomly split a set of beans and subject one group to the treatment and use one as a 
control group. In psychology, the same line is followed. When results are in, the null 
hypothesis holds that any differences between the two groups are simply the result of 
chance variation between the two groups of people, not the effect of the IV. If there is 
a significant difference, we can at least reject this hypothesis. Here, of course, Pete 
has a point. Even student practicals should avoid obvious non-random differences 
between two sets of participants. 

Notice that in the Beltramini study mentioned above, customers were allocated at 
random to the receiving gifts or control group. Random allocation is what makes a 
Study a field experiment rather than a quasi-experiment (as we saw in the last 
chapter). 



Pre-test of participants 
We can show that both groups were similar in relevant performance before the 
experimental conditions were applied. For instance, in the memory study, both 
groups could be pre-tested on the same stimulus list, different from that used in the 
experimental trial. There still could be a participant variable problem. Though both 
groups might perform equally well on the pre-test list, the list for the experiment trial 
might contain words more familiar to people in one of the groups. There might, say, 
be several geographical terms and more geography students in the imagery group. 

Representative allocation 
We can ensure that each group contains half the males, a similar age range, a fairly 
similar range of educational backgrounds and so on. It might not strike us, however, 
to ensure an equal number of geography students. Inspection of the list might alert us 
to this possible confounding variable, but we can't balance the groups for every 
conceivable variable. 

We must decide intuitively, given the n a m e  of the research topic and aims, which 
variables are going to be the most important to balance for. Pete thinks we should 
have paid attention to his stereotype of the biology students. Within each relevant 
category chosen (male, female, psychology student etc.) allocation of half the 
category to one condition and half to the other would be performed on a random 
basis. The reasoning and method here are similar to that of stratified sampling. 

OTHER DISADVANTAGES OF INDEPENDENT SAMPLES DESIGN 

* To obtain as many scores in each condition we have to find and test twice the 
number of people as in repeated measures. This can be costly and time 
consuming. We do have the advantage (over repeated measures design), however, 
that we can't lose participants between conditions and we can run the two 
conditions simultaneously rather than having to wait until practice effects have 
worn off. 

* If there is too much difference between the statistical variances of the two groups, 
we may not be able to proceed with a parametric test - the most powerful of 
statistical tests (see Chapters 12 and 17). 

We can actually do more than just ensure that the two groups for our research are 
roughly equivalent on relevant variables like extroversion. We can pair one person in 
the audience condition with a person in the alone condition. The two people can be 
matched for extroversion score, age, sex, occupation and any other variable thought to 
be relevant to wiggly-wire performance. 

This compromise between the two designs so far discussed is known as the 
MATCHED-PAIRS design. 

On a random basis, members of the pairs are each allocated to one of two groups. 
We pair people on the basis of relevant variables, the choice of what is relevant being, 
as before, based on the nature of the research. We now avoid order effects by having 
different groups in each condition, but we are also, we hope, keeping participant 
variables to a minimum. 

We might, for example, pair each child who is to receive an experimental preschool 

programme "th a child in a control group on the basis of, say, exact age, sex, erhnic 
oup, social and economic background of parents and number of children in family. 

goweverJ totals will limit the extent of what can be matched. 
The matched-pair~ design falls into the category of related designs since each score 

or rating in one group can be related to a score in the other group. This obviously 
can't be done where two sets of scores come from two unmatched groups. 

One of nature's most useful gifts to psychological researchers is, some believe, the 
existence of identical (monozygotic) twins. These represent the perfect matched pair 
- when they're just born at least - and create the perfect natural experiment. Any 
differences between them later in life can fairly safely be attributed to differences in 
environmental experience. The converse is not true, however. Similarities cannot be 
easily attributed to common genetic make-up, since identical twins usually share 
fairly similar environments too. 

SINGLE PARTIC IPANT DESIGN -- - -. - 

1 7 0  hear of just one person being used for experimental research can make the 

I 
minded recoil in horror. Surely this must produce quite unrepresentd 

tive impossible to generalise with? Quite rightly, they assume, one turns to 
objective psychological research in order to avoid the many generalisations which the 
lay person often makes from their own limited experience. 

However, consider a physical scientist who obtains just one sample of weird 
moonrock from a returning space mission. The rock could be tested for amounr of 

I expansion at different temperatures, in a vacuum and in normal atmosphere, in order 
to detect significant changes in its behaviour. This would yield valuable scientific 
knowledge in itself. 

t Further, fkom our general knowledge of the world of rocks, we could fairly safely 
i assume that similar rock would exist on the moon. In the same way there are some 

sorts of things which people do which, we know for good reason, are likely to vaq 1 according to the same pattern (but not necessarily at the same level) for almost 
i everyone. An example of this might be the experimental situation in which someone 
1 has to make decisions from an increasing number of alternatives - sorting cards 
i according to colour, then suit and so on. 

Ebbinghaus carried out an enormous number of memory experiments on himself 
using a wide variation of conditions and lists of nonsense syllables. The inrro- 
spectionists gave intense training to help people to report on feelings, sensations and 
mental processes. 

RELATED OR UNRELATED? 

A set of results for a single participant in an experiment, which measures reaction 
times as the DV, might appear as in Table 6.2. 

IS this data produced from a related design? Contrary to our probable first 
conclusion, the answer is in fact 'no'! Each score in condition A has no paniculul, 
Partner in condition B. A particular score in A is related to all the scores in B to an 
equal degree, since the same person produced them all. But, in a related design, the 
first score in A (0.579) would be uniquely related to the first in B (0.713) because this 

: Was the only B score which the same person produced or because the B score was 

i Produced by the person matched with the first A person. Another way of seeing this is 



Loss of one member of 
pair entails loss of 
whole pair 
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Table 6.2 Single panicipant desip 
Can use same stimulus 

Condition A Condition B 
Homogeneity of 

0.579 secs 0.7 1 3 secs variance not a problem 
0.62 1 0.6 15 
0.543 0.792 Useful where few 
..., . . . . 
.... . . . .  and/or a lot of time 

required for training 
that it would be quite possible to have more scores in condition B than there are in 
condition A. The design would be related if we were somehow linking trial 1 in one 
condition to trial 1 in the other. This might happen if, say, we were correlating (see 
Chapter 18) equivalent trials under the two conditions to show that improvement 
takes a similar course under both. 

Box 6.1 Summary of advantages and disadvantages of the various experimental designs 

Design Advantages Disadvantages 

Repeated Participant variables Order effects Countet%alance/ 
measures elrminated play not be able to * 

More economical on conduct second 
participants condition ~mmediately between cond 

Need different stimulus 
lists etc. 

Randomise stimulus 

L 

I Homogeneity of Participants not ndive Deceive participants 
variance not a problem for second condition 
(see Chapter 1 6) and may try to guess 

aim 

Need fewer participants Loss of participants 
between conditions 

Independent No order effect Participant variables not 

samples Participants can't guess contr011ed 
aim of experiment Less economrcal on 

Can use exactly the partrcipanQ 
same stimulus lists etc. Lack of 'homogeneity of l3-1sure roughly equal " t$ch participant in one grouplcondition 

1s paired on specific varrable(s) with a N~ need to for variance' may prevent numben in each group 4 < i: participant in another group/condition particrpan& to lforgetl use of patametric test (see P. 280) 

Can't.generalise to  
other categories of 
people with confidence 

. * ,  

first condition (Chapter 16) Y - -; 
' 4  ; Matched No order effects Some participant Randomly allocate pain :I ; pairs participant Mriables variables still present t o  conditrons 
1 ' 

partly controlled Hard to find perfect i 
No wart for participants matches and therefore 

Retraining required if Treat participant very 
original participant nicely! 
leaves project 

i; Each partlcrpant takes part in all 
i conditions of the independent vanable 

i $ 8  

13. 3. 

1, Design in which scores in one condition 

- asymmetrical order 
effect 

designs 

i to  forget time consuming 
_i 

independent samples 

' are paired with scores in other 
Condions 

I-. 

(betkeen groups) 

(independent groups) 

(independent subjects) 

matched pain 

% 

repeated measures 

-- (within groups) 
(within subjects) 

related 



1 condition cannot be paired (or linked) in / any way with particular scorn in any 
1 other condition . L- -- -- . - - .. -. . 

f - -  / A~onfounding effect caused by 
experiencing one condition, then / another, such as practice or fatigue 

; Random mixing together of items from 
1 both/all levels o f  the independent 

variable in order to avoid order effects 
Study in 

: short acl 
which part 
:ount of a 1 
1st one aspc 
- 2 - 2  -_._. 

L order E 
I 

cipants are given a - , vignettt 
)enon or deed and 

4 study 

i where j~ :ct of the person or 
deed is vdneu across conditions 

- - -  

1 .  . 

~BSERVATIONAL METHODS 

I In Fantz's famous 'looking-chamber' experiment, a baby is shown two patterns and the 
researcher records how much time is spent looking at either pattern. The idea is to  see 
whether the baby prefers complex patterns to  simpler ones. What is the IV, the DV and 
what sort of design is this? 

2 In one version of the 'visual cliff' experiment, infants are observed while their mothers try 
t o  entice them to  come to  them across a glass sheet with a large drop beneath it. What 
condition can be added t o  make this a true experiment and what sort of design would the 
experiment then be? 

3 Your tutor conducts an experiment on your class. Each student is given a set o f  anagrams ' 
to  solve and the time to  solve each one is taken. You find that some of the anagrams 
were of concrete words and the others were of abstract words, in no particular order. 
This was the IV. What design was this, and what special precaution, associated with this - 

design, has your tutor wisely taken and why? 
4 Again your tutor conducts an experiment. Students are in pairs. You time your partner 

while she learns a finger maze, first with the left hand, then with the right. She then times 
you while you learn first with the right, then the left. What design is this? What special 
precaution is taken and why? 

5 A researcher looks for families in which there are two brothers or two sisters born within 
a year of each other and where one sibling has suffered a certain illness before four years 
old. They are tested at eight years old to  see whether the illness child is poorer than the 
other on number and reading skills. What sort of design is being employed here? 

The chapter covers most methods which are best classed as observation. In a 
sense, all data from people are ga~hered through some form of observation but, 
for instance, data gathered through questionnaire or interview deserve separate 
treatment. 

Distinctions made are between: 
observation as a technique and as an overall research design 
participant (where observer is part of the observed group) and non-participant 
disclosed (people know what the observer is doing) and undisclosed 
structured .tnd non-structured 
controlled (often in the laboratory) and naturalistic (observed's own 
environment) 

Further topics are: 
role-play and simulation 
diaries 
advantages, difficulties and ethics of participant observation 
indirect observation (e.g. records, media) 
content analysis (treatment, often quantitative, of qualitative reports, writings) 
verbal protocols (verbal reports of participants' thoughts or silent speech) 

We have seen that there can be fairly serious problems with the use of the 
experimental method in psychology, particularly in the laboratory where a very 
narrow, and perhaps artificial, selection o f  behaviour may be studied, where 'demand 
characteristics' may distort the procedure and where persons studied are 'dehuma- 
nised'. A set of methods which can avoid some, but not  always all, o f  these criticisms 
i s  the set known generally as 'observational methods'. 

In a sense, behaviour is observed in every psychological study. A researcher makes 
observations o n  the participants' reaction times, answers to  a questionnaire, memory 
Performance and so on. 

The emphasis, in using the term 'observational' however, is o n  the researcher 
observing a relatively unconstrained segment of a person's ffeely chosen behaviour. 

There is ambiguity in the use of the term 'observational' in research literature. It 
Can refer to  the use of observation as a technique for gathering data about behaviour 
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within an experimental design. On the other hand, 'observational' might describe the d have no effect on the behaviour being observed. This is a 'dimension', since 
overall design of a study, in contrast to a controlled experiment. are degrees of participation and these are described later on. There is 

dimensional aspect to DISCLOSURE in that persons observed can be more or less 
OBSERVATION AS A TECHNIQUE OR AS AN OVERALL DESIGN ofthe exact extent to which, or reasons for which, they are being observed. 

As technique - discussion of indirect, structured and controlled observation which follows is 
entirely to non-participant studies. Participant observation is largely a Observation may be used as a technique within a traditional experimental design, as in 

Milgram's (1963) work on obedience where, in addition to mechanical recordin* of approach and will be discussed later in the chapter. 

participants' responses, fdm record was made in order to observe changes in 
emotional reactions. We have previously described Bandura's (1965) studies on 
children's imitations of models for aggression. Using observation as a technique for STRUCTURED (OR 'SYSTEMATIC') OBSERVATIONS 

measuring the DV of aggression, Bandura was able to manipulate a variety of IVs, DATA GATHERING DEVICES 
including the status or role of the model, the consequences of the model's behaviour 
and the degree of frustration experienced by the child just prior to observing the - Records of behaviour can be made using any or a mixture of the following devices: 
Bggressive model. . Film or video recording 

The two examples above employ observational techniques in a laboratory setting. ,I . Still camera Field experiments very often use observation as a technique. Friedrich and Stein's , ~ ~ d i o  tape (to record spoken observations) 
(1973) study, described earlier, is a good example. Observation may also be . Hand-written notes, ratings or coding 'on the spot' 
employed within a role play or simulation study, described later. 

Visual recording has the advantage that behaviour can be analysed (rated or coded) 
As overall design after the event at any required pace. 
If an investigation is given the title 'observational', this is usually in order to contrast it 

' 
All the methods above might be used discreetly such that the participant is either 

with other designs, particularly the experimental. In this case, the researcher has completely unaware of the recording process (in which case ethical issues arise) or at 
chosen to observe naturally occurring behaviour and not to experiment with it, i.e. no least unable to see or hear the equipment during the observation session. This can be 
IV is manipulated. A hypothesis concerning an IV may nevertheless be tested, as achieved with the use of screens or 'one-way' mirrors, which act as a mirror for the 
when, for instance, an investigator observes the fantasy play of middle- and working- but a window for observers or camera. 
class children and predicts differences in amount or content. 

DATA GATHERING SYSTEMS 
WEAKNESS OF PURE OBSERVATIONAL STUDIES 

Observers may often work to a specific 'grid' of behavioural categories. On the chart 
Where the overall design is observational we have the weakness, outlined earlier, that in Table 7.1, observers of children's behaviour during a free-play nursery session, 
if we discover a relationship between different sets of data we are not usually in a mighe record the amount of time or frequency that each child spent in each of the 
position to establish cause-effect relationships with any confidence, since manipu- particular activities categorised (in columns). 
lated IV has not led to changes in the DV. 

Suppose we observe higher levels of aggression among children who choose and - Table 7.1 Chavt for data gathering 
watch more violent television programmes. Does the television promote their 
aggression or does rheir aggression (arising from some other cause) affect their 
choice? A controlled experiment might provide enlightenment. 

In an earlier chapter we saw that Friedrich and Stein (1972) assigned children to 
three experimental conditions - violent, pro-social and neutral television viewing . 
programmes. After a month's viewing it was observed that the violent programme . 
group were significantly more aggressive in nursery-school play. Interestingly, the 
impact was greatest on those children who were initially highest in aggression. An 
experiment, then, can back up a hypothesis formed from observation, by showing a 
fairly clear-cut causal eEect. 

In addition to simply recording what behaviour occurs, and how often, observers 
may be required to: 

PARTICIPANT AND NON-PARTICIPANT OBSERVATION 
RATE. behaviour according to a structured scale - for instance one to 10 on 'showing 

A PARTICIPANT OBSERVER is to some extent a part of the group of individuals being CODE behaviour according to a set of coding categories - for instance, graphic 
observed, whereas a NON-PARTICIPANT OBSERVER observes from a distance and symbols which represent the positions of parts of the body 

I 
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In each case, some degree of standardisation would normally be sought by gi tapes. The figure was 76.7% and this is a form of reliability check (see 
observers, intensive training prior to commencement of observation sessions. 

To  exemplify some of these points we can look at a study by Halliday and 
(1,986) in which acts of communication between mother and child (both ways) POINT AND EVENT SAMPLING 
coded from video recordings made over a period of six months' data gathering. 
researchers sought to extend Bruner's ideas and show that children do more th 1 always be possible or appropriate to record complete sequences of 

make requests or references in their interactions. They were interested in ho 
other actions might contribute to language acquisition as the child increasingly 
non-verbal methods inadequate. The researchers identified a set of 42 differ 
actions, shown in Table 7.2, duringpilot sessions with a couple of mother-child pa 
In the main study, an average of 12 half-hour sessions were recorded with 12 moth 
child pairs. Each of these video sessions was coded using the 42 categories. The 
could be as many as five actions from the mother, and five from the child, in any five n each individual in a group just 

second interval. I quote the detail here to give you some idea of the mounta to record the category of their current behaviour before going on to 

coding and analysis which goes on in such a study. The success of standardisatio 
was estimated by finding the number of occasions upon which two observers agree 

Table 7.2 Complete list of codes with short definitions (from Halliday et al. 1986) 

- 
Verbal categories 
A Demands attention O N  Orders not to 
D Describes, gives information PR Praises 
ET Gives detailed label PT Prompts 
F Corrects Q Questions 
I Imitates completely QT Questions about a label 
IP Imitates partially S Tells story or recites 
IQ lmitates as question h ~ m e  4. 

IS Imitates as sentence T Labels, names 
N Says 'no' TH Says 'thank you' or 'ta' 
NU Count Y Says 'yes' 
0 Orders, gives positive Z Adds tag I 

commands 
Non-verbal categories 
a) Vocal b) Non-vocal 
B Babbles (with intonation) GO Gives object 
G Laughs, giggles H Holds, takes hold of 
QN Makes questioning noise L Looks around 
V Makes monosyllabic LO Looks at object 

vocalisation LP Looks at mother 
V2 Makes two-syllable LI Lifts child 

vocalisation OB Obeys 
VE Makes an emotional noise P Points 
VN Makes an object-speci.fic PL Plays 

R noise Reaches 
VS Vocalises one-syllable TO Touches 

continuously 
W Cries 
YN Makes affirmative noise 

-! research in progress. 

4- , RELIABILITY OF OBSERVATIONAL TECHNIQUES 

Observers need to produce reliable observational records. The reliability of observers 
can be established by correlating (Chapter 18) their records with those of another 

- +server or team. Such comparison will produce a measure of INTERRATER REIJABJL 

r ~ ,  'rater' being another term for an observer who 'rates' behaviour. 
Reliability may be low because of OBSERVER BIAS. From the psychology of 

erception we know that each person's view of a situation is unique and that our 
erceptions can be biased by innumerable factors. An untrained observer might 
:adily evaluate behaviour which the researcher wants reported as objectively as 
ossible. Where the trained observer reports a hard blow, the novice might describe 
]is as 'vicious'. 
There may be human error in failing to observe some bits of behaviour at all. One 

is~eminded of the 'blind' soccer referee or ice-skating judge. In the study of animals it 
is easy to 'see' human characteristics in animal behaviour. This is known as 
'anthropomorphism' and occurs, for instance, when birds are said to be 'talking' or a 
cat to be 'smiling'. In human studies, it could be falsely assumed that Jason 'follows' 
an adult (and is perhaps insecure) when he happens to be walking in the same 
direction. Or Jenny might be mistakenly described as 'copying' when she looks into a 
box to see what it was Sarah was looking at. 

The problem may not lie with the human observers, however, but with the rating 
scale they are given which could be too vague or ambiguous. Reliability is enhanced 
by specifying in advance precisely what behavioural acts are to count in particular 
categories. Observers have to decide, for instance, when a push counts as aggressive 
or when a child is 'demanding'. Observers are usually trained to a standard of 
reliability and accuracy before the observational study proper begins. 

I Observations can be controlled through structure as outlined above. Control can also 
be exercised over the environment in which observations take place. A high degree of 



98 RESEARCH METHODS AND STATISTICS IN PSYCHOLOGY 

environmental control can be exercised in the laboratory, though the participant need 
not be acutely aware that the environment is a 'laboratory'. Discussion groups may be 

=, 
observed in a comfortable 'seminar room', for instance. Mary Ainsworth (1971), 
mentioned earlier, conducted a programme of research into infants' stranger and 
separation anxiety. In this study, the floor of a carefully organised playroom was 
marked into squares and trained observers recorded on film (and by speaking onto 
audiotape) the movements of a child when its mother left and a stranger entered the 

the home with parents every one or two weeks for 
several years 
developed the Home Observation for Measurement of 
the Environment (HOME) inventory, which observes 
parent-child interaction and provision of play materi- 
als, to be correlated with levels of intellectual 
development. 

room. The infants' behaviour was also filmed and the results were related to events of . 
sensitivity in mothers' interactions with their children. 

Studies in the laboratory do not escape many of the criticisms of laboratory 
experiments made earlier, in the sense that the laboratory can provide a highly 
artificial, possibly inhibiting atmosphere. Behaviour in the normal social context 
cannot be observed here. Some researchers, in order to record more usual, everyday 
behaviour, go out into the field and make 'naturalistic' observations in, say, the 
home, the nursery or the workplace. The method was inherited by psychology largely 
&om the ethologists (Lorenz, Tinbergen) who studied animals in their natural habitat 
but nevertheless made very detailed and accurate recordings of what they showed to 
be instinctive patterns of behaviour. 

The early 'baby biographers', whom we shall encounter when discussing the 'diary 
method' below, were carrying out naturalistic observations, as did Piaget on his own 
children. Perhaps these studies also incorporated a certain amount of participative 
involvement on the part of the observers, however! 

Because the behaviour observed in these studies, so long as the observer is discreet;- 
would have occurred anyway, realism and aspects of ecological validity are likely to be 
high. In some studies, however, people are aware that they are being observed. This 
can mean a video camera following them around the house for instance. In this case 
we still have the problem of possibly distorted behaviour. As Shaffer (1985) 
describes: 

f 7.1 Advantages and disadvantages of naturalistic observation 

which occun is rnore natural 

;.:,Study is realist~c and likely to produce higher [, ecological validity 
Femls approach is useful where: 

r d  I It would be unethical to experiment with. 
12 ' or intervene in the lives of, children or 

Disadvantages 
Extraneous variables are poorly controlled, 
if at all 

There is greater potential for observer bias, 
since both extraneousvariables and the 
observed behaviour are rnore unpredictable 

It is difficutt to transport and use discretely 
some of the technical equipment required 
for good recordings 

It is difficutt sometimes for observers to  
remain hidden -Ay;y' 

lnd~viduals would be unlikely to Thorough replication is harder to achieve 

If it uses a structured data gathering system 
methods it has the disadvantages of strudurp 

The researcher decides that the full social observation outlined below 
context is necessav for the observed 
behaviour to cany meanlng i 

Consider the experiences of one graduate student who attempted to take 
pictures of children's playground antics. What he recorded in many of his OBJECTIONS TO STRUCTURED OBSERVATION 
photos was somewhat less than spontaneous play. For example, one child 
who was playing alone with a doll jumped up when the student approa- 
ched with the camera and informed him that he should take a picture of 
her 'new trick' on the monkey bars. Another child . . . said 'Get this' as he 
broke away from the kickball game and laid a blindside tackle on an 
unsuspecting onlooker 

What researchers can do is to become a predictable and familiar part of the 
environment. For instance, Charlesworth and Hartup (1967) made several visits to a 
nursery school, interacted with the children, learnt their names and so on. This also 
gave them the opportunity to test out and improve the reliability of the observation 
scheme they were going to employ. 

Examples of research studies, from the general literature, which used naturalistic 
observation would be: 
Brown et al. (1964) - study of Adam, Eve and Sarah's speech productions in 

Because observation can be so structured and rigid, it would be considered 
inadequate by groups of (usually social) psychologists who argue against the 
reduction of behaviour to artificially isolated units. What is the smallest iuut we can 
work with? To  describe a person as 'lifting an arm' may be objective phys dly but is 
stripped of social meaning compared with 'she waved', 'he made a bid' or 'she 
threatened the child'. Reduction to the simplest units of behaviour (the 'z.iolecular' 
level) can create observations which are numerous, separated and meailin~lelcss. 

The attempt to categorise interactions or assess responses by number can produce 
data at the 'reliable but not rich' end of the data-gathering spectrum. This positivist 
approach would be criticised by, for instance, humanists and phenomenelugists, who 
Promote a 'holistic' view of the person in psychology. 

Diesing (1972) states that the holist @sychologist) studies a 'whole hvrnaz system 
in its natural setting', and says: 

I 
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The holist standpoint includes the belief that human systems tend to 
develop a characteristic wholeness or integrity. They are not simply a loose require active role-playing within a simulated social setting, such as 
collection of traits or wants or reflexes or variables of any sort. . .; they t to know a stranger. Participants may take on a specific role - being 
have a unity that manifests itself in nearly every part . . . This means that oup making risky decisions. Participants have been asked to role- 
the characteristics of a part are largely determined by the whole to which it rious sizes, under varying pressures, whilst dynamics of the 
belongs and by its particular location in the whole system. _ situation are recorded. These may be, for instance, the informal rules which are 

Something is lost, it would be argued, by pigeon-holing responses and simply developed in the group (Davis et al., 1975). 
counting them, or by giving them a rating-scale value. It is more important to record people have been asked to simulate various emotional feelings and accompanying 
events observed such that the social meaning of actions is preserved for analysis. This b e h a v i o ~ ~ d  expressions. 
may mean recording as much as possible of the social context in which actions ~n all these cases observations may be made at the time or behaviour filmed for 
occurred. It may also mean making a comprehensive record of an individual's subsequent detailed analysis. 
behaviour, such that specific actions are understood and perceived within the pattern 
of that person's unique experiences and motivation. It is not possible to do this using NON-ACTIVE ROLE 
a,highly constraining 'grid' or other pre-constructed framework for observation. We 
now turn to methods which attempt to generate a richer account of human behaviour participants may be asked to watch a role-play or simulated performance and then be 
in initially unquantified, descriptive form; that is, qualitative data. asked to report feelings, reactions or suggestions as to how the depicted scene might 

continue. They may be asked how they would behave in the continuing situation. 

QUALITATIVE NON-PARTICIPANT OBSERVATION 
In this case, the simulation simply serves as material for what is basically a 

question-asking method belonging in the next chapter. One approach, the one which 
started the controversy over experimental deception, is worth mentioning. Mixon 

In Ainsworth's study, described above, some of the observers produced a running (1979) was analysing Milgram's famous studies on 'destructive obedience' (for an 
-commentary on each child's behaviour by speaking into a tape recorder as they account of this experimental paradigm, see Chapter 26). Mixon's objection was 
watched. The same technique has been used by observers following the interactions ~artly moral but also that the true social situation, for the participant in Milgram's 
of mothers and children in their own home. This generates a lot of raw data in experiment, had not been thoroughly understood. 
qualitative form. These studies however are not usually conducted under the holistic Milgram described the experiment to many other people, very few of whom said 
banner. Rigid structure may be imposed on the data, during analysis, by independent they would expect anyone to continue obeying the experimenter in giving electric 
raters trained in the ways already mentioned. shocks to an obviously suffering 'learner'. Mixon argued that Milgram made it 

Some studies of this sort, though, do go further along the qualitative route. The obvious to these people that the experiment was really about 'destructive obedience'. 
unquantified, descriptive data may not be simply categorised or coded. The data may Mixon gave his participants scripts of the experiment to read with no clue given to the 
also be analysed for illuminative insights leading to fresh research topics. Or they may real experimental aims. He asked them to describe how they thought the experiment 
be presented alongside quantitative analysis in order to illustrate qualitative differ- - would continue. He then altered the scripts with different groups. Only when the 
ences and issues which numerical reports cannot portray. It is even possible that the script included the experimenter seeming a little concerned for the victim did all 
sorts of observation made might change as the study progresses as a result of participants say that they expected Milgram's participants to discontinue obedience. 
FORMATIVE revision of method, where feedback from early observations informs the Mixon argues that the social context of Milgram's experiment gives strong messages 
researcher on optimum ways to proceed. The more the aim of the study tends away that the norms of scientific professionalism are in place and that no harm can come to 
from purely positivist analysis, the more the data gathered become susceptible to the 

* 
the victim (though, obviously, pain is occurring). 

qualitative methods outlined in Chapters 11 and 25. In a few cases the participant can be actor and audience. Storms (1 973) had people 
engage in a two-person interaction which was filmed. They then viewed the film 

ROLE-PLAY AND SIMULATION 
either seeing only their partner or only themselves. This had significant effects upon 
their attributions of cause to the behaviour observed. 

Discussion of these methods is situated here because, although some observations of 
role-play have been relatively pre-structured, the tendency has been to develop 

PURPOSES OF ROLE-PLAY AND SIMULATION 

categories and models from fairly free-flowing, unrestricted participant behaviour Ginsburg (1979) argues that these methods can be used for discovery and verifica- 
and speech. In some cases, participants observe role-plays (non-active role), but, by tion. In discovery, general observations might be made which lead to more 
and large, it is participants' role-playing which is observed (active role). specifically testable hypotheses or models. In verification, hypotheses such as 

The techniques have been used for a long time in psychological research, h.lixonys can be tested. 
particularly in the area of social psychology, but their use became highlighted when Ginsburg thinks that the most valuable use is for illuminating what he calls the 
they were advocated as an alternative to the use of gross experimental deception 'rolelrule framework' under which actions occur. They will not tell us a lot about 
during the 1975s. individuals but perhaps a lot about the rules people assume or invent, and follow, 
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given certain social situations. They may show us how people go about negotiating etween partner pairs, on each of these three variables, 
such rules. They may tell us about sequences and hierarchies of social action. occupational stress is transmitted from one partner to the 

although individual couples varied very much in the extent to which their stress 
WEAKNESSES OF ROLE-PLAY AND SIMULATION 

further, unusual use of diaries has occurred in participative research (see 
Critics, early on, argued that role-play was non-spontaneous and passive; that people Chapter 11) where participants themselves keep diaries of their activities and 
would act in socially desirable and superficial ways; and that what people said they rceptions throughout a study. The researcher then subjects the diary content to 
would do and what they would do were very different matters. some form of content analysis. Rajesh Tandon (1981) did this in a study aimed at 

Proponents argued back that experiments, too, can produce artificial, superficia ving peer group organisation and initiative taking in a rural agricultural training 
behaviour and that deception itself, of the Milgram variety, introduced unrea and modernisation programme. He found that questionnaire data gathered was often conflict, for participants, between what seemed to be happening and what could be - at odds with the diary records, the latter being far more congruent with the 
expected to happen in a humane, scientific establishment. 

On the issue of spontaneity, several studies are cited as producing very great o m  field notes. 

personal commitment and lack of pretence, perhaps the most dramatic being that of 
Zimbardo (1972), described briefly in Chapter 26, which had to be ended after five of 
its planned 14 days because students acting as 'prison guards' were being so ruthless 
and callous, whilst 'prisoners' were becoming so submissive and dejected. 

Towards the end of the nineteenth century, some academics began to realise that 
they could not argue endlessly about whether children were born with innate 
tendencies, 'inherently good' as Rousseau would have claimed, or with Locke's 
'tabula rasa' for a mind. They realised that a scientific approach was necessary. The 
first steps towards this were taken by the 'baby biographers', of whom Charles 
Darwin (1 877) is probably the most notable. Data were in the form of a diary of daily 
observations on the growth and development of his own son. Most diaries werF 
developmental records of the observers' own children. The studies were therefore 
'longitudinal' (see Chapter 10). 

A problem with these diary accounts was that each biographer had their own 
particular perspective to support and tended to concentrate on quite different aspects 
of their child's behaviour from other diarists. They also tended not to standardise the 
intervals between their recordings. 

Later, as child develoument studv became a well-established disciulirie. Pia~et  - u 

kept d i a e s  of the develol;ment of his"chi1dren. He had a thorough modei of cognitive 
development and his observations were used to exemplify aspects of the theory (not to 
'prove it true'). He developed tests or demonstrations of some characteristics of 
children's thought at various ages - such as egocentricity - which he then used with 
other children, employing the CLINICAL METHOD (see Chapter 8). 

Diaries are also kept during most participant observation studies. Where observa- 
tion is covert these will be constructed, where possible, at the end of each day, either 
completely from memory or from any discreetly jotted notes recorded where 
opportunities have arisen. 

In both these uses, the diary method has the great advantage that the observed 
persons are acting quite naturally, particularly so in the case of babies, since they are 
at home with their own parents. This must be a source of some of the richest, most 
genuine and intimate data in the business! 

Jones and Fletcher (1992) asked couples to keep a daily diary of mood, stress and 
sleep variation over a period of three weeks. They found significant correlations (see 

4- 7 2  Advantaw and disaduantages ofthe tradiaonal diav method 

genuine information 

r.,-Slmple to conduct if in observer's own 
&.-, .- 

Disadvantages 

Observer bias can be high 
Comparison with other diary studies 
difficult because of variation in emphasis 
Commitment to quite long-term study 

."It follows from the line of argument above that a more authentic observation of 
people can be made by being involved in their day-to-day interactions within their 
normal network of human group relationships. The meaning of their behaviour 
should then be more accessible to the observer for ecologically valid recording. 
Whether these objectives can be achieved in a manner which would still count as 
scientific is a matter of heated debate and one which will be evaluated later on. 

The degree to which an observer can participate in the group being studied is a 
continuum according to Patton (1980). He distinguishes between the following: 

Full participant 
The observer's true research role is hidden ('undisclosed') and members take herlhirn 
as an authentic member of the group. Hence, secrets may well be disclosed. 
However, Douglas (1972) argues that a respected and trusted, known researcher may 
be handed secrets that a real member might not receive for fear that the real member 
could use these against the divulger. 

Participant as observer 
The participant's observational role is not hidden but 'kept under wraps'. It is not 
seen to be the main reason for the participant's presence. Members relate to the 
participant mainly through roles and activities central to the group. An example here 
might be that of a researcher who effectively becomes a temporary member of a 
school's teaching staff in order to conduct research of which other staff are aware in 
general terms. Alternatively, a teacher might conduct research for a further qualifica- 
tion and use her work setting as a study. 
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Observer as participant r to the problem of deception is, of course, to disclose one's research 

Here the ~ b ~ e r v e r  role is uppermost and members of the group accept the observer i, es. These ethical issues are more fully discussed in Chapter 26. 
their midst as researcher. If valued, the researcher may be given quite intimate 
infmnation but will be constrained in reporting it when such information is offere OSED PARTICIPANT OBSERVATION 
as secret. le would be the study of Becker (1958) whose observers joined a group of 
Full obsemer dents in lectures and laboratory sessions and engaged in casual conversa- 

The role of uninvolved observer which we've already discussed as 'non-participant 
work time and in the social atmosphere of their dormitories. They also 

observation'. d rounds and discussion groups and spent some time simply watching 
the students' various activities. 

UNDlSCLOSED PARTICIPANT OBSERVATION a suong sense, it could be argued that m e ' s  study is disclosed since, for the 
members, writing a book about them and doing some research on them could 

Classic examples of these studies are: - hardly be distinguished. The studies of anthropologists, such as those of Margaret 
FES-GER ET AL. (1956) - Joined a religious sect which believed the world waul 30), whose work contributes to psychological debate and evidence, 
end on a certain date. He and his colleagues followed developments up to and ju participant observations in which the observer lives for a long period in 
Past the fateful moment, observing reactions during the last moments of life and r than their own (see Chapter 10). 
subsequent 'reprieve'. An interesting account can be found in Brown (1965). 
WHYTE (1943) - Studied an Italian street gang in Chicago by joining it. It was 
obvious Whyte was not a normal gang member. His 'cover' was that he was writing a 
book about the area. Most famous for his statement that 'I began as a non- 
participating observer. As I became accepted into the community, I found myself 
becoming almost a non-observing participant'. 

FRANKENBURG (1 957) - Studied a Welsh village and is often cited for his initiative in ~lexibility 
solving the problem of not 'blowing cover' yet taking good notes by becoming A  re-set structure for observation, interview or survey questionnaire imposes the 
secretary of the local football club. framework, assumptions and priorities on those who are to be studied. 
 ROSE^ (1973) - A still controversial study which promoted criticism of the What is relevant in the target group's social world has already been decided. 
medical establishment's handling, labelling and diagnosis of psychiatric manifest+> Participant observation is flexible. What is to be included as data in the study is not 
tions. Researchers presented themselves at hospital out-patients' departments corn- -'set in concrete at the outset. Indeed, the extent to which the observer will participate 
plaining of hearing voices making certain noises in their heads. During their . may not be the same throughout the study, as m e ' s  famous statement above 
subsequent voluntary stays in a psychiatric ward they made observations on staff and makes clear. Whyte also found that through participant observation 'I learned the 
patient behaviour and attitudes towards them. Patients often detected the 'normality'- answers to questions I would not have had the sense to ask had I been getting my 
of the researchers well before the staff. An excellent example of seeing behaviour as , 

information solely on an interviewing basis.' 
pathological because of its producer's 'label' was the fact that a nurse recorded a Relationship with observedgroup 
researcher's note-taking as 'excessive writing behaviour'. To  be fair, the nurse was 

Specific groups in the local environment, such as gangs or strongly-idenwng 
dutifully carrying out strict instructions to observe and record anything &usual in cultural groups, are likely to see an establishment researcher as an authority figure patients' behaviour. 

and to be consecluentlv susvicious. Methods for research, other than participant 

ETHICAL ISSUES IN UNDISCLOSED PARTICIPANT OBSERVATION 

One of the reasons humanists, for instance, object to many psychological experiments 
(such as Milgram's (1963) or Asch's (1956)) is that they involve DEcEPnoN of 
participants. Participant observation which is undisclosed obviously suffers this 
criticism too. The researcher has also to decide what, if anything, can be published 
without the group's or any individual's consent. A particular hazard is that, when the 
observer 'comes clean' and declares the research role, any one individual studied may 
not be able to recall what they have divulged, or how they have behaved, since the 
research began. The individual should be allowed to view material for publication 
and to veto material which they object to where anonymity does not protect against 
the nature of the material identifying them. 

Lack of consent-seeking leads to a greater mistrust of the distant and elite research 

- - 
observation, such as interviewing or survey by questionnaire, do not give the 
researcher long enough to establish trust and to dissipate such suspicions. The 
research encounter is too brief to ensure genuine cooperation. Participant observa- 
tion may sometimes be the only way to discover what truly makes such groups 'tick' 
and to find out which expressed attitudes stem *om prior and perhaps deeper values 
and beliefs. 

Kidder (1981) argues that the longer the participant observer spends in a research 
setting, where their aims and purpose are disclosed to group members, the less likely it 
is that their presence will influence or distort the behaviour of the observed persons. 
This seeming paradox is explained by pointing out that, although group members 
may wish to appear in a certain light to the observer, if this behaviour is unnatural for 
them they will not be able to sustain it for long among fiends and relatives. Even if 
the observer does not recognise artificiality, friends and co-workers will, and the 



observer is likely to hear about it. Kidder adds that it is much easier for experimental, 
one-day participants, whose identities remain anonymous, to distort reality by 
behaving quite uncharacteristically. 

Other advantages are surnrnarised below. 

DIFFICULTIES WITH PARTICIPANT OBSERVATION 

The presence of a participant observer must change group behaviour to some degree, 
if only marginally since, unless the researcher remains mute and passive (and 
therefore doesn't participate), interactions must occur which wouldn't have Occurred 
otherwise. Here is a statement from one of the members of Whyte's gang: 

You've slowed me down plenty since you've been down here. Now, when I 
do something, I have to think what Bill Whyte would want me to know 
about it and how I can explain it. Before I used to do these things by 
instinct. 

Pretty damning for the researcher who claims their presence to be unobtrusive and 
non-influential. However, researchers like Whyte argue that they blended into and 
became a part of the activities of the group, rather than changing what happened 
substantially, supporting Kidder's view above. 

As Whyte's statement on page 104 testifies, the researcher obviously becomes 
socially and emotionally involved in the group and this must cast doubt on their 
eventual objectivity in reporting. The participant observation supporter would argue, 
however, that the attempt to be totally objective leads to the artificiality and rigidity 
we discussed earlier. 

The participant researcher can't usually make notes at the time of observation. 
Most have to rely on diary-keeping after the day's events. Frankenburg, as we noted 
earlier, found a crafty way to record notes under cover of being a club secretary, but 
this method would not be available to the observer of street-comer gang life. 
Necessarily then, most participant observers are prey to the psychological factors of 
memory loss and distortion. 

Since the researcher is the only observer present and since events observed are 
unique, there is none of the usual opportunity to verify results objectively. Conclu- 
sions can only be loosely generalised to similar situations and groups. 

Some events have already occurred but can serve as empirical evidence for social 
science theories. Durkheim, a sociologist, made ground-breaking studies of relative 
rates of suicide, comparing these with varying social conditions. 

Many events, like suicide, are of interest to psychologists and are either unpredict- 
able or do not occur often enough for thorough scientific research. Governmental 
elections are relatively infrequent and make the study of voting behaviour somewhat 
inconvenient. Behaviour cannot be observed directly in events such as earthquakes 
and suicide. 

Psychological researchers might, instead, use observed social statistics as data. 
These can be drawn from historical sources ('ARCHIVAL DATA'), government informa- 
tion or the media. Television programmes might, for example, be observed for 

Box 7.3 Advantages and disadvantages of observational study types 

Advantages Disadvantages 

Non- 
participant 

Laboratory More flexible behaviourthan that Behaviour can be quite artificial with 
studied in labomtory experiment low ecological validity 

Stricter variable control Participants can guess what 
researcher is expecting to see 

Can be part of experiment Participants may be affected by 
indicating cause-effect direction knowledge that they are being 

observed 

~ ~ t ~ ~ l i s t i c  Higher ecological validity likely than 
in a laboratoty 

Can be used where unethical to Rarely possible to use in experiment 
experiment, where verbal reports indicat~ng cause-effect direction 
not available and where direct Higher potential for observer bias 
questioning would be rejected Dificult to hide observer or 
Participants can be unaware of being equipment 

and therefore behave Thorough replication less likely 
naturally in social context 

Participant Higher ecological validity likely than 
in laboratory 
Much richer information from 
intense and lengthy interaction 

Meanings of actors' behaviour more 
available 
Lack of forrnalrly and presence of 
trust gives insights unavailable from 
any other method 

Researcher has to rely on memory 
Emotional involvement makes 
objectivity iess easy to maintain 

Problem of keeping cover if 
required 
Researcher's behaviour alters that of 
group members 
May be un-replicable and no one 
can check validity of data gathered 

May be dificult to generalise any 
result 

examples of gender stereotyping. The fact that young black people obtain fewer 
interviews and less jobs compared with white youngsters might be attributed to black 
Youngsters having lower qualifications. A researcher can eliminate this hypothesis 
with an observation of employment statistics which show that this discrepancy occurs 
among black and white youngsters with equal qualifications. This could also be called 
a survey of labour statistics. The common use of 'survey' is discussed in Chapter 8. 

Note that, although indirect, these studies do make observations on the behaviour 
of people and, through some interpretation, prevailing attitudes. Notice that this is a 
Perfectly legitimate way to test and eliminate hypotheses about causal factors in social 
phenomena. The observation of electronic or printed media coverage could be 
subjected to CONTENT ANALYSIS. 
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CONTENT ANALYSIS ged to be over 30 years old. Men ournumbered women 2:l 
s, especially for expedofficial information, were male. 50% of 

categorised as 'sexy/sensuous'. The ratio of women to men 
Originally, the formalised approach called 'content analysis' was a specific method s 3:2. Men were as likely to be engaged in housework for 
devised for Sampling and anal~sing messages from the media and other recorded ends as for their family, whilst females predominantly worked for their family and 
material, such as literature, famous people's speeches, or wartime propaganda. 

Attempts to analyse media messages can be dated back to the turn of the century, 
when various writers were concerned about standards, about validity and about edal& produced ?materials 

influence of the press on society, crime and morals. ~n the 1930s and 1g40s, however; (196 1) -Asked children about bad school behaviour. They were 

content analysis 'took off', first because 'weighty' social psychological theory turned of punitive and of non-punitive teachers. As predicted, content 
towards it for supporring evidence, second because propaganda became a serious ew protocols showed that children of punitive teachers were 
threat before and during the war, and third, because the electronic media (radio, m, more concerned with aggression. Here, content analysis was used in a traditional 
film) could no longer be considered an extension of the press. - hypothesis-te~ting design. 

In this use it was seen as a quantifying instrument for descriptive infomation, as Content analysis has been used on plays, folklore, legend, nursery rhymes and 
this definition demonstrates: -- ,,, popular music in order to demonstrate differences between cultures and 

subcultures and within cultures over time. The preoccupations of various magazines, . . . content analysis broadly describes a heterogenous domain of tech- newspapers and journals have been linked, through content analysis, with the various 
niques which are focused upon the (more or less) systematic, objective and 

- political leanings of such publications. Changes in content have been used as 
quantitative description of a communication or series of communications. 
(Crano & Brewer (1 973) ) 

indicators of change in public artitude (although they could indicate changes in the 
nnlitics of the newspaper 0Wner). r---- 

This, then, is another way of observing, not people directly, but the communications 
they have produced. The communications concerned were originally those already 3 THE PROCESS OF CONTENT ANALYSIS 

published, but some researchers conduct content analysis on materials which they ask - SAMPLING - The researcher has the problem of deciding just what material to sample 
people to produce, such as essays, answers to interview questions, diaries and verbal -from all that exists. For newspapers, this will mean making a decision based on 
protocols (described later). oolitical leaning, price, target readership and so on. For visual media, a representative 

Examples of analysis of existing materials 
SHNEIDMAN (1963) - Analysed the speeches of Kennedy and Nixon in their televised- 
presidential debates, demonstrating differences in their logical argument. 
OGILVIE ET AL. (1966) - Analysed real and simulated suicide notes with some success 
in discriminating between the two. In this case the simulated notes did not exist 
naturally but were written by persons matched for the real note-writers' 
characteristics. 

BRTJNER AND KELSO (1980) - Reviewed studies of 'restroom' graffiti spanning 30 
years. Most studies analysed the material either at a superficial level -'the overt 
content of statements - or at an interpretive, often psychoanalytic level. Bruner and 
Kelso analysed the messages 'serniotically', concluding that women's graffiti were 
more interpersonal and interactive, tending to contain questions and advice about 
love, relationships and commitment. Men's graffiti tended to be egocentric and 
competitive, concentrating on conquests and prowess. Their messages served the 
function of confirming a position of control and the maintenance of power, whereas 
women's messages reflected the cooperation and mutual help strategies of the 
dominated. 
MANSTEAD AND MCCULLOCH (1981) - Content analysed 170 British television 
advertisements for gender role portrayal and found several differences in accordance 
with traditional stereotypes. For a detailed discussion of this study, and the 
limitations of content analysis as a method, see Gross (1994). 

sampling of programmes, times, advertising slots and so on, must occur. Advertising 
is often linked to the content of adjacent programmes. 

-6 ,- 
CODING UNITS - These are the units into which the analysed material is to be 
categorised. These can be as shown in Box 7.4. 

It became common in the 1980s to investigate children's literature and both 
children and adult television programmes for evidence of stereotyping, negative 
images or sheer omission of women or members of minority ethnic groups. Try the 
following exercise: 

I inappropriate words: 'coloured', 'immigrant' 
CUMBERBATCH (1990) - Analysed over 500 prime-time advertisements over a two- Portrayed as foreign/savage/'primitiveY etc. week period in 1990 involving over 200 character appearances. 75% of men but only 

Portrayed as comic, troublesome or problematic 

- .  

Here are some possible units: 

black person in picture 
black person in leading role 
black person in subsidiary role 
European features; face made darker 
disappearance from story pictures of black person who appeared earlier 
s~c~ess/failure/trouble - black and white characters compared 



Note: content analysis can highlight the ombsion of items, themes and characters. our thoughts and decisions and give reasons for these. 

Box 7.4 Coding units und that only type 3 instructions 

Unit Examples down solution times. Type 1 instructions had little effect 
word Analyse for sex-related words ~n different magazines 
theme Analyse for occasions, in ch~ldren's literature, on w 

initiates and gets praised 

item Look for whole stones e.g. article on Northern Ireland 

character Analyse types of character occurring in N cartoons 
time and space Count space or time devoted to part~cular issue in med~a 

PROCEDURE 

In the traditional model, the researcher will present coders with a 
system for categorising occurrences. This means that the researche 
become very familiar with the sort of materials likely to be encountered prior to the 
start of the content analysis exercise. 

As with observation, coders may be asked to categorise only, thus producing their approach to three cases of differing complexity. Novices were less 
nominal level data. Or they may be asked to rank items, for instance, a set of open- with the low complexity case, compared with experts. 
ended responses on self-image, ranked for 'coniidence'. Alternatively, each item 
might be rated: children's drawings could be scored for 'originality'. In the last two 
cases the measurement level would be ordinal. Nominal and ordinal data are levels of 
measurement introduced in Chapter 12. In the interests of removing r 
the coding might now be entirely completed by assistants who are unaware of 
research hypothesis, if there is one. It has also been common to test for inter-co 
reliability using correlational techniques (see Chapter 18). 

VERBAL PROTOCOLS J 
In the last decade or so there has been an increase in use of WRBAL PROTOCOLS. 

These are the recorded product of asking participants to talk or think aloud during an 
activity. They may report on the thoughts they have whilst trying to solve a mental 
arithmetic problem, or 'talk through' the reasons for their decisions whilst operating a 
complex piece of machinery, such as the control-room instruments in a nuclear 
power installation. The method is closely linked with the practice of KNOWLEDGE 

ELICITATION. 

The interesting development has been this generation of basically qualitative data 
in the heartland of experimental method - cognitive psychology. Ericsson and Simon 
(1984) made a strong case for the use of verbal reports as data. Good theories of 
problem-solving should produce rules from which problem-solving by humans can 
be simulated. Verbal protocols can then be compared with the simulation in order to 
verify the theory. Ericsson and Simon argued that asking participants to talk while 
they work does not necessarily impair their performance. It depends on what the 
verbalising instructions are. These could be: 
1 Verbalise your silent speech - what you would say to yourself anyway whilst 

solving this problem (doing this task) - known as a 'talk aloud' instruction. 
2 Verbalise whatever thoughts occur to you whilst doing this task - a 'think aloud' 

instruction. 

F?T-- 
l' GLOSSARY 

Lii obtained from existing recois . archival data 
pYstem used to categorise observations coding 
; Analys~s of content of media sources. content analysis 

Now also often used to quantify content 
bf d~aries, descriptions, verbal reports 
!etc, through coding, categorisation and 1 rating 

1- Data-gathering method where -- diary method ' 
participant makes regular (often daily) 
record of relevant events 
Letting people know that they are the disclosure I Lbject of observation 

robsewation and recording of specific - event sampling 
j events defined for the study 



Approach to  observation in which the 
focus o f  observation may change as the 
study progresses and early data are 
analysed 

Gathering data which is assumed to  form 
the observed person's knowledge and 
understanding o f  a specific system, often 
using verbal protocols 

Observation in which many variables are 
kept constant 

Observations no$ made on people 
directly but, upon data previously 
&corded or created by people 

Observation without intervention in 
observed people's own environment 

Observation in which observer does not 
take part o r  play a role in the group 
observed 

Observation in which observer takes 
part or plays a role in the group 
observed 

Observation which uses an explicitly 
defined framework for data recording 

_ 

: Study which is solely observational and 
does notinclude any experimentation' 

Study using observation in some way and 
which may or may not be an experiment 

Effect causing unwanted variations in 
data re 

' becaw 
obsew 

duced 
the 

:code> wh 
~e of charac 
'er . .  . 

ich are pro 
teristlcs of 1 

I Extent TO w n ~ n  ObSeNers agree In thelr 
I rating or coding 

Observation of or 3ng enough 
to  record one category or oehaviour 
before moving on to next individual to 
be observed 

Assessment of behaviour observed by 
choosing a point along a scale 

Study in which participants act olrt parts 
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d to talk orthink aloud 

search study which would use observation to  investigate the following 

hen asked personal, or slightly embarrassing questions, people are likely to  avert 

are safer driven than men 

e and the ways in which she might sunnount dificukies. 

0-5 6-10 11-15 16-20 21-25 26-30 31-35 36-404145 

-. 

with a colleague and decide on a variable to observe in chidren or adults. Make the 

-- e something which is likely to occur quite frequently in a short observation period 
minutes), such as one person smiling in a two-penon conversation in the college 
ctory. Make your observation ofthe same penon at the same time separately and 
n compare your results to see whether you tend to  agree fairly well o r  not. 

ver (or 
rater) relrat 

sampling 

nique 

I 
rating 

-- ; mle-play 

Study in which participants recreate and 
play through, to some extent, a 
complete social setting 



Interviews and surveys 

This chapter introduces general principles concerning the asking o f  questions. 
Methods can be disguised or not, and they can be more or less structured. 

Advantages and disadvantages of structure are discussed as the dimension of 
interview techniques across the structured-unstructured dimension are 
introduced. The clinical method is included in these. In general, less 
structured studies generate more rich and genuine, but more local and less 
generalisable data. 
The general possible effects of interpersonal variables (gender, ethnicity, 
roles, personality, cues t o  interviewer's aims) in the face-to-face questioning 
situation are discussed. 
Advantages and disadvantages of the individual or group case-study are 
considered along with some research examples. The case-study provides 
unique information, unavailable by any other method, which may trigger more 
general and structured research. 
Techniques to achieve and maintain support are introduced, with the 
underlying assumption that good rapport produces more valid data from 
interviewees. 

* Types and sequencing of questions are covered along with a short 
discussion of recording techniques. 

* Finally, surveys are introduced as fully structured interviews. Surveys can be 
used purely to  gather descriptive data andlor to  test hypotheses. Surveys can 
be conducted face to  face, by post or telephone. Panels and focus groups 
are briefly described as methods of assessing opinion on an issue. 

fact many ways in which psychological researchers ask questions 
. This can occur as part of an experiment or observational study, of 

interviews conducted by Asch and Milgram after their celebrated 
ns of seemingly bizarre human behaviour give some of the most 
d rich data one can imagine and certainly formed the springboard for a 
f further illuminating and productive research. Here, however, we are 
n stFies where the gathering of information through FACE-TO-FACE 

e pnmary research mode. 

So far we have seen that the psychologist who needs information can set up 
experiments to see what people do under difYerent conditions or use observation 
techniques to record segments of behaviour in more or less natural circumstances. 
Perhaps the reader has asked by now 'Why don't psychologists just go and ask people 
directly about themselves?' So far, it looks as though only the participant observer 
might have done that. A general term used for any method which asks people for 
information about themselves is SELF-REPORT METHOD. 

These range across two major dimensions. A questioning method can be 
, _ formally STRUCTURED, in which case every RESPONDENT (person who answers 

receives exactly the same questions, probably in the same order. Alterna- 
; tively, h e  method can tend towards the UNSTRUC?ZTRED, in which case validity may 

be high though reliability suffers. (This is similar to the difference between controlled 
- and unstructured observation covered in the last chapter.) In the unstructured study, 

objective comparison of cases and generalisability are weak but the researcher has the 
I 'advantage of flexibility towards the respondent and of asking questions in a more 

formal, relaxed atmosphere in which genuine and complete answers may be more 
forthcoming. 

However, the more unstructured the interview, the greater the skill required by 
interviewers and the more the success of the research depends on implementation of 
these skills. Also greater are the chances of researcher bias and selectivity. 

THE KALAMAZOO STUDY 

Questionnaires may be more or less structured too. The importance of giving I -4- respondents the freedom to say what they really think is demonstrated by the results 
of a piece of applied psychological research conducted by Peronne et al. (1976) who 
were evaluating a new accountability system set up by the Kalamazoo Education 
Association in its schools. The system had been heavily criticised. Teachers were 
asked to complete a questionnaire with fixed-choice questions - 'agree' or 'disagree'. 
The researchers also set a couple of open-ended questions to which staff could 
respond in their own words at any length. 

School board members were prepared to dismiss the quantitative results from the 
! fixed-choice questions as somehow biased but, on publication of the qualitative 

results they could hardly ignore the clear statements of fear, concern and hstration 
which dominated replies to the open-ended questions and they were influenced 
strongly enough to make substantial changes. 

DISGUISE 

:I A factor which might further enhance ~roduction of honest answers will be that of - 
DISGUISE. The ethical principles involved in deceiving persons will be dealt with later, 
but obviously an aid to obtaining truthful information will be the disguising qf the 
researcher's real aim where information sought is highly sensitive, potentially 
embarrassing or otherwise felt as a threat to the interviewee if disclosed. Interviewees 
may also try to 'look good' if they know what exactly is the focus of the study. 

A matrix of assessment techniques which fall into four categories formed by these 
two variables, structure and disguise, is shown in Box 8.1. However, it must be 
remembered that each variable represents a dimension, not a pair of exclusive 
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opposites. Some methods are only partially disguis 
tured. In Harnrnond's technique, respondents were asked 
days lost through strikes, for instance, and had to tick an Structured Unstructured 
which was far too high and one far too low. Without it being obvious t m r  choice Use of projective te* as in Levln 
interviewee, attitude to trades unions was said to be measured. 

Levin (1978) used psychoanalytic techniques to 
envy'. The women she studied reported anything they thou PQ Roefilaberger and Dickon (1 939 
ink blots (see Chapter 9). Hawthorne studies) 

Eysenck's questionnaire on extroversion and neuroticism gives the respond 
some idea of its aim but is not completely transparent. Peronne et al, (1976) Kalamazoo study 

We have mentioned the Kalarnazoo study and we shall mention the Hawtho Most attitude questionnaires Most qualitative studies 
studies in a short while. These were relatively undisguised. 

A further way to disguise research aims is to a 
interest and simultaneously record the respondent' eat, It could be the difference between Londoner and Scot or northerner and 

an indicator of anxiety if high. 

The bogus pipeline disguise 
In a cunning but deceitful exploitation of the GSR indicator, and as a way of dea 
with interviewees who hide their true attitudes and wish to 'look good', Jones 
Sigall (1 97 1) introduced the 'bogus pipeline' tec to obtain. A woman interviewee can assume common understanding with a 
to a machine which, they are assured, can det 
detector'. The researcher already has some attitude information abo 
pant obtained clandestinely. The participant is asked to lie to a few of 
the researcher actually knows the answer to. The machine therefore seems to wo 
when the researcher 'detects' the false answers. Apparently, people tend to be mo 
embarrassed at being found to be a liar than they do about revealing unpopul 
attitudes. This does seem to work but, as you'd imagine, the technique has come black interviewees. With white interviewees, the interviewers showed sig- 

cantly higher 'immediacy' - which includes closer interpersonal distance, more for some ethical criticism (see Chapter 26). 
contact, more forward lean and so on. They followed this up with a demonstra- 

EFFECTS OF INTERPERSONAL VARIABLES that 'job applicants' in the study reciprocated the low-immediacy behaviour of 
interviewers and received significantly poorer ratings for their interview 

This chapter is about asking people questions mostly to gather info 
seen that some research designs, particularly the laboratory experiment, have b 
criticised for their artificiality and for producing demand characteristics. But when 
ask people questions, however informally, so long as they are aware that there i 
research aim, there may be an element of artificiality and distortion. There is s an authority figure. This perception will partly depend upon the style 

interaction of roles - interviewer and interviewee. Characteristics of the interviewe er adopts but even a highly informal style may not deter the interviewee 
style and presentation will affect the quality of information o 
characteristics may well operate in that the interviewee may 
interviewer, or from the questionnaire, to try and behave according to 
research aims. Researcher bias may also operate where the interviewer is sequently their answers may be somewhat superficial and 
expected or desired results. 

r - m - n  

:--~h@$ldbob~p"and intehdioni~een-iht'ihiewkrand intemiewee hl[ - 
qiraliiahd:eount' of infotination obtained in an interview. Make 
in which you $ink $is c0,‘Uld-happen. me people and may therefore behave rather artificially, this 

- ,  1 - I -.-- %L--L~-:- - - ---- - . '_ . interviewee. There may be something else about the inter- 
wee just doesn't like. 

My list would include all the following points: 
In particular, the class, sex, culture or race, and age of either person in the intervie 
may make a lot of difference to proceedings. Cultural difference, here, doesn't have common problem in asking questions is that of SOCIAL DESIRABILITY. This is the 



tendency to want to look good to the outside world and to be seen to have sociall 
Y desirable habits and attitudes. T o  an esteemed researcher, then, people may give a 

quite false impression of their attitudes and behaviour. It is notoriously difficult, for 
instance, to measure prejudice openly. When asked, many people will make 
statements like 'I believe we're all equal' and 'Everybody should be treated the same, 
whereas, in their everyday life, and in conversation with friends, other, more negativi 
attitudes towards some groups may well emerge. At least, some aspects of theb 
behaviour may belie their professed beliefs. On issues like child-rearing practice 
safe driving people know what they ought to say to an interviewer. 

Randomised response - a way round social desirability and confidentialit,, 
An extremely cunning technique, which increases validity and deals with the issue of 
privacy for respondents on sensitive issues, is the 'randomised response' technique, 
discussed by Shotland and Yankowski (1982). The participant is asked two questions 
simultaneously as, say, item 8 on the questionnaire. Only the participant knows 
which of the two is being answered and this is decided on the toss of a coin. One 
question is the issue on which information is sought and could be sensitive. Let's say 
the question is 'Have you ever experienced sexual feelings towards a member of your 
own sex?' The second question is innocuous, say 'Do you drive a car to work?' The 
researchers already know the expected response, from large samples, to the second 
question. Let's say this proportion is 60%. From 200 people then, about 100 will 
answer the driving question and about 60 of these should answer 'yes'. For all 200 
people, the number answering 'yes' to item 8, above 60, is an estimate of the number 
answering 'yes' to the sensitive question. This way, the participant retains privacy, yet 
a fair estimate of attitude or behaviour on a sensitive issue may be obtained. 

Evaluative cues 
It is unusual to be asked for one's opinion, in a situation where no criticism or 
argument can be expected. The interviewer has to be careful not to inadvertently 
display behaviour, however subtle, which might get interpreted as either disagree- 
ment or encouragement since the interviewee may well be searching for an acceptable 
or desired position. Not all researchers agree with this passive role - see Box 8.2. 

6: Box 8.2 The dkcourse ana(ynr view ofinteruiezu bias 

Face-to-face interviews range in style across the range of structure from fixed to 
open-ended questions. Answers to open-ended questions will often be coded by 
placing them into categories, such as 'left wing' or 'right wing' for political questions, 
or by rating them on a scale of perhaps one to ten for, say, aggressiveness. In some 
surveys, interviewers code answers on the spot as they are received. In the less 
structured type of interview, response analysis is a long, complicated and relatively 
subjective process. In qualitative research studies there may be no interest in 
quantifying responses at all beyond basic categorising. The emphasis will be on 
collating, prioritising and summarising all information acquired (see Chapter 25) and 
perhaps suggesting areas and strategies for action. The setting and procedure for 
interviewing may also be more or less structured and we will consider five categories 
of interview, starting at the relatively unstructured end of the continuum. 

quite contrary to the conventional research 'law' that interviewers should 
respondent as one would in normal conversation. It is bound up 
ysis approach which is discussed in more detail in Chapter I I .  Potter 
explain that the entire focus of discourse analysis is on the ways in 

use language, in conversation, to construct and 'negotiate' a view of the world. 
at we cannot assume some 'pure' truth in people's heads which we can get at 
ove all possible bias and distorting influences. Their interest is in the ways 
oune to promote certain versions of events, often those which serve their 
r put them in the best light. Hence, for the discoune analytic interviewer, 
ould be naturalistic to the extent of promoting this everyday discursive use 
diversity which traditionally structured interviews try to minimise, in order 
responses fmm interviewees, is positively encouraged by the discoune 
ncy, for Potter and Wetherell, is a sign that respondents are producing 
ly compatible interpretations. They see the interview as 'an active site 
nt's interpretive resources are explored and engaged to the full . . .' and 

% a 'conversational encountet' (Potter and Wetherell, 1987). The interview is therefore 
$7 conducted on an 'interventionist and confrontative' basis - not as a dispute but as a 
r. I< &ation in which the interviewer is prepared to come back to areas obviously difficuk or 

ambiguous for the interviewee in order, perhaps, to elicit some alternative construction. 
'' n e  interviewer will also be prepared to use probes and follow-up questions in fruitful 
.. areas. This makes the interview something similar-to the 'informal but guided' type below 

with elements, also, of the 'clinical method', discussed later. 

WPES OF INTERVIEW 

1 Non-directive 
Some psychology practitioners use interviews in which the interviewee can talk about 
anything they like and in which the psychologist gives no directing influence to the 
topics but helps and guides discussion. The main aim would be to help the 'client' 
increase self-awareness and deal with personal problems. This method would be used 
by psychotherapists and counsellors and would not count, therefore, as research in 
the sense generally used in this book. But, of course, clients do, in a sense, research 
their own personality and the psychologist may need information, gathered in this 
manner, in order to help them. 

This approach may be used in collecting information which forms part of a CASE- 

STUDY, a topic discussed later on. 
The insights derived from such studies often get drawn together into an overall 

psychological theory, model or approach which adds, in time, to the pool of 
knowledge and ideas which is a stimulus for further research by other means. Freud's 
insights, for instance, influenced Bandura in his development of social learning 
theory which he supported mainly by controlled observation studies. 

2 Informal 
An informal interview has an overall data gathering aim. At the non-structured 
extreme the session is similar to the non-directive approach just described. This was 
employed in a large-scale and now famous study of industrial relations at the Western 
Electric company's Hawthorne works in Chicago, starting back in 1927. Early 
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structured interviews were not successful. Employees went off the topics set by m a v  of advantages and disadvantages of the informal but guided interview 
interviewers' questions. The 'indirect approach' which the researchers then de 
oped involved interviewers listening patiently, making intelligent comments, disp Disadvantages 
ing no authority, giving no advice or argument and only asking questions In consistency of information Different question wording will create 
necessary i.e. to prompt fixther talking, to relieve anxiety, to praise, to co 

impler, more systematic VaV'ng interl'rehtions and emphasis 
omitted topic and to discuss implicit assumptions if thought helpful. 'Rules of 
orientation' for the interviewer took into account many of the points made s lnte~ewer may miss important topics 

today by the discourse analysts (Box 8.2 and Chapter 11). They found e Substantial influence by interpenonal 
became far more articulate and, as an overall outcome of the study, m variables 
realised that seemingly trivial complaints were only the external sympto Low reliabili?./generalisabiiity 
deeper personal and social problems, requiring more than the superficia 
employee complaints they had originally envisaged (Roethlisberger a 
1939). 

In the relaxed atmosphere of the informal, non-directive interview, 
can talk in their own terms. They don't have to answer pre-set questio onsistency which accompany informally gathered 
might find confusing or which they just don't wish to answer. ession can use a standardised procedure. The 
constrained by fixed-answer questions which produce rather narrow information. s in a predetermined order to every interviewee. 

This approach has been used in social science research for some tim ersonal variables involved in a two-way conversa- 
recently, largely in the 1980s, become popular in areas of ap consistency in the data gathered. The 
particularly by the proponents of qualitative approaches. owever, in any way chosen. Questions are open 

Qualitative workers would argue that the attempt at objectivity, through being a ut the company's sales policy?' might be 
cool, distant, impersonal and anonymous interviewer is only likely t ompany's sales policy?' 
Interviewees grasp at clues to what is really expected from the 
information will promote or hinder 'success'. I have been intervi advantages of the structured, open-ended 
and remember feeling desparate to know what the context was so I could manage my 
answers more effectively, and perhaps recall more relevant ideas and experiences. I 
also remember the interviewer's '. . . well, I shouldn't strictly say Disadvantages 
and similar straying from the structure at several points. Realistically, most interview ponses far more easily compared Flexibility of interviewer being able to 
run like this. Dropped comments and asides may well form some of the most respond to different individuals, situations 
memorable and insight-producing information. and contexts is lost 
BOX 8.3 Summa y of advantages and disadvantages of the informal interview Question wordings may reduce richness 

Answers less natural 
Advantages Disadvantages 

Coding of answers may not be high in 
Interview can be moulded to indiwdual, Unsystematic and therefore d~fferent reliability 
situation and context information from different ~ndividuals b n  be reviewed by other researchen 

Limits to generalisation 
Richer, fuller information likely on DifficuN to analyse variety of information Respondenis not constrained by fixed 
interviewee's own terms gathered 

Interviewee feels relaxed and not under Strongly influenced by interpersonal 
pressure of assessment variables 

5 Fully structured 
Realistic Relatively unrel~ablelungeneralisable 

In this type of interview, as with the last, questions are fixed and ordered. In addition, 
the respondent may only answer according to a formal system. Three examples of 

3 Informal but guided structure, in increasing complexity, might be: 
One way to retain the advantage of the informal approach is to keep the procedure 
informal, not to ask pre-set questions in exactly the same order each time, but to 
provide interviewers with a guide which is an outline of topics to be covered and 
questions to be asked. The guide leaves the interviewer to decide, on the spot, how to : 
work in and phrase questions on the various topics. In other words, with specific data 
requirements, the interviewer 'plays it by ear'. 

1 Answering questions with either 'yes' or 'no'. 
2 Responding to a statement (not a question) with one of the following: 

Strongly agree Agree Neutral Disagree Strongly disagree 

3 Selecting from several alternatives a suitable court sentence for a rapist. 
In fact, this approach is hardly an interview worth the name at all. It is a face-to-face 



data-gathering technique, but could be conducted by telephone or by post (which 
would reduce bias from interpersonal variables still further). The structured method 
is usually in use when you're stopped on the street by someone with a clipboar& 
Responses can be counted and analysed numerically but can often be difficult to 
make because the respondent wants to say 'yes' (for this reason) but 'no' (for that 
reason) or 'I think so' or 'sometimes'. A sensitive structured system has a list for 
choosing responses including alternatives such as 'sometimes', 'hardly ever', or, 
'certain', 'fairly confident' and so on. The method just described is often that used in 
a SURVEY. 

Box 8.6 Sumnzaqi of advantages and disadvalztages of the fu lb  structured interview 

Advantages Disadvantages 

Very quick to administer 

Easily replicated 

Generalisable results 

Respondent completely constrained by 
question and response system 

Information gained is narrow 

Data analysis relatively simple Information may be distorted by: 
, , 

Quantification without bias ambiguous wordings 
complex wordings 

Low influence from interpersonal var?ables inapprop,-iate list 

High reliabilrty 
. .  , 

Suffers from all the difficulties associated 
with questionnaires 

THE CLINICAL METHOD . . -. (QR 'CLINICAL -..-. .~. . ... INTERVIEW') .. - 

This method uses a semi-structured interview method in a particular manner. It is 
usually aimed at testing fairly specific hypotheses or at demonstrating a clear and 
limited phenomenon. However, it also recognises the unique experience of each 
interviewee. Initially, each person questioned will be asked the same questions, but 
further questions are tailored to the nature of initial replies. The method was 
extensively used by Piaget. Anyone who has tried to test a child on one of Piaget's 
conservation tasks will know that the specific language chosen, and the quality of the 
adult's interaction with the child, are all-important factors in determining the 
progress of such a test. It is easy to get a four-year-old child to give the 'wrong' (i.e. 
non-conserving) answer with an injudicious choice of question wording or with 
'clumsy' conversation. 

'Is there more liquid in this glass?' is a leading question which may well prompt the 
child into saying 'yes' to please. Anyway, after all, the column of liquid is taller 
(though narrower). The question 'Is there more in this glass, more in this other one, 
or are they both the same?' is rather demanding on the child's short-term memory! 

The clinical method, then, uses a non-standardised procedure but heads for a 
definite goal. Standardised questions, rigidly adhered to by the interviewer can seem 
rather artificial to the adult respondent. The problem with children is greater. If they 
don't understand the particular form of words they may well 'fail' when an alteration 
in question form may well have revealed that the child has the concept sought after 
all. Piaget believed, therefore, that he could get the most accurate information about 
a child's thinking by varying the questioning in what seemed to the child a fairly 

namal conversation with an adult. Of course, we end up with the alleged weaknesses 
of unstandardised procedures. 

~ ~ ~ ~ d ~ s  methods too have been said to involve the clinical method, since the aim of 

some was to test a specific hypothesis about the client's unconscious network 
of fears and ideas. 

Box 8.7 Suiiziizag~ of advarztages and disadvantages of the clinical method 

~dvantages Disadvantages 
Leads to accurate assessment of person's Non-standardised method 
thinking and memory Researcher's theoretical beliefs can 
Interviewer can valy questions in order to influence questions ,asked and 
check person's understanding interpretations made of what per;on 

~nformation ~ained fairly rich understands 
., .. - - 

Interviewee relaxed Dificuky in comparing one interview 
protocol with another 

A case-study involves gathering detailed information about one individual or group 
Typically this would include a comprehensive CASE HISTORY, usually, but no! 
exclusively, gathered by interview. This would be the person's record to date in 
employment, education, family details, socio-economic status, relationships and so 
on, and might include a detailed account of experiences relevant to the issue which 
makes the person of particular research interest. This reason might be that the person 
has suffered severe social and physical deprivation, or that their life is particularls 
affected by, perhaps, illness or criminal background. 

Information might also be gathered, as the study progresses, on all these variables 
The person would be regularly interviewed, mostly in an unsuvctured manner, and 
may be asked to take psychological tests. A case-study may not use interviews 
exclusively. In some cases, particularly where the person is a young child, observation 
may play a large part in the collection of information, as when, for instance, the 
severely deprived child's play activities and developing social interactions are 
monitored for change. 

In some instances the individual is selected for a forward-looking case-study 
because they are about to undergo a particularly interesting and possibly unique 
experience. Gregory and Wallace (1963) for instance studied the case of SB, blind 
almost from birth, who received sight through surgical operation at the age of 52. The 
researchers were able not only to study in depth his visual abilities and development, 
but also gathered qualitative data on his emotional reactions to his new experiences 
and progress. This included his initial euphoria and his later depressions, caused 
partly by loss of daylight and his disillusionment with impure surfaces (flaky paint, 
old chalk marks on blackboards). 

A case-study, such as this one, though intrinsically valuable, can also shed light on 
general psychological issues such as the nature-nurture debate in perception. 
However, since SB had spent a lifetime specialising senses other than vision, his 
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perceptual learning experiences cannot be directly compared with those of a young 
infant. 

Freud developed his comprehensive psychoanalytic theory of human development 
using, as fuel and illustration, his records from dozens of patients' case histories. 

At the social end of the psychological research spectrum, we would find case- 
studies on groups of individuals such as those conducted by participant observers or 
the evaluative studies of establishments exemplified by the Kalamazoo work, 
described earlier. 

De Waele and Harre (1979) recommend the construction of assisted autobio- 
graphies. In this method, the autobiographical account is conceived as a cooperative 
effort between the participant and a team of about a dozen professionals (psycholo. 
gist, ,social worker, etc.). Their project involved prisoners who, though volunteers, 
were paid a salary as a research team member. The process involves continuous 
detailed negotiation among team members about various 'accounts' from the 
participant. The participant's own life and resources are at all times respected and the 
professional team must 'stand in a relation of humility' to it. 

This method is, of course, extremely time consuming and enormously expensive, 
though intense in its production of rich, meaningful data. Harre belongs among the 
'new paradigm' researchers described in Chapter 11 and this type of research project 
is an example of the collaborative approach. 

THE VALUE OF CASE-STUDIES 

Being a somewhat unstructured, probably unreplicable study on just one individual 
or group, the case-study design would seem to be of the rich but not generalisable 
type and to be rather suspect in its scientific use. Brornley (1986) has argued 
however, that case-studies are the 'bedrock of scientific investigation'. Many 
psychological studies, he argues, are difficult to replicate in principle and it is the 
interesting, unpredictable case which has traditionally spurred scientists towards 
changes in paradigm or theoretical innovation. Brornley feels that a preoccupation 
with the experiment and psychometrics has led to a serious neglect of the case-study 
approach by most psychologists. He points out that, as in most cases, psychological 
evidence can be valid and effective, yet remain unquantifiable. The case-study has a 
variety of specific advantages and useful points which follow. 

1 Outstanding cases 
A phenomenon may occur which is unique or so dramatic it could not have been 
predicted or studied in any pre-planned way. An example is the study of multiple 
personality by Osgood et al. (1 976) in which the very rare but genuine experiences of 
a person with three quite separate psychological identities is recorded and analysed. 
Luria (1 969) studied a man with astonishing memory capabilities who was originally 
noticed because he was a journalist who took no notes at briefing meetings. 

Such cases may bring to attention possibilities in the human condition which were 
not previously considered realistic and may prompt investigation into quite new, 
challenging areas. 

2 Contradicting a theory 
One contrary case is enough to seriously challenge an assumed trend or theory of 
cause-effect relationship. It has been assumed that humans go through a 'critical 
period' where language must be heard to be learned, or where attachments must be 
formed and maintained in order to avoid later psychological problems. One case of 

an isolated child learning language, or of a maternally deprived child developing 
adult social skills, after deprivation during much of the critical period, is 

enough to undermine the critical period hypothesis quite seriously and to promote 
vigorous research seeking the crucial variables. 

3 Data pool 
an effort to identify common factors or experiences, a mass of information from 

case-studies may be pooled, sorted and analysed. The focus may be, for 
instance, psychiatric patients or children with a particular reading disability. As a 

quantitative studies may be carried out, once linking variables appear or are 
,uspected. 

4 Insight 
Whether or not case-studies of special circumstances lead to later, more formal, 
,rnctured and quantitative studies, the richness they provide is their unique strength. 
Very often we could not possibly imagine the special experiences of the person 
studied, and we could not possibly draw up the appropriate questions to find out. 

These experiences may cause us to quite restructure our thoughts on a particular 
allowing us to empathise more fully, for example, with the AIDS sufferer 

or to understand the full impact of unemployment on a family. This adds to our 
overall knowledge pool and comprehension of human psychology though it may not 
test any specific hypothesis. 

DISADVANTAGES OF THE CASE-STUDY 

1 Reliability and validity 
There is an obviously high degree of unreliability involved. No two cases are the 
same. Many studies are quite unreplicable, indeed, their uniqueness is usually the 
reason for their being carried out in the first place. Their strength is in richness, their 
weakness in lack of generalisability. 

Some check on reliability can sometimes be made, however, by comparing 
information gained from different sources; for instance, the person themselves in 
interview, close relatives' accounts, documentary sources, such as diaries and court 
reports. This is similar to the notion of 'triangulation' described in Chapter 25. 

Realism is high. The experiences recorded by the researcher are genuine and 
complex. Historical material, however, often depends on just the person's own 
memory. Memory is notoriously error-prone and subject to distortion. Experiences 
which we claim to recall from childhood are often our original reconstruction from 
relatives' stories told to us about our life before memory was possible. 

2 Interviewew'ntemriewee interaction 
Any interview involves human interaction and information collection is prone to the 
interpersonal variables discussed earlier on. But the case-study necessitates a very 
close relationship between interviewer and interviewee over an extended period and 
many intimate interviews. Though the very depth of this relationship may promote an 
extremely rich information source, it may also seriously interfere with the researcher's 
objectivity. Some case-studies resemble a form of participant observation and suffer 
from the same criticism of subjectivity. 

3 Subjective selection 

%ere is another possible element of subjectivity. Rather than present everything 



recorded during a case-study, which might take as long as the study itself, t. 
researcher must be selective in what information enters the final report. This may 
well depend upon the points of background theory or issues which the researche, e quoted verbatim (one of the principles of some qualitative 

wishes to raise or emphasise. Further, for every illustrative case-study, we do n problem that individuals can be identified kom particular 

know how many cases did not deliver the kind of information the researcher wish Os, the people of Springdale village, in the USA, vilified 

to present. researchers (Vidich and Bensman, 1958) who, though using pseudonyms, made 
. - _  idendfication of individuals possible because their problems were analysed in the 

research report. The villagers held an effigy of 'the author' over a manure spreader in 
4th of July parade! 

INTERVIEW TECHNIQUES pdcipants should be reminded of their right to veto comments made throughout 
he project and should be aware of the final format in order to exercise discretion over 
infomation divulged. 

If the interview is completely structured, the interviewer will be using a questionnaire 
and the construction of these is outlined in Chapter 9. The techniques and 
procedures described in the following pages apply to any interview which is 
structured and, in particular, to interviews in which open-ended, qualitative da rn order to establish and maintain rapport, interviewers can undergo some degree of 

sought. E , a g  which might include the following: 

Listening skills 
ACHIEVING AND MAINTAINING RAPPORT The interviewer needs to learn when not to speak, particularly if he or she is normally 

quite and talkative. There are various skills in listening, too numerous to 
In an unstructured interview, the quality and characteristics of the interviewerys detail here, which include: 
behaviour are of utmost importance and not just the interesting 'extraneous variables1 not mvialising statements by saying 'How interesting but we must get on' 
they are often considered to be in the structured interview or survey study. People hearing that a 'yes' is qualified and asking whether the interviewee wants to add 
provide a lot more information about themselves when they are feeling comfortable anythg. What follows may well amount to a 'no' 
and 'chatty' than in a strained, formal atmosphere where suspicions are not allayed. . not being too quick or dominant in offering an interpretation of what the 
An awkward, 'stiff' or aggressive interviewer may produce little cooperation and even interviewee was trying to say 
hostility from the interviewee. How may rapport be established? 

, , . Non-verbal communication 
LANGUAGE Tile interviewer needs to be sensitive to non-verbal cues, though not to the point of 

awkwardness. In what position will an interviewee talk most comfortably? What It is valuable to spend some time discovering terminology used by the group under 
interviewer postures are interpreted as dominating? What is a pleasant tone and study. They may have nicknames and use their own jargon, including sets of initials 

(such as 'SUDS' - standing for 'seriously underdeprived' i.e. upper-class children). manner for questioning? And so on. 

Interviewees will be most comfortable and fluent using their normal language Natural questioning 
mode (dialect, accent, normal conversational style) and must be made to feel that its ' 

I 
This is really the biggest factor of all. How can the interviewer make the discussion 

use is not only legitimate but welcome and valued. feel natural, and therefore productive, whilst getting through a set of major questions? 
If the interviewer has only four or five target questions then it should not be too 

NEUTRALITY difficult to insert these into a fkeely flowing conversation. With a larger list it may be 
Accepting the language style and any non-verbal behaviour of the interviewee will necessary to use prompt notes but some formality can be avoided by listing these on 
help to assure herlhirn that the interview is entirely non-judgemental. The inter- paper used for note taking. 
viewee must feel that no moral assessment of what they say is, or will be, involved. Interest 

GIVING INFORMATION It is essential that the interviewer remains interested and believes that the interviewee's 
information, as well as sacrificed time, are valuable. The interviewee needs to feel this 

The interviewer can give full information at the start of an interview about the is the case. Patton (1980) urges that the concept of the bad interviewee should be 
purpose of the research, who it is conducted for, what sorts of topics will be covered ignored, arguing that it is easy to summon up stereotypes (of the hostile or paranoid 
and how confidentiality will be maintained. Unlike the case with formal ques- : mterviewee, for instance). He suggests that it is the sensitive interviewer's task to 
tionnaires, the interviewer can explain the purpose of any particular question. A : unlock the internal perspective of each interviewee by being adaptable in finding the 
natural questioning environment should encourage the interviewee to ask what the : style and format which will work in each case. We are a long way here from the 
interviewer has in mind but offering this information is courteous and keeps the a ~ ~ u m e n t  that scientific research demands completely ur~swerving standardised 
participant involved. Procedure! 



One overall necessity here is practice. Interviews can be made more effective with 
thoughtful preparation and by practising with colleagues as dummy interviewees 
until stumbling points and awkwardness have been reduced or ironed out. 

It is deceptively simple to ask poor or problematic questions. Some of the common 
mistakes to avoid are outlined in the principles of questionnaire design described in 
Chapter 9. Items to avoid are double-barrelled, complex, ambiguous, leading and 
emotive questions. In addition, the following points might be noted: 
1 It is easy to ask two or more questions at once ifthe interviewer gets enthusiastic. 

'So tell me about it. What was it like? How did you feel? Did you regret it?', for 
instance, puts a memory strain, at least, on the interviewee. 

2 Questions like 'Are you enjoying the course?' may well receive a monosyllabic 
answer. Open-ended questions like 'Please can you tell me what you are enjoying 
about the course?' will be more likely to produce richer information. 

3 'Why?' questions can be wasteful in time. Asking a student 'Why did you join the 
course?' will produce a variety of replies in quite different categories. For 
instance: 

'It'll get me a decent qualification' 
'To meet new people' 
'It was nearer than London' 
'My mother thought it was a good idea' 

are all possible answers. We can decide, during the planning stage, what category 
of reply we would like and design questions accordingly. What should certainly 
be avoided is an implication that the answer given is unwanted by saying, for 
instance, 'No, I didn't mean that. . .' 

4 Interest may not be maintained if too many personal background details are 
asked. This point is valid for surveys too, as mentioned below. 

FEELINGS AND REACTIONS 

As with more formal questioning methods, the interviewee will feel more comfortable 
if the session does not kick off with emotionally charged or controversial items. 
Likewise, it will be hard to discuss feelings about or reactions towards an issue or 
event until the interviewee has had a chance to acclimatise by describing it. Early 
questions can be aimed at eliciting a description, and later questions can prompt 
feelings about or reactions towards events described. 

HELPFUL FEEDBACK 

An interview will run more smoothly if the interviewee is aware of the position 
reached and the future direction. In particular it might be useful to let the interviewee 
know: 
1 When the interviewer is about to change topic. For instance, 'Now let's talk 

about the students on the course'. 

2 That the next question is particularly important, complex, controversial or 
sensitive. For instance, 'You've been telling me what you like about the course. 
Now I'd like to find out about what you don't like. Can you tell me . . .' 

3 About what the interviewer thinks the interviewee has just said, or said earlier, 
without, of course, reinterpretations which depart far from the actual words used. 

This feedback allows the interviewee to realise they are making sense and being 
also, that they are not being misrepresented. They can alter or qualify 

what they've said. This process also keeps the interviewee actively involved and 

But it is important not to summarise interviewees' statements in a language form 
which makes them feel that their own statements were somehow inferior and in need 
of substantial rephrasing. 

Interviewers have three common choices for saving data: note taking, audio-tape or 
video-tape recordings. 

NOTE TAKING 

Taking hand-written notes will obviously slow down the procedure. It could be useful 
to develop some form of personal shorthand - at least short forms of commonly used 
terms and phrases. The note book does have the handy advantage of being a place to 
store discreetly the interview questions or outline. If used, the interviewer needs to be 
careful not to give the impression that what the interviewee is saying at any particular 
moment is not important because it is not being recorded. 

AUDIO RECORDING 

Many people feel inhibited in the presence of a tape recorder's microphone. The 
interviewer needs to jusnfy its use in terms of catching the exact terms and richness of 
the interviewee's experiences and in terms of confidentiality. The interviewee has to 
be free to have the recording switched off at any time. The tape recorder has the 
advantage of leaving the interviewer free to converse naturally and encourage the 
greatest flow of information. 

VIDEO RECORDING 

A 'live' video camera in the room may dominate and can hardly help retain the 
informal, 'chatty' atmosphere which a loosely structured, open-ended interview is 
supposed to create. It is possible to acclimatise interviewees to its presence over quite 
a number of sessions, but this is costly in time. The great value, of course, is in the 
recording of non-verbal communication at a detailed level and the chance to analyse 
this at a comfortable pace. If this information is not required, however, then video is 
an unnecessary, intrusive gimmick. 

Both video and audio recordings could be conducted unobtrusively by simply not 
revealing their presence to the interviewee, but, in this case, serious ethical issues 
must be addressed. Two answers to possible dilemmas here are: 
1 Inform the interviewee of the recording process but keep equipment completely 

hidden 
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2 Give information about the recording only after the interview has taken place, but 
emphasise that recordings can be heard or viewed, sections omitted or the whole 
recording destroyed at the interviewee's request. 

Option 2 is of course potentially wasteful and time consuming. 

A survey consists of asking a lot of people for information. In the informal, loosely 
structured interview, each respondent's answers form a small case-study. A survey 
can consist of a set of such small case-studies. Much more often, though, it would 
involve the use of a structured questionnaire, with answers open or closed, as 
described in interview types 4 and 5 on page 121. Each set of responses forms an 
equivalent unit in a large sample. Interviewers usually work as a team and procedures 
are therefore fully standardised. Each will be briefed on the exact introductory 
statement and steps to be followed with each respondent. 

A survey may be used for two major research purposes: descriptive or analytical. 

DESCRIPTIVE 

Here the researcher wants accurate description of what people, in some target 
population, do and think and perhaps with what frequency. Bryant et al. (1980), for 
instance, studied child-minding in Oxfordshire and focused on the minders' behav- 
iour and attitude towards their clients, as well as on the children's development. A 
more notorious and wide-ranging survey was that of Kinsey (1948, 1953) on 
American sexual behaviour. A recent, extremely comprehensive survey (Jowell & 
Topf, 1988) gathered information on current British social attitudes. The issues 
covered included: AIDS, the countryside, industry's and unions' influences on 
political parties, the government's current economic policies, education, the North- 
South divide and which household jobs should be shared - according to married and 
single persons' opinions. 

ANALYTIC USE 

Survey data can be used to test hypotheses. Hatfield and Walster (1981) interviewed 
537 college men and women who had a regular partner. Those who felt their 
relationship was equitable were far more likely to predict its continuation over one to 
five years than were those who felt one partner received or gave too much. This tested 
hypothesis supported a theory of human interaction based on calculated gains and 
losses. 

In Sears et al.'s (1957) wide-ranging study of child-rearing practices, using 
mothers from two suburbs of Boston, USA, many hypotheses were tested by 
correlating (see Chapter 18) rearing techniques with children's characteristic behav- 
iour. Data was gathered by rating open-ended answers to shctured questions given 
to the mothers. The raters assessed only from the interview recording and didn't meet 
the mother. The researchers found positive relationships between the use of physical 
punishment and a child's higher level of aggressive behaviour. Mothers who were 
rated as warm and used 'withdrawal of love' as a major disciplinary technique had 
children with stronger consciences. Both these variables, withdrawal of love and 
strength of conscience, were assessed indirectly from the interview data and are 
examples of constructs, operationally defined. 

C2 

Often, &om a large descriptive survey, hypotheses can be formulated or checked 
ag$nst further information from the same survey. For instance, in the second report 
of the National Child Development Study (Davie et al. 1972), a survey of a large 
sample of children born in 1958, it was found that children from social class V 
(unskilled manual) were at a particular disadvantage on reading tests, compared with 
other manual and non-manual classes. Why might this be? Well, from the same 

data it was found that overcrowded homes and homes lacking basic amenities 
were related to serious reading retardation irrespective of a child's social class, sex, 
area of the UK or accommodation type. Children from social class V were more likely 
to live in such homes. So, reading deficiency could be related to factors only 
indirectly related to, but more prevalent within, one class. 

I SURVEY DESIGN 

Of all methods, the survey throws particular emphasis on the sample since the aim, 
very often, is to make generalisations about a relatively large section of the 
population, if not all of it. If the sample is the whole population then the survey is 
known as a CENSUS. 

, 

Box 8.8 Advantages and disadvantages of the surmey over the in-depth interuiew 

Advantages Disadvantages 
1 Many respondents can be questioned fairly Structured questions miss more informative 
i quickly data 

Can be a lot less expensive than in-depth Large-scale surveys can be expensive in 
I 
1 interviews (which have a lot of information assistants 
/ to be transcribed) More influenced by superficial interpersonal 
j Less influence from dynamics of variables; respondent has no time to trust 
/ interpersonal variables and confide in interv~ewer 
I 
i Less bias in analysing answers, since More likely to  produce 'publ~c responses', 1 questions are structured not respondent's genuine ideas 

j Possibility of social desirability effect is 
higher 

i 

In survey work there are three major areas of decision-making necessary before 
initiating the contact with respondents. These are the sample, mode of questioning, 
and the questions themselves. The first two areas will be dealt with now. I shall leave 
dealing with the actual content of questions until the next section on questionnaires 
and tests in general. 

We have dealt with the main methods and issues o f  sampling in an earlier chapter. 
Survey work has produced two other forms of sample not used elsewhere. These are 
the PANEL and the FOCUS GROUP. 

This is a specially selected group of people who can be asked for information on a 
repetitive basis. They are much used by market research companies, government 
survey units and audience research in broadcasting. It is easier and more, efficient to 
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rely on the same, well-stratified group to provide information each time it is fintelview in which researcher and --- - - face-to-face required. - inten/iewee talk together in the same 
One problem can be that panel members become too sophisticated in their I physr~al location reviewing and can become unrepresentative in, say, their viewing habits since they 

feel they must watch all the programmes mentioned in their questionnaire. I ~~~p with common interest who meet - - focus group 
/ to discuss an issue in a collective 

Focus groups I 1 inte~jew in order for researchers t o  
The idea here is to bring together a group of individuals with a common interest and i assess opinion 
to conduct a form of collective interview. Discussion among members may provoke 1 lnte~iew item to which interviewees can --- open-ended question 
an exchange of views and revelations providing information and insights less likely to , respond in any way they please and at - 
surface during a one-to-one interview. Though not providing much in the way of any length 
reliable, quantifiable data, such groups can be a starting point for research into a , stratified group who are consulted in - panel specific area, as an aid to exposing and clarifying concepts. 

orderfor opinion to  be assessed 

THE MODE OF QUESTIONING a person who is questtoned in interview or respondent 

There are three obvious ways of communicating with respondents: face-to-face, 
telephone and letter. Of these, telephones are used rarely, though they will often be 
used for making initial contact. 

The privacy of the postal method is likely to produce more honest answers. 
Interpersonal variables, discussed above, are reduced to a minimum in postal surveys 
though the respondent may make assumptions about the researcher from the style of 
rhe covering letter. The method is also a good deal cheaper and less time 
consuming. 

The disadvantages are first, that the questionnaire must be exceptionally clear, and 
unambiguous instructions for its completion must be carefully written. Still, respon- 
dents may answer in an inappropriate way that a 'live' interviewer could have 
changed. Second, the proportion of non-returners is likely to be higher than the 
number of refusals by other approaches. This matters a lot when, for instance, it is 
reported that 75% of respondents (300) agreed that government should continue to 
finance higher education substantially if it is also true that only 400 out of 1000 
persons contacted bothered to complete and return the form. Can we count the 
missing 600 as neutral or not bothered? 

GLOSSARY I 

- - 
Record of person's important life events case history 
gathered and analysed in a case-study 

In-depth study of one individual or -- case-study 
group, usually qualitative in nature 

Survey of whole population 

Interview method using structure of 
questions to be asked but permitting 
tailoring of later questions to the 
individual's responses; also seeks to  test 
specific hypothesis or effect 

Dimension of design which is the extent 
to which interviewees are kept ignorant 
of the aims of the questioning 

census 

clinical method 

disguise 

: survey 
A general term for methods in which - - self-report 
people provide infomation about 
themselves 

Dimension of design which is the extent structure 
to which questions and procedure are 

, identical for everyone 

Relatively structured questioning of large survey 

sample 

EXERCISES 
1 Without looking back at the text, try to  think of several advantages and disadvantages the 

survey has compared with the informal interview. 

2 Suppose you decide to  conduct a survey on attitudes towards the environment in your 
area. Outline the steps you would take in planning and conducting the survey, paying 
particular attention to: 

the sample and means of obtaining it 
the exact approach t o  respondents you would use 
the types of question you would ask 

To answer this last point in detail you will need to  read the next section on 
questionnaires, at least briefly. 

3 A researcher wishes to investigate specific instances of racism (abuse, physical harassment, 
discrimination) which members of minorrty ethnic groups have experienced. Four 
assistants are employed to  conduct informal, guided interviews starting with individuals 
recommended by local community leaden. 
a) What kind of sample is drawn? 
b) One interviewer records far fewer instances than the other three. Can you give at 

least five reasons why this might be? 
C)  Another interviewer argues that the study should follow up with a structured 

questionnaire over a far wider sample. Why might this be? 
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4 You are about to  conduct an interview with the manager of the local, large supermarket. 
He is 43 years old, quite active in local politics and is known to  be fairly friendly. Make a 
list of all the variables, especially those concerning your own personality and 
characteristics, which might influence the production of information in the interview. 

5 A researcher wishes to  survey young people's attitudes to  law and order. Interviewers 
complete questionnaires with sixth formers who volunteer from the schools which agree 
t o  be included in the study. Families are also selected at random from the local telephone 
directory. Young people are also questioned at the local youth club. Discuss several ways 
in which the sample for the complete study may be biased. 

Questionnaires, scales and tests 

The chapter looks at a variety of procedures for gathering data using some form 
of test, rather than the interview approaches covered in the last chapter. 
However, there is overlap, since some interviews consist of going through a 
structured questionnaire with the respondent. 

The first important matter is to  consider carefully how people will, in realrty, 
respond to  certain types o f  question which are, for instance, difficult, 
embanassing or controversial. Questions can be fixed or open-ended (in 
the latter the respondent has freedom in type and length of response). 
The attitude scales of Thurstone, Likert, Bogardus, Guttman and 
Osgood's semantic differential are covered. Likert's is probably the most 
popular and with this, decisions must be made about how many points to  use 
(often five) and how the 'neutral' mid-point will be interpreted or dealt with. 
Items should vary in direction t o  avoid response acquiescence. 
Specific points about the pkfalls of questionlitem construction are described. 
Projective tests assume that unconscious forces can be assessed from the 
way people respond t o  ambiguous stimuli such as the Rorschach and 
thematic apperception tests 
Sociograms produce a graphic display of people's 'sociom&Fhoices' - 
their preference choices of others in their group. 
Psychometric tests are intended to  be standardised measurement 
instruments for human personality and ability characteristics. They can suffer 
from cultural content bias and have been extremely controversial in the area 
of intelligence or mental ability testing. Tests are validated and made 
meaningFul to  some extent using factor analysis which investigates 
correlation 'clusten' and provides statistical support for theories about what 
underlying 'facton' cause results t o  be so arranged on tests or  sections of tests. 
Methods for checking a test's reliability, and validity are detailed. Reliability 
is consistency within a test or between repeated uses of it in the same 
circumstances. Validity concerns whether a test measures what it was created 
to  measure. Standardisation involves adjusting raw scores to  f r t  a normal 
distribution which makes comparison to  norms possible but sometimes 
controversially assumes something we often don't actually know about the 
nature of human characteristics. 



QUESTIONNAIRES A N D  ATTITUDE SCALES 3 Make sure questions will be answered truthfully 
Questionnaires, attitude scales and tests are instruments for gathering Structured e question in point 2 is unlikely to be answered truthfully because of its difficulty. 
information from people. Questionnaires used in surveys are usually constructed for &er difficult or wide-ranging questions are likely to receive an answer based more 
the specific research topic and tend to test for current opinion or patterns of ell-kn~wn public opinion than on the individual's real beliefs. Questions on 
behaviour. Attitude scales are usually intended to have a somewhat longer life span. g, for instance, if not phrased very explicitly, are well known for 
They are seen as technical measuring instruments and therefore require STANDARDI- where wide error is possible, answers more in accord with prevailing 
SATION and a more thorough preparation in terms of reliability and validity. It is s on good practice. 
usually intended that they tap a more permanent aspect of the individual's copnition 4 Make sure questions will be answered and not rejicsed 
and behaviour, such as attitude towards religion or authority. 

However, many of the features of attitude scale construction can be employed by some sensitive topics will obviously produce more refusals. Most respondents will 

the student who wishes to create a measure of people's views on a current issue, such continue on a sensitive topic, once started, but may baulk at a sensitive question 

as preservation of the environment or on treatment of animals. A thorough up suddenly in an otherwise innocuous context, for instance a sex-life 

assessment of attitude would involve at least two measurements, at differing times, 
- question among political items. The interviewer has to provide a context in order to 

since a defining feature of an attitude is its relatively enduring nature. justify sensitive points, or else avoid them. 
Questionnaires, scales, psychometric and projective tests can all be used as 

measures of experimental effects as well as in the field. One group might be assessed 1 FIXED A N D  OPEN-ENDED QUESTIONS for 'self-esteem' before and after a 'treatment' in which thev are made to feel 3 

successful. This can be compared with a control group's assessments. At the least structured extreme, survey questionnaires have open-ended questions. 
Most questionnaire items are fixed choice, however, where respondents are asked to 
select an answer from two or more alternatives. Open-ended questions have several 
advantages, some of which we alluded to earlier. 
1 They deliver richer information. 

In the section on attitude scales we will discuss in some detail the issues to be I 2 The respondent does not feel hs t ra ted by the constraint imposed with a fixed 
considered when developing scale items. Most of the points included there apply to choice answer. 
survey questionnaires as well. If you are constructing a simple opinion questionnaire, 
it would make sense to check the general points made below and then go on to the 3 There is less chance of ambiguity, since the respondent says what he or she thinks 

section on 'Questionnaire or scale items'. - . .- and doesn't have to interpret a statement and then agree or disagree with it. 
4 The questioning is more realistic. We rarely have simply to agree or disagree, or 

SOME GENERAL PRINCIPLES say how strongly, without giving our reasons. 

The following principles are part of the common 'lore' of survey questionnaires. They 
apply particularly to the situation in which strangers, or people little known to the 
interviewer, are being asked a big favour in stopping to answer a few questions. 

I Ask for the minimum of information required for the research purpose 
A respondent's time is precious so why ask for information obtainable elsewhere? 
Personal details may be available from company or school records. The respondent's 
time spent answering questions has a bearing on mood, and mood will certainly be 
altered if the interviewer asks what sex the respondent is! Other details, such as 
whether married and number of children may well be drawn from an introductory 
relaxing chat and, if not, during final checking. 

A further argument concerns the principle of parsimony, that is, limiting effort to 
the necessary whilst maintaining efficiency. Too much information may not be 
useful. Some questions may have been included only because they 'seemed inter- 
esting', which is too vague a basis for inclusion. 

2 Make sure questions can be answered 
'How many times have you visited a doctor this year? may be quite difficult for many 
people to answer at all accurately. 

However, open-ended questions are also difficult to code or quantify, whereas fixed- 
choice items make numerical comparison relatively easy. Chapter 25 on qualitative 
data, discusses methods of dealing with open-ended answers. 

Here are a few examples of fixed-choice items: 
1 I voted in the last election YESIN0 
2 1 would describe my present dwelling as: 

a) Fully owned by me 
b) Owned by me with a mortgage 
c) Owned by me as part of a housing association 
d) Rented from the local council 
e) Rented from a private landlord 
f )  Provided by employer 
g) . Other (please state) 

3 My age is: a) Under 16 b) 16-21 c )  22-35 d) Over 35 
4 At what age did your baby start crawling? ........ months 

The questionnaire constructor has to be careful to phrase questions clearly and 
unambiguously, such that the respondent is in no doubt which answer to give. The 
supreme ideal is that all respondents will interpret an item in the same way. Some 
questions will permit the respondent to tick or check more than one item but if this is 
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not desired (one response only should be unique to each respondent) then possible :. ". object. If the attitude object were equal opportunities, one item might be: 
overlap must be carefully avoided. companies should provide more crkche facilities'. 

gage a panel of judges to rate each item on a scale of one (highly negative on 
issue) to 11 (highly positive on the issue). They are urged to use all of the 
e and not to bunch items into a few categories. 
e the mean value, for each item, of all the judges' ratings. Our item above 

I would think there might be confusion if I were just 35 and answering item 3. In item 
2 e) and f )  might overlap. 

FEATURES OF GOOD QUESTIONNAIRES AND MEASUREMENT SCALES 

W e r e  survey questionnaires are requesting purely factual information (such as 
occupation, number of children at school, hours of television watched, and so on) the 
following principles are not so crucial, though all measures should be reliable ones. 
(Factual questionnaires usually have 'face' validity - see later this chapter.) Where 
scales and tests attempt to measure psychological characteristics, the following are 
extremely important: 
1 They should DISCRIMINATE as widely as possible across the variety of human 

response. They shouldn't identify a few extreme individuals whilst showing no 
difference between individuals clustered at the centre of the scale. This is referred 
to as DISCRIMINATORY POWER. 

2 They should be highly RELIABLE. 

3 They should be supported by tests of VALIDITY. 

might get an average rating of 8.7 for instance. This is its SCALE VALUE. 

4 ~n the interests of reliability, reject items which have a high variance (see Chapter 
13). These items are those on which judges are least in agreement. 
~n the finished scale, a respondent now scores the scale value of each item agreed 
with. Hence, people favourable to equal opportunities measures will tend to score 
only on items above the average value and thus end up with a high overall score. 

le of items which might appear in a Thurstone type scale is shown below, 
each item's scale value. The values, of course, would not be visible to the 
t. 

please tick 
ifyou agree 

Women are less reliable employees because they are likely to leave 
through pregnancy-. (2.1) 
Merview panels should scrutinise all questions before interviewing to 
ensure that none are discriminatory. (5.8) 
Companies should provide more crkche facilities. (8.7) 

4 They should be STANDARDISED if they are to be used as general, practical i Box 9.1 Weaknesses of the Thurstone method 
measures of human characteristics. - - - - . - . 

A questionnaire, scale or test will normally be p~loted, perhaps several times, before I The judges themselves cannot be,completely neutral, afthough they are asked to be 
the researcher is satisfied that it meets these criteria. Even an unambitious ques- * " , -' '" F - tionnaire, constructed by students as part of course practical work, should be piloted .: 
at least once to highlight pitfalls and possible misinterpretations. Tests for the criteria 
are dealt with later in this chapter. 

objective. In an early debate on this issue, Hinddey ( 1  932) was severely criticised for ' 

rejecting judges as 'careless' because they sorted a majority of items into a few extreme 
categories, against the exhortation mentioned in item 2 of the construction process 
above. It turned out that most of these judges were black (or pro-black whites) who 
rated as fairly hostile certain statements seen as relat~vely neutral by white judges 
unaware of, or unconcerned by, black issues 

ATTITUDE SCALES I 1 1 There is a dlfflculty in choosing the most discriminating items from among those with the 1 samescatevaiue 

Amtude scales are quite like questionnaires but do not usually use questions. Most 
use statements with which the respondent has to agree or disagree. 

Remember thet questionnaires can vary along the dimension of DISGUISE and that 
the purpose of the scale could therefore be disguised from the respondent, as in 
Hammond's technique, mentioned in the last chapter. Some amtude scales give clues 
to their purpose while others are transparent, as in the case where a limited topic, 
such as dental hygiene, is involved. 

We will look at the techniques of five popular types of amtude scale, along with 
their advantages and disadvantages. 

EQUAL APPEARING INTERVALS (Thurstone, 193 1) 

To construct a Thurstone-type scale: 
1 Produce a large set of statements, both positive and negative towards the attitude 

- -- . - - - - -- - 
SUMMATED RATINGS (Likert, 1932) 

To construct a Likert-type scale: 
1 Produce an equal number of favourable and unfavourable statements about the 

attitude object. These are the scale 'items'. 
2 Ask respondents to indicate, for each item, their response to the statement 

according to the following scale: 

5 4 3 2 1 
Strongly agree Agree Undecided Disagree Strongly disagree 

3 Use the values on this scale as a score for each respondent on each item, so that 
the respondent scores five for strong agreement with an item favourable to the 
attitude object, but one for strong agreement with an unfavourable item. 

f 
I- 
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4 Add up the scores on each item to give the respondent's overall score. a c c e p ~ g  in one's street, but not to one's occupation. This is known as a 'reversal'. 
5 Carry out an item analysis test (discussed later) in order to determine the most t this technique to test attitudes towards any category of 

discriminating items - those on which high overall scorers tend to score highly s themselves will of course need altering to fit the particular 
and vice versa. 

6 Reject low -discriminatory items, keeping a balance of favourable and es theme, it would be possible to grade types of 

unfavourable items. ndents felt female workers should be encouraged. 
quire restandardisation in order to avoid too many 

Step 5 here is the Likert scale's greatest strength relative to other scales. I t  means 
that, unlike in a Thurstone scale, an item does not need to relate obviously to the 
attitude issue or object. It can be counted as DIAGNosnc if responses to it corre 
well with responses overall. For instance, we might find that respondents fairly hos 9.3 Weaknesses of the Bogardus method 
to equal opportunities issues also tend to agree with Women have an instinctive need 
to be rear their child for the first two to three years of its life'. This could stay in our - rsals cannot be entirely eliminated. Some people are more protective about thelr 
attitude scale since it might predict negative equal opportunities attitude fairly well. oyment than their streets, part~cularly in cities, I would suspect 

Box 9.2 Weaknesses of the Likert method narrow, leaving less room for sensitive statistical analysis 
- - -  - - 

I For each respondent, scores on the scale only have meaning relative to the scores in the 
distribution obtained from other respondents. Data produced is therefbre best treated ,i CUMULATIVE SCALING (Guttman, 1950) 
as ORDINAL (see Chapter 12) whereas Thurstone considered intervals on his scale to be " '  - 
truly equal ~ ~ ~ g h l y  speaking, the principle of the Bogardus scale is here extended to any attitude 

object, not just person categories. On a Bogardus scale, if we know a person's score 
2 The 'undecided' score, 3, is ambiguous. Does it imply a neutral position (no opinion) or we h o w  just how far up the scale they went, assuming no reversals. Hence, we can 

an on-the-fence position with the respondent tom between feelings in both directions? exactly reproduce their scoring pattern. This last achievement is the ideal criterion of 
I 3 PMly as a consequence of 2, overall scores, central to the distribution (say 30 out of 60) a Gumnan scale. A clear (but not particularly useful) example would be a scale 

are quite ambiguous. Central scores could reflect a lot of 'undecided' answers, orthey checking height, where you would tick all those items below which are true for you: 
could comprise a collection of 'strongly for' and 'strongly against' answers, in which case 
perhaps the scale measured two different attitudes 

: 3 1 am tallerthan I m 40 
THE SOCIAL DISTANCE SCALE (Bogardus, 1925) 1 4 l am taller than I m 50 

Bogardus' scale was originally intended to measure attitudes towards members of 
' 5 l am taller than I m 60 

different nationalities. Respondents had to follow this instruction: : 6 l am taller than I m 70 

I According to my first feelihg reactions, I would willingly admit members of 
each race [respondents were given several races or nationalities] (as a class, A positive response to item 4 logically entails a positive response to items 1, 2 and 3 

and not the best I have known, nor the worst members) to one or more of also. In the same way as this scale measures a unitary dimension (height), so a true 

the classifications under which I have placed a cross. Gumnan scale is supposed to only measure one finite attitude and is known as a 
undimensional scale'. 

They were then given this list to tick, for each race: 
1 To  close kinship by marriage 
2 To my club as personal chums 
3 T o  my street as neighbours 

4 To  employment in my occupation 
5 T o  citizenship in my country 
6 As visitors only in my country 
7 Would exclude from my country 
It is claimed that, in practice, it is unusual for respondents to accept the race or 
nationality at a higher level than one at which rejection has occurred, for instance, 

In practice, when measuring attitudes rather than height, it is never possible to 
reproduce perfectly a respondent's exact answering pattern from their overall score. 
As we shall see below, items can very often be interpreted differently by respondents 
and it is rarely possible to isolate attitudes such that answers reflect a undimensional 
scale. For instance, one respondent, who is a member of a particular minority ethnic 
group, might disagree with 'members of all ethnic groups should be treated equally' 
since, in his or her view, the group has been treated pretty unequally in the past and 
requires compensatory action. Hence, from the tester's point of view this person's 
answers may seem inconsistent, since they are otherwise strongly favourable to 
minority ethnic groups, yet a negative response on this item is taken as hostility. 
Here, we can see the importance of producing a scale through pilot mals and 
qualitative interviewing. 
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'It should not be possible to reject a candidate's application on the grounds of - , $odal desirability 
disability.' 

,jefined in Chapter 5, this factor involves respondents guessing at what is counted as This could be rephrased as 'A candidate's disability should be completely ignored 
when considering an application.' , 

a socially acceptable or favourable answer and giving it in order to 'look good'. A 

The item in the exercise has two overt negatives in it and this can easily be -" - furrher reason for guessing might be to 'please the researcher' by giving the results it 

confusing. is assumed are required. Some questionnaires attempt to deal with this problem by 
- - including items which only an angel would agree or disagree with. If too many such 

6 Emotive language items are answered in the 'saintly' manner, the respondent's results are excluded 
A statement such as this may not get an attitude test off to a good start, particularly in kom the research. Eysenck calls his set of items a 'lie scale', though an excluded 
affluent constituencies. If there are emotive items at all it might be best to leave these respondent is not necessarily lying. They may be near perfect or they may be 
until the respondent is feeling more relaxed with the interviewer or with the test disto&g the truth just a bit. 
itself. 

R ~ ~ l ~ B I L I N  AND NUMBER OF ITEMS 7 Leading questions 
As I said, most attitude tests don't have actual questions in them. Should this sort of - me number of items used in a questionnaire needs to be kept manageable in terms of 

time and the respondent's patience, but enough items should be chosen for reliability question occur, however, it carries with it an implication that the respondent should . 

say 'yes'. If you don't feel this is so, just try to imagine a friend or colleague opening 
- to become acceptably high. With a larger number of items, random errors, from 

individual interpretations and misunderstandings, should cancel each the day's conversation with such a question. To  the respondent it can seem hard to 
disagree, something which people would usually rather not do anyway. One might 
begin with 'Weeell. . .'. Respondents may well say 'Yes, but.  . .' with the 'buty 9.6 Steps in  constructing an  attitude scale 
amounting to disagreement, even though the response is recorded as agreement. 

8 Invasion of privacy 1 ; r - ; R o d u c e  a substantial number of items which are balanced for: 

This is private information, along with sex life and other obvious areas. Many people a Strength (some 'weak statements, some 'had') 
will find questions about attitude quite intrusive. Certainly the student conducting a . 1 . b Breadth: is the whole area covered? 
practical exercise should be very careful about such intrusion. k- , c Direction: in a Likert-type scale, some items shou~a tJe pro the issue and as many 

'anti'; half of each of this set should be weak and half strong 
ORGANISATION OF ITEMS is first batch of items for ambigyiq, misunderstan$ng e 

1 Response set or bias 3 Replace deleted items by new ones, still keeping a balance 
An effect called RESPONSE ACQUIESCENCE SET often occurs when responding to I ail items are unproblematic 
questionnaires. This is the tendency to agree rather than disagree ('Yeah saying'). To * 

items in a random or alternating order which will discourage response bias or 
avoid a constant error fi-om this effect, items need to be an unpredictable mixture of . 
positive and negative statements about the attitude object. This has the effect either 

ment on good-sized sample and conduct item analysis on results of keeping the respondent thinking about each item or of giving the inveterate yeah , 
sayer a central score, rather than an extreme one. There is also some evidence of a . 

Do item analysis and remove tow discrirninatiqn items. Retest for 
smaller bias towards disagreeing with items. ility still unsatisfactory, or if too few items left after item analysis, add 

eat cycle(s) until realiabili is satisfactory 
2 Respondent's interpretation j. 8 Inspect or test final version for validity. Do items still cover main issues? Do sorne topics 
With any questionnaire or scale, it is a good idea to make it clear that both positive : now dominate? Do scores on test relate to  an external criterion? If validity unsatisfactory, 
and negative items will appear. There are several reasons for this. i repeat cycles agaln 

Respondents are likely to view the interviewer as believing the statements made. A ? _. 

set of statements all contrary to what the respondent thinks may well set up strong 
emotional defences. We have said already that, for the same reason it would be best 
to start with less extreme statements. PROJECTIVE TESTS 

There are also demand characteristics (see Chapter 5 )  associated with responding 
to a questionnaire. The respondent may well try to interpret the aim of the research 
or questions. Again, if all initial items are in the same direction the respondent may 
form an impression of the interviewer's aims or personaliq which can distort the 
respondent's later answers. 

These tests have been developed out of the psychoanalytic tradition of research and 
therapy. They are based on the Freudian notion that when we are confronted by an 
abstract or ambiguous picture, some of our inner thoughts, protected because they 
Produce anxiety, are partially revealed by the way we project our interpretations onto 
the display. 
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Box 9.4 Weaknesses of the G u m a n  method 
-- 

/ %I 

I Reversals cannot be eliminated 

2 Guttrnan himself was criticised for not dealing with the problem of representativeness in . 
selecting items. He claimed this could be ach~eved through intuitive thinktng and 
experience I 

I - I 

THE SEMANTIC DIFFERENTIAL (Osgood et al., 1957) 

The original intention behind this scale was to use it for measuring the connotative 
meaning of an object for an individual, roughly speaking, the term's associations for 
us. Thus, we can all give a denotative meaning for 'nurse' -we have to define what a 
nurse is, as in a dictionary. The connotation of a nurse may, however, differ for each of 
us. For me, a nurse is associated with caring, strength and independence. For others, 
by popular stereotype, he or she may be seen as deferential and practical. 

On a semantic differential the respondent is invited to mark a scale between : 

bipolar adjectives according to the position they feel the object holds on that scale for , 

them. For 'nurse' on the following bipolar opposites, I might mark as shown: 

- bad good - J - - - - - 
weak - - - - - - J - strong 
active - - J - - - - - passive 

1 Complexity 
Osgood claimed that factor analysis (see later in this chapter) of all scales gave rise to N~~ many respondents will take this in all in one go. The statement is far too 
three general meaning factors, to one of which all bipolar pairs could be attached. complex. It could possibly be broken up into logical components. 

'Active' (along with 'slow-fast', 'hot-cold') is an example of the A C ~  factor. 
'Strong9 (along with 'rugged-delicate', 'thick-thin') is an example of the POTENCY 

factor. 
'Good' (along with 'clean-dirty', 'pleasant-unpleasant') is an example of the 
EVALUATIVE factor. 

Adapted to attitude measurement, the semantic differential apparently produces 
good reliability values and correlates well with other attitude scales, thus producing 
CONCURRENT V A L U I ) ~  (see page 153). 

Box 9.5 Weaknesses of the semantic diflerential 

i Respondents may have a tendency towards a 'position response bias' where they 
habitually mark at the extreme end of the scale (or won't use the extreme at all) 
without considering possible weaker or stronger responses. This can occur with a Likert 
scale too, bvt is more likely here since the scale points lackthe Likert verbal designations 
(of 'strongly agree' etc.) 

2 Here, too, we have the problem of interpretation ofthe middle point on the scale 

2 Technical terms 
Many respondents will not have a clear idea of what 'institutional racism' is. Either 
find another term or include a preamble to the item which explains the special term. 

3 Ambiguity 
Some students I taught used this item once and found almost everyone in general 
agreement, whether they were generally hostile to immigrants or not. Hence, it was 
not at all discriminating. This was probably because those positive towards immi- 
grants considered their plight if new to the country and unemployed. Those who were 
hostile to immigrants may well have been making racist assumptions and either 
mistakenly thinking most immigrants were black, or equally incorrectly, thinking 
most black people were immigrants. 

4 Double- barrelled items 
This quite simple item is asking two questions at once. A person might well agree 
with free availability - to avoid the dangers of the back-street abortionist - yet may 
not feel that only the woman concerned should choose. 

5 Negatives 
In the interests of avoiding response set (see below), about half the items in a scale 
should be positive towards the object and about half negative. However, it is not a 
good idea to produce negative statements simply by negating a positive one. It can be 
confusing to answer a question with a double negative, even where one of the 
negatives is camouflaged, as in: 
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The Rorschach ink blot test is a set of abstract designs rather like children produc 
with  butterf fly' paintings. (See Figure 9.1). The test-taker reports what he or she feels 
they can see in the picture. 

S o c i o m e ~  is specifically aimed at analysing the interconnections between people in similarly, the Thematic apperception test (TAT) is a picture, often of people with their 
emotional expressions ambiguous or hidden, about which, the test-taker is asked, 

- goups. Typically, group members are asked who their best friends are, with 

'What is happening?' whom they would prefer to work on a problem or with whom they ~ o u l d  share a 
room, and SO on. Questions can also ask about least preferred group members or 

These tests belong in the unstructured, disguised section of the quadrant formed by about who should be leader. 
these two dimensions. It is claimed that their open-endedness produces riche 
information and that their disguised nature provides genuine data, unbiase ~ ~ b [ ~  9.1 Sociometric matrix 
people guessing the researcher's (or therapist's) intent. 

It is argued that the tests can be used to measure such factors as the affec Chosen 
usually hidden, component of attitudes. They have very often been used to a A B C D E  
concealed aggression, hostility, anxiety, sexual fantasy and so on in hypothesis testing 
work. Lmin's study, mentioned in Chapter 8, used Rorschach tests. Chooser A 0 1 1  I 

B I 0 1 1  
Box 9.7 Weaknesses ofprojective tests C I 0  I 0  

D 0 0 1  0 

I Being open-ended and initially qualitative, the tests are suspect for their reliability. Some , - - 
E 0 0 0 1  

users take great care in checking agreement between raters who code and categorise 
responses, ignorant of the research hypothesis. The researcher provides a ~ ~ f ~ m a t i o n  generated, then, is in the form of person choices, positive or negative. 
comprehensive and subtle coding scheme. In Levin's study, agreement between mese choices can be represented on a SOCIOMETRIC MATRM, as shown in Table 9.1. 
Rorschach scorers, ignorant of the research aim, was between 84% and 9 1 % '1' represents being chosen and '0' not. It is possible to subject these matrices to 

2 It is quite possible for coders to  be highly consistent, compared with one anothe rna&ernatical analysis. Out of this can come measures of group cohesiveness or 
the measures to be quite unrelated to any theoretical psychoanalytic principle. A penon of internal conflict. 
in Levin's study who said of people seen in the Rorschach blot 'I can? quite tell if they're 1 A more obvious and direct product of the matrix is the SOCIOGRAM or, in more 
male or female' may not actually be confused abouttheir sexual body-image, for general methematical terms, the DIRECTED GRAPH. An example of the sociogram 
instance. Since the tests are also disguised measures of hypothetical concepk, the 

' A problem of validity is serious 
I i  

I 

. 

I 

Figure 9.1 Rorschach ink blot 

resulting £ram Table 9.1 is given in Figure 9.2. 
B 

- 

Figure 9.2 Sociogram or directed graph 

From this diagram it is immediately obvious that B is an 'isolate', D is very popular, 
though chooses colleagues carefully, and C only chooses people who reciprocate the 
choice. 

The sociogram tends only to be used in practical applications, rather than in 
research studies, where interactions are usually too numerous for charts, and detailed 
mathematical processing is required. 

APPLICATIONS 

Research applications include the study of classroom interactions. Teachers, for 
instance, have been found to prefer the children most chosen by their classmates, and 



148 &~EARCH METHODS AND STATISTICS n \ ~  PSYCHO LOG^ ASKING QUESTIONS II 149 

vice versa. The effect of direct praise to pupils can be assessed in terms of increa of view. They also show the reader, I hope, what is meant by 
popularity among peers. 
In general, comparisons can be made between group sm-es and I. srudyhg 

however, it is important to recognise that any 
effectiveness. For popular individuals, links can be sought with other measure erimental, might include, as data, results of Psychometric 
liking and attraction. The relationship of 'isolates' and 'cliques' to the rest of be beyond the scope of student use, since they are closely 
group can be further investigated. guarded as technical insmunents of the psychologicd profession. They also usually 

Box 9.8 Weaknesses of sociomeh method have quite 
s c o h g  manuals which are even more closely monitored. 

I Abough small p u p  studies can use the wriogram for illu&-at~on. larger studies, and -'? 
any seeking Statistical analysis, require specialised mathematical methods ofien support the development and use of ~ s ~ c h o m e h c  tests by 

a for- of ccon~mc t  validity' (explained later in this chapter), which 
2 Choices made alone and on paper can differ markedly from those made in real sit" 

involves a complex procedure h o w  as FACTOR A P J A L Y ~ ~ .  The aim is to 
with all group pt-=sures present On the other hand, the anonymQ and distance hod factors @yp0the+ical constructs) which might explain the ~ b ~ e r v e d  
choice might just disclose real attractions, suppressed in the practical group setting ,; beween peopleys scores on several tests or subtests. The steps involved are these: 

A large sample of people are measured on several tests or subtests. 
Conelations (see Chapter 18) are calculated between every possible pair of tests 

PSYCHOMETRIC TESTS or subtests and arranged in a matrix as shown in Table 9.2 
The matrix of correlatio~ is fed into the factor analysis Programme which looks 

Ps~cholog'sts have developed many tests which were intended to be standardised for ~clustersy - groups of tests or subtests which all correlate well together. 
instmments of measurement for human psychological characteristics. These are The researcher sets the programme to solve the matrix for a particular number of 
known as PsYCHoMETRIC TESTS and their use as PSYCHOMETRY. 'fhe tradition goes 'factors' Factors, at this point, are nothing real, just mathematical concepts 
back to Galton who began the measurement of mental abilities in the 1890s by testing . will for' as much as possible of the  onel la ti on f0-d. The 

of people on many sensory and co@tive tasks (many of the people tested , programme then gives the best configuration of this number of factors to account 
paid Galton a fee for the privilege!). Although some attitude scales have become ., for all the correlations. 
highly rehed, and even projective tests are sometimes called 'psychometric', if well ~ l ~ ~ ~ ~ ~ t i ~ ~ l ~ ,  the programme will offer a solution in the best possible number of 
standardised, it is intelligence and personality tests which have undergone a factors, with the least amount of variation unaccounted for. The whole 
degree of standardisation and scrutiny for validity. This is pady  because such <explanationJ is purely statistical accounting for the numerical reladonships. 
are used in professional practice where people's life chances can be affected. 

6 me researcher might ask the programme to solve for a higher ~I-ber of factors These tests have also undergone much periodic revision, since they are highly - 
sensitive to bias fiom cultural, class and other social factors. It is on these grounds ifthe amount 'unexplained' is too high. 

that their validity has been most seriously challenged and thoroughly investigate To make the concept offactor analysis a little clearer, I hope, imagine the following. 
For instance, to h e  Cluestion 'What should you do if you find a stamped a We select a few hundred people of average fitness and subject them to various athletic 

envelope in the street?', it might be 'intelligent', in a very poor area, whey p e w  crime events. We the results of every event with every other, producing a table, 
is memarkable, to steam off the stamp - a response which gained no mark in 

pF of might look like Table 9.2: 
famous test. A picture depicting a boy holding an umbrella at the wrong an 
falling rain was said by Puerto Ricans to be incorrect, not because of the an 
because the boy was holding the umbrella at all. This is considered highly effeminate Table 9.2 Colrelations bemeen various athletic events 
in Pueao Rican society! 

It is beyond the scope of this book to cover intelligence and personality testing in _ _ _  _ _ _ _  
100 200 : Long depth, along with all the weaknesses and criticisms of the tests. This is covered very 
Metres Metres I iscus Jump well in other available texts, in particular Gross (1992)'. The examples given above 

simply demonstrate the need for standardisation and constant revision from a 0.87 ( 0.32 0.47 
( -u.oi -0.29 0.39 

-0.1 6 0.03 0.1 3 
More specilialist texts include: -0.08 0.1 0.09 
Anastasi, A. (1988) Psychological Testing Macmillan 0.65 0.14 
Chronbach, L. J. (1984) Essentials of Psychological Tesnng Harper & Row 
Kline, P. (1993) Handbook of Test Construction Routledge -0.02 
Murphy, R. M. & Davidshofer, C. 0. (1991) Psychological Testing; principles and applications 
Prentice-Hall 

hot D 
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see in Chapter 18, if people tend to score similarly on two variables, *ese . j  
are said to 'positively correlate' and we'd expect a value close to + 1. If there * 

4 is a tendency to be high on one variable whilst being low on the other we'd expect a 
value approaching - 1. No relationship at all is signified by a value close to zero. 

As we'd expect from common-sense prediction, there is a strong correlation - 
d between 100 and 200 metres, and between 3 000 and 5 000 metres. There is a . 

moderate correlation between discus and shot put and between 100 metres and long 
jump, whereas that between 100 metres and shot put is moderately negative. 

Intuition might suggest that the underlying factors responsible for these relation- 
ships are sprinting ability, stamina and strength. I f  we asked the factor analysis 
programme to solve for just two factors it would probably tell us that, no matter 
which way the matrix was solved, a lot of relationship between variables was left 
unaccounted for. For three variables it might well give us a good solution with little 
variation unexplained. But it is important to note that it would be up to us to name the 
factors and to debate what realprocesses they are an indication of. 

Roughly speaking, this is what factor analysts do with the scores of large samples 
on personality and intelligence tests and subtests. The factors emerging are recog- 
nised and named intuitively. They are also validated against existing tests and known 
factor arrangements. The factors are said to be responsible for the participantsy 
variations in performance across the tests. 

It is important to recognise that factor analysis does not 'prove' that such factors 
exist. It simply provides supporting evidence which allows the researcher to claim 
that intelligence or personality could be organised in a particular way and that the 
factor analysis results don't refute this. Factor analysis is a purely statistical process. 
As witR a31 statistical results, researchers, with particular views and theories to defend, 
interpret and present statistics in a way which gives them the best support. 

There is a more extensive discussion of factor analysis and its limitations in Gross 
(1992, pp. 841-7 and 886-7). An extensive and severe criticism of the use of factor 
analysis to support models of intellectual structure is provided by Block and Dworkin 
(1974). 

I 
It is common in psychological research to attempt the measurement of variables for 
which there is no universally agreed measure. Examples are attitude, motivation, 
intelligence. Some variables even appear as invented constructs, examples being: 
extroversion and introversion or ego-strength. The tests which psychologists con- 
struct in order to measure such variables often serve as operational definitions of the 
concept under research. The attitude scales and psychometric tests which we have 
discussed would all need to be checked formally for their reliability and validity. They 
would also need to be standardised for general use. We'll discuss methods for each of 
these checks in turn. 

Any measure, but especially one we have just invented, must be queried as to its 
accuracy in terms of producing the same results on dlerent  occasions. A reliable 

%iP,,sWement I - instrument is one which achieves just this performance. Consider a 
i:* . . practical example. If you have kitchen scales which stick, you won't get the same 
- = A for the same amount of flour each time you weigh it. The measure given by 
. , - your is unreliable. We can also say that your scales have poor reliability. 

A difference between kitchen scales and instruments used for human characteristic 
is that psychologists often use tests with many items whereas weight is 

measured by just one indicator - the dial reading. Psychological tests of, for instance, 
political attitude can be queried as to their INTERNAL RELIABILITY, meaning 'is the test 
consistent within itself? This is usually measured by checking whether people tend to 
answer each item in the same way as they answer all others. Like scales and other 
insmments, though, these tests can also be checked for their reliability in producing 
similar results at different times. Cronbach (1960) has discussed these two rather 
different uses of the term reliability applied to a psychological measure. Using 
cronbach's terms, INTERNAt CONSISTENCY and STABILITY, the difference might be 

as follows. 
Imagine you were giving a statement to the police. Your statement might be found 

to be unreliable in two distinct ways: 
1 Internal consistency - you may contradict yourself within the statement 

2 Stability -you may alter important details when asked to remake the 
statement some time later 

Internal consistency is the same as internal reliability. Stability may be called 
EXTERNAL ~ I L I T Y :  does the test produce similar results on (at least two) different 
occasions? 

METHODS FOR CHECKING INTERNAL RELIABILITY 

S ' t  ha2fmethod 
A psychological test which consists of several items or questions can be split so that 
items are divided randomly, or by odds and wens, into two sets comprising half the 
complete test each. If the test is reliable then people's scores on each half should be 
similar and the extent of similarity is assessed using correlation (Chapter 18). 
Correlations near the top of the possible range (0-1) would be expected. 

Item discrimination methods 
These methods take into account people's performance on each item. The KUDER- 
RICHARDSON method is used for 'yes/noY or 'pass/failY type items and has the effect of 
calculating the average of all possible split half correlations for a set of items. For 
items answered along a scale of response ('strongly agree', 'agree', etc.) CRONBACH'S 
ALPHA coefficient is used. 

Item analysis 
Items will produce higher reliability in a questionnaire if they discriminate well 
between individuals. There are two common methods for checking the discrim- 
inatory power of items. 
1 For each item in the test or questionnaire, the correlation is calculated between 

each person's score on the item and their score on the test as a whole. 
2 Looking at individuals' scores overall on the test, the highest 10% and the lowest 

10% of scores are identified. This 10% is not fixed and could be 15% or 20% if 
desired. The scores of these two groups of people are then totalled for each item 
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in the test. If these two extreme groups scored very differently then the item is a 

A test or effect may well be rated as excellent on reliability but may not be measurine I CRITERION VALlDlTI 

affected, but effects are rarely this simple. 
4 The research may have included an attempt to change attitude between first and 

second test, in which case the attitude scale should have already been tested for 
reliability. I 

VALIDITY 

Kevin 
Gill 

Lynne Liz % 
Jane 

(external reliability) 

highly discriminative. If not, it is low in discriminating between the two groups 
and may be discarded. 

Both these systems may be accused of some circularity since we are using overall - 
totals to decide for each item, contributing to that total, how good it is at discriminat- 
ing. The totals themselves will change as each poor item is removed. That is, the test 
for reliability uses scores on an as yet probably unreliable test. 

CONTENT VALIDITY 44f'++'0bA 

A researcher may ask colleagues to evaluate the content of a test to ensure that it is 
representative of the area which it is intended to cover. They will carry out this task 
using their expertise in the topic area to judge whether the collection of items has 
failed to test certain skills or is unduly weighted towards some aspects of knowledge 
compared with others. 

Content validity is, in fact, simply a more sophisticated version of face validity. 

remember and recall. You may actually be testing their reading ability or word I Concurrent validity 
knowledge rather than their memory. Early experiments on perceptual defence, If the new test is validated by comparison with a currently existing criterion, we have 
which seemed to show that people would take longer to recognise 'taboo', rude or CONCURRENT VALIDITY. Very often, a new IQ or personality test might be compared 

CHECKING EXTERNAL RELIABILITY Part A of test Part B of test Whole test Whole test 
In June in October 

Testretest reliability Good split-half reliability Poor test - re-test reliability 
To check that a psychological test produces similar results each time it is used, we 
would have to use it on the same people on each occasion, otherwise we have no Figure 9.3 Split-half and test-retest reliability 

comparison. 'Test-retest' means that a group of people are tested once, then again - 
some time later. The two sets of scores are correlated, to see whether people tend to 
get the same sort of score on the second occasion. If they do, the test has high 
reliability. Correlations achieved here would be expected to be at least around emotional words, were criticised for the validity of the effect on the grounds that what 
0.75-0.8. may well have been demonstrated was people's unwillingness to report such words to 

a strange experimenter or their disbelief that such words could occur in a respectable 
experiment. The effect was quite reliable but confounded, so that the 

variable actually measured was later held to be (conscious) embarrassment and/or 
social expectation. 

1 People may answer differently the second time because they took the test before There are various recognised means by which validity of tests can be assessed. 

and now wish to alter the image they feel they made. 
2 They may also recall what they answered on the first occasion and not answer 

FACE VALIDITY 

according to their current perceptions. The crudest method for checking a test's validity is simply to inspect the contents to 

3 Some external event may have had a significant impact on attitudes. If the , - see whether it does indeed measure what it's supposed to. This is possible when 

questionnaire is on capital punishment and a serious terrorist incident has devising a mathematics test, for example, for clearly the test should contain problems 

occurred between first and second test, attitudes may have hardened. Of course, at the intended level and with sufficient breadth. It should not, inadvertently, involve 

if everyone hardened their attitude to the same extent, correlation would not be use of higher level mathematics procedures in some of the problems. 

Peter - Score 

Sue c----------. 
Julie / 

Martin Malcolm - 
(internal reliability) 

what was originally intended. This criticism is often levelled at tests of intelligence 
which, though quite reliable, measure only a narrow range of intellectual ability, 
missing out, for instance, the whole range of creative thought which the public 
language definition would include. The validity of a psychological measure is the 
extent to which it does measure what it is intended to measure. 

Suppose you gave some seven-year-old children a list of quite difficult words to 

- - 

The validity of a test of neuroticism might reasonably be established by using it on a 
group of people who have sufFered from a neurotic condition and comparing scores 
with a control group. Use of the neurotic group would be an example of what is called 
a KNOWN GROUPS CRITERION. There are two types of criterion validity differing only 
in terms of the timing of the criterion test: 
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with an older but similar test known to have good validity already. The known gro d will enable us to compare individuals with confidence. To  make such 
example above is also a case of concurrent validity. on a large sample of the target population, from 

see Chapter 13) are established. This will tell us 
Predictive validity of people tend to fall between certain scores and what is the value 
A prediction may be made, on the basis of a new intelligence test for instance, that e population centre around. 
high scorers at age 12 will be more likely to obtain university degrees or enter the tests are used in research but also on an applied basis in decisions 
professions several years later. If the prediction is born out then the test has chances and opportunities. These may be related to education, 
PREDICTIVE V A L ~ I T Y .  selection. Therefore, it is of the utmost impor- 

Both these methods are in fact predictive since, in science, the term 'predict' does that these tests do not discriminate, in a particular way, against some groups of 
not mean 'forecast'. A social scientist may well predict a relationship between past e, which anyway reduces their scientific value. Standardisation has, therefore, 
events. Used in this sense, then, there is virtually no difference between these two scientific and ethical importance. 
concepts except for the point in time of the prediction. 

CONSTRUCT VALIDITY 

This takes us back to our discussion of variables which are not directly observable and 
the psychologist's tendency to propose hypothetical constructs (Chapter 2) and the 
discussion of construct validity in Chapter 4. Constructs require some form of 
validation, otherwise, why should we continue to take them seriously? Typical of such 
constructs would be: achievement motivation, extroversion, dogmatism, depend- 
ency, ego-strength. 

In each case there is no direct evidence for such constructs having any kind of real 
existence. Construct validity entails demonstrating the power of such a construct to 
explain a network of research findings and to predict further relationships. Rokeach 
(1960) showed that his test for dogmatism predictably distinguished between 
different religious and political groups, as well as having relationships with 
approaches to entirely new problems and acceptance of new artistic ideas. Eysenck 
(1970) argued that extroversion was related to the activity of the cerebral cortex and -. 
produced several testable hypotheses from his theory. 

Intelligence factors and personality variables are supported as valid by the use of 
factor analysis, as explained earlier, which is an elaborate part of construct validation. 
If a construct is sound then it should be possible to support the argument for its 
existence with a varietv of measures of its effects on. or relationshi~s with. other 
variables. If cognitive dissonance, for instance, is a genuine, common psychological 
process, then we should be able to predict effects from a variety of different sorts of 
experiment, in the laboratory and field, with a variety of different groups of people 
performing a number of qualitatively different tasks. 

This might all sound a bit magical. Why can't we just observe nice concrete events 
and objects like physicists do? Well, this is a misconception of the way physicists work 
with theory. 

No physicist has ever seen an atom directly. What are observed are the effects of 
what is assumed to be an atom. Although the theory of atomic elements is beyond 
dispute, the construct of an atom is defined mathematically, is difficult for the lay 
person to understand and keeps changing in exact definition. Its validity as a 
construct is supported by a plethora of experimental support. 

The process of standardising a test involves adjusting it, using reliability and validity 
tests to eliminate items, until it is useful as a measure of the population it is targeted 

1 - STANDARDISATION TO A NORMAL DISTRIBUTION 

e scales 
S 

- 
Many tests are adjusted until testing of a large sample produces a score distribution 

- which approximates very closely to the normal distribution (see Chapter 13). One 
reason for doing this is that the properties of the normal distribution allow us to 
prform some extremely powerful statistical estimates. 

The fact that an IQ test can be devised and adjusted until it produces a normal 
distribution on large group testing has led some researchers to argue that the test 
therefore measures a largely innate quality since many biological characteristics are 
indeed normally distributed through the working of many random genetic processes 
together. 

Critics have argued that rhe adjustment of the test to normal distribution is 
artificial and that many biological characteristics are not normal in distribution. 
Certainly, some psychological phenomena need not be normally distributed. Atti- 
tudes to some issues on which people are somewhat polarised in position (for 

--<-- . instance, on nuclear weapons or abortion) will be spread, as measured by ques- 

I tionnaire, in a bi-modal (two-hump) fashion (Chapter 13). 
An extremely important point here is that a test standardised on a particular 

population can obviously not be used with confidence on a different population. This 
criticism has been levelled at those who claimed a difference existed between white 
and black populations in intelligence. There was a difference in IQ score but, until 
1973, the Stanford-Binet test had not included black persons in its sample for 
standardisation. Hence, the test was only applicable, with any confidence, to the 
white population. 

r- 

I GLOSSARY 
L _ 
r - - - 

attitud 

j Scales on which, theoretically, the range ' Bogardu 
I of items the respondent would agree 
1 with is identifnble from their score -the 

I 

/ point on the scale at which their I 

1 agreement with items ended; the items 
I concern persons of a certain category 

I Simrlar to the scale just described but Guttman , items can concern any att~tude object 
I 



I- . , . .J,.,.A . - 
Scale on which respondent can choose - Li kert " - --..i39-' 

, from a dimension of responses, usually 
from strongly againstfdisagree to strongly 
forlagree 

On a Thurstone scale ;e rated scale value 
value ofan item; resp~ ven this, 

t score ifthey agree w i  

Scale measuring meaning ot an object for I semantic differential , 
, the respondent by having them describe . I 

it using a p ~ i n t  between the extremes of 
, several bi-polar adjectives 

, Scale in which raten assess the relative Thurston1 
-'strength1 of each item and respondents 
agreeing with that item receive the I 

average rated value for it I 

- - - .- - - ! 
--, 

kem not obviously or directly connected - diagnostic > 

to the attitude object yet which 
correlates well with overall scores and 

j3 therefore has discriminatory power 

vhich items 
ante peopl 

, or the tesf 
e along the 

discrimina 

item 

tory power 

j An alternative tern for 'sociograrn' -see directed g 
i below ' bent to  v .asa - 
' whole, sep scoring - 
, dimension 

Staristical technique, using pattern factor ana 
test or subtest correlations, whict 

I provides support for theoretical 
constructs by locating 'clusten' 

Tests which attempt to  quantify - psychome 
psychological variables: skills, abilities, 

I character etc. 
- - -. 

- I 

Consistency and stability of a test reliability 
A generalised Kuder-Richardson type Cronbach's alpha 
test of item discriminationlreliability for a 
response scale with several points (e.g. a 
LikertLtype scale) 

lysis 

tric tests 

Stability of a test I.ts tendency to external 
produce the same resutts when repeated 

Consistency of a test. Extent t o  which internal 
items tend to be measuring the same 
thing and not in opposition t o  one 
another 

- 

concurrent 

Extent to which atest measures what 

I 
validitv 

- .was intended - . > , "  , 

Extent to which test results conform I wkh those on some other measure, 
j taken at the same tine 

j Extent to  which test results support a construct 
; network of research hypotheses based 
1 on the assumed characteristics of a 
theoretical psychological variable 

Exterltto which test coven the whole of content 
the  relevant topic area 

1 Extent to which test scores can be used ' cr'ierion 
i to make a specific prediction on another 
j measure 

Extent t o  which the validity of a test is - face 
I self-evident 

I Test of criterion validity involving groups known groups 
between whom scores on the test 

' should differentiate 
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I Extent to  which test scores can predict 
scores on another measure in the future 

EXERCISES 
I A scale measuring attitude towards nuclear energy IS given a test-retest reliability check ~t 

IS found that correlat~on IS 0.85. However, rt is also found that scores for the sample have 
nsen significantly. 
a) Should the test be used as it is? 
b) What might expla~n the rise in sample scores? 

2 A student friend has devised a test of 'Attitude towards the British' which she wants to 
administer t o  a group of international students just about to  leave the country. 
a) How could the test be validated? 
b) How could the test be checked for reliability? 

3 A friend says 'My cat hates Whitney Houston's music. I've put the record on ten times 
now and each time she goes out'. Is this a reliable test, a valid test, or neither? 

4 Comment on any flaws in the following potential attitude scale or questionnaire items: 
a) Do you feel that the government has gone too far with privatisation? 
b) What do you think is the best way t o  punish children? 
c) How many times were you late for work in the last two months? 
d) People from other countries are the same as us and should be treated with respect. 
e) It should not be possible to  avoid taxation and not be punished for it 
9 Women are taking a lot of management posts in traditionally male occupational areas 

(in a scale to  measure attitude to  women's rights). 
g) Tomorrow's sex role models should be more androgynous. 

5 A researcher administen Rorschach tests t o  a control and experimental group o f  
psychiatric patients. She then rates each response according t o  a very well-standardised",: 
scale for detecting anxiety. Could this procedure be improved? 

The chapter looks at studies which are comparisons, erther of the same people 
as they mature over longish periods, or of several groups of different ages (or 
sometimes class, occupation etc.) at the same moment. It also includes studies 
which compare samples from more than one culture (cross-cultural studies). 

Longitudinal studies follow a group ('cohort', if a large group) through a 
long~sh period of time, possibly comparing with a control group ifthe first 
group is receiving some 'treatment'. 
Cross-sectional studies capture several groups, usually of different ages, at 
one specific point. The general goals are t o  map developmental stages or the 
enhanced effect of a 'treatment' over time. 

* There is a very serious and strong issue of ethnocentrism involved in cross- 
cultural study and recognition of this has mostly replaced older studies 
which had a highly Euro/American-centred and/or colonial flavour, sometimes 
bearing clear signs of racism. More recent studies take on the political issues 
and attempt to avoid ethnocentrism. There is some development of 
'indigenous psychologies' - psychology originated by and geared t o  the socio- 
political needs of people within several cultures (e.g. India, Philippines). 
The student reader is warned of the need to  clanfy concepts of race, ethnicrty 
and discrimination, through discussion and reading, before embarl<ing on a 
possibly sensitive practical project which ~ncludes race issues. Attention to  
one's own stereotypes, received views and language is important. 

Both these and longitudinal studies can give information on changes in a psycho- 
logical variable over time. A cross-sectional study does this by taking groups of 
children or adults f rom different specified age bands and comparing them at the same 
moment in time. Comparisons may well highlight age-related changes and devel- 
opmental trends. Cross-sectional data are often used to support developmental 
theories such as those of Piaget or Freud. 

Two specific examples of cross-sectional studies are: 
1 Williams et al. (1975) interviewed five-, seven- and nine-year-old children. She 

asked the children to guess the sex of heavily stereotyped story characters. Five- 
year-olds showed some stereotyping but seven- and nine-year-olds showed far 
more. 



-4 2 Kohlberg (1 981) developed his theory of changes in the style of children's moral 
reasoning fiom a study of ten-, 13- and 16-year-olds' attempts to solve several > moral dilemmas. 

A cross-sectional study can also compare groups defined other than by age. A cross, ' 

section of classes might be studied, or of occupational or ethnic groups but always . 
comparing the samples at the same time. 

The big disadvantage of cross-sectional studies is that of comparability, a problem 
encountered in any study using independent samples. We can't ever be sure that ow 
two or more groups are similar enough for fair comparison. The longitudinal 
approach surmounts this difficulty since it employs repeated measures on the same 
group of people over a substantial period, often a number of years. In this way 
genuine changes and the stability of some characteristics may be observed. Ifintervals 
between observations are not too large, major points of change can be identified. In 
some longitudinal studies, such as Kagan's, below, a control group is used for 
comparison where the 'treatment' group is receiving some form of intervention 
programme or (as in Kagan's) there is a naturally differing independent variable. 
Examples of longitudinal studies are: 
1 Kagan et al. (1980) showed that infants in day care during the working week 

were no worse developed on any measure than home-reared children, so long as 
care facilities were good. 

2 Eron et al. (1 972) demonstrated a correlation between longer viewing of 
television violence at age nine and higher aggressiveness at age 19, by following ., , 
through a study with hundreds of boys. 

3 Kohlberg also carried out longitudinal studies, one lasting for 20 years, on groups 
of children and their moral reasoning. 

Every so often, huge longitudinal studies are carried out on a large section of the 
population, often children, in order to give some idea of national trends. In such cases 
the large sample of children is known as a COHORT. An example would be Davie et al. 
(1 972) who followed almost 16 000 children f?om birth (one week in 1958) to the age 
of 11. 

EVALUATION OF LONGITUDINAL AND CROSS-SECTIONAL STUDIES 

The longitudinal approach can show genuine changes in the children studied. If the 
sample is small, generalisation has to be tentative, but with larger samples or 
replicated studies, researchers can be more confident that changes are common to the 
population sampled from. 

Changes inferred from a cross-sectional study could be the result of variation 
between groups in, for instance, education or local cultural environment. Samples in 
cross-sectional studies can also be biased by age discrimination. A sample of 14-year- 
old village children may not include those at boarding school whereas their nine-year- 
old equivalents are present at the time of the study. 

Where the cross-sectional age difference is large (say 20 years), the different social 
changes experienced by the two groups may interfere with direct comparison on the 
variables studied. This is known as the COHORT EFFECT. We can make cohort effects 

COMPARISON STUDIES 161 

object of research by selecting a group of 16-year-olds, for instance, in the years 
2000 and 2005. This is known as TIME LAG study. Here we obviously can't 
longitudinal comparisons (different people) or cross-sectional comparisons 

. +. age, ditferent time) but we can see whether amtudes have altered, or abilities C&-&P&< 
;iproved, in the culture studied so long as we have confidence that the samples are 

;YE. : . %  a> L*  all,representati~e enough of 16-year-olds in that year. 
Because of the expense and time involved, longitudinal research tends to use 

- .. 5 ielatjvely fewer people. Of these, some may get sick, move or otherwise drop out of 
= " he study. The remaining sample might consequently be unrepresentative. 
7 -- . - Events of one era, such as war, massive unemployment or a dramatic rise in - 1 . .  

divorce rate, might have a specific effect on one generation of children in a 
~,~dtudinal study such that their particular pattern of development is not character- 

other generations. This is known as the CROSS-GENERATIONAL PROBLEM. 

&ions made at the start of a longitudinal study are irreversible once the study 
,gun, unless the study is relatively unstructured (for instance, a case-study). A 
sectional study can sooner be modified and replicated within the same 

th longitudinal and cross-sectional studies may be confounded by maturational 
es in children's general development. For instance, difficult questions will be 
easily answered by nine-year-olds than by seven-year-dds. We might falsely 

that the younger children don't have the knowledge or concept which 
sk about. Older children might be more capable of guessing what a 

CROSS-SECTIONAL, SHORT-TERM LONGITUDINAL STUDY 

This is a compromise design for the study of age comparison. Three groups, say of 
+-.6-15, 15- and 17-year-olds may be studied over two years on the effects of a 

programme designed to reduce drug addiction. Each group would be compared with 
a control group, as in a longitudinal study using one age group. But here we can 
determine the age at which the programme has maximum effect whilst investigating 
the range 13 to 19 in just two years. An example is Halliday and Leslie (1986) who 
studied mother-child communications with children ranging from 9-29 months at 

t PQ 

I I I I I 
1990 1995 2000 2005 2010 

Time of study 
A -  E = cross-sectional study on groups A to E 
PO = longitudinal study on group P, control group Q 
1 - 5 = time lag study on groups 1 to 5, all aged 7 

Figure 1 0. I Dzperent kinds of comparison study (adaptedfiom Lewin, 1979) 
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the start of the study, to 15-36 months at the end, SO the age range of 9 to 36 month, ep, the 'African mind' or the 'Indian character', given the size and huge variety of 
was covered in six months' recording. eas. Even talk of the 'Irish temperament' seems, to me, to be spoken from the 

Box I 0 I Advantages and disadvantages oflongzgztwlinal and cross-sectional studies end of some very powerful binoculars. However, this book is about methods 

and so what's the relevance of the politics? Simply, that it seems impossible 
to separate method from a vast dimension of possible cultural bias on the part of the Cross-sectional Longitudinal 

or the test used. Jung's comments above demonstrate the frightening effect of 
Advantages Cross-sectional groups are studied The devetopment of specific no objective method for comparison at all. However, also dangerous is the 

at same historical moment so individuals is recorded ion of objectivity lent by the scientific aura of psychological instruments and 
mss-generational problem No variation beween groups can when these are exported unquestioningly to cultures they were not 
avoided confound age and stage developed with or standardised upon. 
Few people lost during study comparisons cross-cultural studies compare samples from two or more cultures on some 
Relatively inexpensive and less Useful where the effect of some _ psychological variable. Differences found are attributed either to broad socialisation 

time consuming. Support for treatment' or programme is to be t 
processes or to genetic factors. By far the greater number of recent studies emphasise 

theories, modification or followed through and resuits . the social environment as cause. Studies conducted earlier in the twentieth century 

replication all achieved more compared with those of a contml had a distinctive colonial or Euro-centred flavour. The 'natives' were inter- 
quickly group es&g to study, whole societies were described as 'primitive' and the term 'negro' was 

commonplace, though this latter term occurred uncritically as late as the 1980s in 
Di~dvantages Cohort problem if age difference Samples smaller and people may , some psychology texts. 

between groups is large be lost during study Typically, psychologists tested members of a tribal community on visual illusions 
Non-equivalent groups may Once started, mod~fication a n  be - I or counting tasks. The emphasis was often on what tribes 'lacked', and the studies 
confound results difficult or 'unscientific' tended to be ETHNOCENTRIC. An example of ethnocentrism is to describe a tribe's 
Does not provide information on Time consuming. Results only after beliefs as 'superstitious' whilst not recognising that one's own religious 
the development of specific a long penod. Replication and ? beliefs qualify for the same analysis. Westerners, who greet with a firm handshake and 
individuals modification difficult or impossible I 

full eye contact, tend to describe non-Western greetings which involve a bowed head 
and no eye contact as 'deferential' or as exhibiting a 'shy' cultural personality. This is 

Relatively expensive . an ethnocentric description which assumes that Western interpretations are some- 
Cross-generational problem , 1 how m e  and that their greetings are a neutral norm with which to compare others. 
possible when development of Tm " -""" 

Such value judgements are solely from the Westerner's point of view and have no 
one generation compared with universal validity. 
another i Ethnocentrism very easily leads to false alternative interpretations of behaviour. In 

Mozambique I was told of an educational psychologist who got children to do the 
'draw a man' test, a projective test (see Chapter 9) whose procedure is obvious. Their 

CROSS-CULTURAL STUD~ES I 

Psychologists who discover reliable effects or who demonstrate strong developmental 
trends within one culture (an 'intra-cultural' study) may well be interested in whether 
these may be found in cultures other than that of the original study. If the trends - 

appear elsewhere, the case for universal psychological factors is strengthened. 
Aspects of grammar development, for instance, seem to occur in stages recognisable 
in all cultures so far studied, though debates arise about more specific details. 

There are massive academic and political problems in attempting to generalise 
findings and theories from one culture to another. Fortunately, not many psycholo- 
gists have been as overtly racist as C .  G. Jung (1930) who claimed: 

'The inferior (African) man exercises a tremendous pull upon civilised beings who 
are forced to live with him, because he fascinates the inferior layers of our psyche, 
which has lived through untold ages of similar conditions'. &cans, he argued, had a 
'whole evolutionary layer less', psychologically speaking. 

It  is staggering to me that anyone can, as people very often do, discuss, in one 

- tiny drawings in one corner of the page were interpreted as demonstrating the poor 
self-image of Mozambican children still present just after, and caused by, centuries of 
Portuguese colonialism. It was pointed out to her that Mozambican school children 
were under strict instructions not to waste paper in times of great shortage and weak 
economy! 

Nisbet (1971) argued that the cross-cultural method was just another way, 
seemingly scientific and respectable, of placing European cultures at the top of a 
graded hierarchy. Campbell (1970) argued that some protection against ethnocen- 
@ism could be gained by carrying out a design in which a researcher from culture A 
studies cultures A and I3 (a common cross-cultural design) whilst a second researcher 
&om culture B also studies cultures A and B. 

To find fairly non-ethnocentric work, it is useful to turn to the work of the social 
anthropologists, who tend to conduct intense participant observation studies as a 
member of a village community for many months if not years. These researchers have 
studied the community in its own right, not as a comparison with the West. They 
would attempt to record the interrelationship of local customs, norms, taboos and 
social interactions such as marriage and trade. 

Classic examples include Margaret Mead's studies of female adolescence in 
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Samoa and of sex-role differences in New Guinea. Ruth Benedict (1934) used the kg <traditional' to 'egalitarian'), and where samples were more 'traditional' as term CUL- R E U ~  to underline her view that an individual's behaviom and 
- : the male stereotype was more highly valued. 

thinking must be viewed through, and can only be understood using, that person's A very important area of application for cross-cultural studies is in the area of own cultural environment. rnationy, the process of becoming used to another culture, and perhaps having 
This point has been subscribed to by many psychologists who argue that the ,,, own change as a result, either through choice (e.g. emigration) or force 

independent and dependent variables of controlled studies are difficult or impossible g. refigees) wuiarns and Beny (1991) argue that psychologists have enough to compare across wide cultural gaps. Several studies, for instance, found rural wledge now to implement programmes which would greatly reduce the stress 
A&icrn tribespeople significantly more affected than Westerners by some visual lved. ~n Europe, at present, this could be very useful knowledge indeed. illusions, and less affected by others. This was explained with the 'carpentered world9 
hypothesis that a highly structured, sharp-cornered Western environment is respons- 
ible for the differences. A fierce debate arose when other research highlighted l ~ ~ [ ~ E N O U S  PSYCHOLOGIES 

Western-style education as the crucial variable, with its emphasis on the inter- : ln the same way as women found it unacceptable that a majority of men should 
pretation of printed, two-dimensional graphic materials. Several illusions have been - define all psychology, including the study of gender, (see next chapter) so members of 
found to work similarly on members of non-indusnialised cultures when presented non-Western cultures have seen the imposition or model of Western psychology as 
using local artistic materials. inappropriate to their needs and understanding of themselves. Sinha (1986) charac- 

terised the early stages of the development of Indian psychology as very much 'tied to 
he apron strings of' Western principles and an almost reverent repetition of Western RESEARCH EXAMPLES studies. The 'final' stage, 'indigenisation', meant the transformation of methods to 

Cross-cultural studies in psychology have increased markedly since the late 1960s. suit Indian economic and political realities and needs. Enriquez (1990) is even more 

Issues in the field, in particular ethnocentricity and related research methods : radical and promotes the development of an entirely separate Filipino psychology 
problems, as well as recent research and numerous applications, can be found in from its own fundamental roots. This movement has three primary objections: 'it is 
Beny et al. (1992). A further modem source is Brislin (1990) for applied examples. a psychology that perpetuates the colonial status of the Filipino mind; it is 

The studies now conducted have lost a lot of the early ethnocentrism. In the . against the imposition on a Third World country of psychologies developed in, and 
modem period, an early start was Ainsworth's (1967) comparison of attachment appropriate to, indusmalised countries; and it is against a psychology used for the 

behaviour in the USA and in Uganda. Kohlberg's stages of moral development were G 
exploitation of the masses.' (Berry et al. 1990) As with feminist psychology, these 

confirmed in studies conducted in Taiwan, Turkey, Mexico, India and Kenya. movements, have, to some extent, identified strict positivism with a Western 
However, recent studies by Miller et al. (1990) have suggested that KohlbergYs theory approach and, without complete rejection, have generally favoured a more qualitative 
of stages is culture bound. Initially they found that (Asian) Indians tended to 
moral priority to social duties whereas Americans were more individualistic, concen- 
trating on a person's rights. In 1990, they found that Indians and Americans were 
similar in serious, say life-threatening, examples but Indians had a broader view of 
moral responsibilities and obligations, emphasising personal need more than the 
American sample. 

Ma (1988) found two Chinese samples (Hong Kong and People's Republic) to be 
more altruistic than an English sample. I 

Joe (1991) provides a good example of using support of the null hypothesis as 
evidence. She studied Papiamento-speaking and Creole English-speaking children in 
the Caribbean. The first language is 'tonal', meaning that the same sounds, spoken in 
different pitches, indicate different meanings. A general theory has been that the use 
of a tonal language affects certain cognitive abilities but Joe found no general 
differences. 

Williams and Best (1982) asked 2 800 people in 30 countries across four 
continents to report on the general view (not their own) of men and women in their 
culture. There were interesting cross-cultural differences. The female stereotype was 
valued most highly in Italy and Peru; females were seen as most active in Japan and 
the USA and most passive in France and India; males rated lowest on 'strength' in 
the USA and Venezuela. However, on 'activity' and 'strength' there was no overlap, 
the highest country's score for females not reaching the lowest country's score for 
males. In 1990 a further study in 14 countries found that women, in almost all 
counmes, held a more 'egalitarian' sex-role ideology than did men (on a measure 

- 

approach, more closely integrated with general socio-economic development and 
policy. Quantitative methods also exist and these have moved towards development 
of 'home-grown' assessment methods and scales rather than the import and 
restandardisation of existing Western measures. 

ETHNlClTY AND CULTURE WITHIN ONE SOCIETY - DOING A 'RACE' 
PROJECT 

Research projects on differing cultures within one society are referred to as 'intra- 
cultural' studies. Students very often choose to do such a project on '~rejudice' or 
'race', mostly for the best of possible reasons - they are concerned about racism and 
injustice or, more positively, fascinated by a different perspective within their society. 
Such studies, however, are fraught with the dangers of ethnocentrism, stereotyping 
and misunderstanding. I am not impartial on this matter. A fence-sitting position can 
easily support racism. I do not believe it is possible to be reared in the UK (white or 
black) without subtly absorbing the images and themes which make up our Past - a 
colonial country in which the vast majority of people would not have thought twice 
about Jung's statement, certainly when I was a child in the late fifties. 

I would recommend that students do concern themselves with race issues but, in 
- choosing to do what might have seemed a simple project, there would need to be a lot 

of preparation and groundwork on cultural perspectives and the language of racism. 
For instance, I am very concerned when a student says, quite innocently, that she 
wishes to get the attitudes of 'coloured' people in her study. Will she use this term 
with the participants and possibly alienate the majority, giving psychology a worse 

- 
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name than it sometimes has anyway? The researcher needs to investigate his or her ntages of cross-cultural studies 
own sense of ethnicity first - white people often don't think of themselves as 'ethnic¶ . 
in any way, the term having become a euphemism for the earlier euphemism of Disadvanta-P- 
'coloured', meaning 'not naturally uncoloured like us'! The issue of language i ,jemonaraie univenal development Can support 
crucial, since it is the conveyor of subtle, historically interwoven and politicauy assumptions 
tangled concepts. The studentlresearcher should seek advice on all the terms to be Extremely conly arro url ~r. ~1 1 nl - 
used in, say, a questionnaire or vignette. Deeper still, students/researchers shoul 

ariables may not be culturally cornparable study thoroughly their own politics on the relationship between their own e 
group and another. Are they 'culture/colour blind' host integrationists who believe ~ificulties of communication. Subtle 
that somehow, some day all this bother should go away and eventually black people lfferences between 'equivalent' terms may 
will be and live 'just like us'? Or do they accept the similarity of people, but also lake large d 
recognise the valuable richness of cultural diversity in a land which, like many others, 'an ignore t 
often tries to ignore the differences at the expense of the minorities, in an unhealthy not homo1 
attempt to pretend that the 'majority' culture is one, united, homogenous group? (see 3mprises many laenur~aote cumre 
bottom of Box 10.2) lclude Afro-Caribbean, Indian (sev 

This is a book on methods and statistics which could attempt to be 'pol ?parable cultures), Pakistani, Scots 
neutral' on these matters and argue that science and numbers are scienc iighland and lowland), Irish, Welsh 
numbers. In an important sense this is true and much of this book support and south), Geordie, Liverpudlian, and 
position. However, when people investigate people they interact and deploy the Cornish, to name a few 
srrength of opinions. A teacher claiming that the variety of children in her class are 
'all the same colour' is not politically neutral. A researcher's stance and attitude 
undoubtedly flavour any research involving race. TO find out about another group one say, than two samples of working people or 'villagers', for instance- 
must be prepared to destroy stereotypes; one cannot enter with a hidden belief in A m e  experiment occurs when one group of randomly selected children are given 
superiority, however subtle; only valuing and empathising with the group a ctreatmenty (say, special reading training), organised by the investigator, and 
produce validity and this involves homework on one's self. another group serves as control, whilst both are followed UP over several Years. 

READING O N  RACE - % 

As I write this morning there is an old controversial hot potato in the news which will 
be interesting to follow. It is the re-emphasis on just why black people in the UK are 

children, - cohort overrepresented in some psychiatric categories and receive higher levels of physical 
medication (as opposed to psychotherapy). This is not a new issue and the 
get a flavour of race issues in psychology via arguments in psychiatry in Li 
(1989). A lively, readable introduction to the ways in which television and film subtly dy -- cohort effect 
portray racial and cultural images, along with good history, arguments and 
blowing any myth that 'young people just don't have race prejudice these days' is 
John Twitchin's (1988) The Black and Wzite Media Book (coupled with his cross-generational 
programmes of the same name and obtainable as training material from the BBC). ; longitudinally studied group is compared - problem 

with another who have generally had 
COMPARISON STUDIES ARE DESIGN FRAMEWORKS quite different social experiences 

A research study can have a longitudinal, cross-sectional or cross-cultural design and View that a person's behaviour and cukutal relativky 
still be either experimental or not. Given the nature of the comparison designs, and 
what they are most useful for, most studies using them are non-experimental. They 
tend to be observational or make use of some test, scale or interview technique in 
order to compare existing measured variables. If the independent variable focused on ethnocentrism 
is the two (or more) different cultures then the design is ex post facto, since the ' 

investigator cannot manipulate the variable of cultural difference. The samples Psycholog~cal methodology developed by indigenous psychology 
studied would preferably be randomly selected. Equivalence of samples is, of course, and wkhin one culture, not imported 
a huge issue and one 1'11 leave you to ponder about since there is not room here to go from another 
further. I t  would be easier to get two representative samples of university students, I 
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il POSITIVISM 

. - - . .  

types of study 
Compamtive study of two or more - crosrcultural study 
different soc~eties, or social subgroups - 
Comparative study oFseveral groups -- Cross-sectional 
captured for measurement at a single - 
tlme point 

m 
Comparative study of several age groups, -- Cross-sectional, 
followed through over a relatively short - , 
period short-term, 

- longitudinal stur 
NEW PARADIGMS 

Comparative study of one group over a - longitudinal stuc 
relatively long period (possibly including 
a control group) 

Comparative study in which a sample of - time-rag snjnv ~ h l s  chapter presents a summary of recent strengthening In the use of methods 
a specific age is selected each time the often known as 'qualitative' or, to emphasise fundamental disagreement wrth 
study is run. k is run at relatively long the trad~tional methods, 'new paradigm'. Here, methods are not just an 
intetvals set of procedures but incorporate a fundamental philosophical crit~que 

.- of the traditional 'posit~v~st', hypothetlco-deductive parad~gm wrthin psycholog~cal 
research. Posrtivism is the philosophy which sees only (numerically) measurable 
events as worthy of scientific study. 

Tmdrt~onal quantitative methods have often produced relatively artificial and 
stenle results, inapplicable to  the realities of everyday human I~fe. 
The alternative approaches presented here emphasise closeness to  
participants and the rlchness of lnforrnation produced when unstructured data 
gather~ng methods are applied. 
Action research involves intervent~on aimed at change; endogenous or 
collaborative approaches aim t o  help participants evolve their own research 
and processes of change, the former in communrties, the latter often In 

There is a debate which has raged o n  and off within psychology for a long time. I t  
started as far back as 1894 when Dilthey criticised the experimental psychology o f  the 
time for copying the natural science model and for consequent reductionism in 
explaining mental processes. It sometimes dies down but has been particularly potent 
during the last ten to 15 years. It concerns whether psychological research should 
follow closely the example of the natural and physical sciences which have been so 
successful in advancing our understanding o f  natural phenomena. Their method has 
involved careful observation, accurate numerical measurement and the assumption 
that what cannot be  so measured is not  amenable to  scientific investigation - a 
position amounting to  POSITIVISM for want o f  a better term, though not  everyone 

I 

organisations. 
Feminist psychology emphaslses qualitative and participative research 
methods relat~vely neglected by the male establishment which has dom~nated 
psycholog~cal research development. 
Discourse analysis focuses on the ways people construct ~ndrvldual versions 
of events through their convenatlon. 
Reflexivity demands that readen of research reports are made aware of the 
relative nature of sclent~fic views of the world through the author's discussion 
of their work with the reader by some appropnate 'reflexive' mechanism. 
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agrees on the precise meaning of this label. The overwhelming paradigm has been use lt is also argued that memory experiments using unconnected words out of 
of the hypothetico-deductive method described in Chapter 1. A 'paradigmy is the or even sets of nonsense syllables, which restrict the use of natural capacities, 
generally accepted method for conducting research and theory development. give rise to unnecessarily simplistic models of the person and of the nature and 
practice, if you don't follow it you're less likely to get research grants or have youp operation of cognitive processes. 
work taken seriously. 

DOUBTS ABOUT POSITIVISM 

In a nutshell the issue is: if we carry out research using the highly controlled 
procedures and exact quantification of variables recommended by traditional science 
and by most psychological textbooks, including this one in many parts, will we not be 
gaining only very narrow, perhaps artificial, perhaps sometimes useless knowledge of 
human behaviour and experience? Consider the following fictitious table of results 
from an experiment where the independent variable was 20 common or uncommon 
words in a list, presented one per second via computer screen, and the dependent 
variable was the number of words recalled, order irrelevant, in each condition during 
60 seconds after exposure of the last item. 

Table I I .  I Number of commonluncommon words recalled 

Number of words recalled: 
Participant Common Uncommon 

1 I2 5 
2 13 10 
3 7 6 
4 5 4 
5 A 18 I2 
6 15 12 
6 12 6 
7 I8 10 
8 14 7 
9 7 .  3 

10 12 6 
I 

This provides us with the not unsusprising information that infrequently met words 
are harder to recall. The empiricist argues that, nevertheless, (and in the spirit of the 
points made in Chapter 1 about 'armchair certainties') the research is required to 
back up what is otherwise only an unsupported, casual observation. A critic might 
argue as follows: only in psychology experiments and party games do people have to 
learn a list of 20 unrelated words. How can this relate to the normal use of human 
memory which operates in a social, meaningful context? The results of the experi- 
ment may be significant but they tell us little of relevance. The study gives us no 
information at all about the participants' experiences. They all, no doubt, used 
personally devised methods and found their own unique meanings in the combina- 
tion of words presented. This information is powerful and 'belongs' to the partici- 
pants, yet is unused and is not asked for, which could even constitute something of an 
insult to 'subjects' who participated in what, for them, was to be 'an interesting 
experiment'. 

,& EXAMPLES OF NARROWNESS AND ARTIFICIALITY 

similarly, many studies measure attitude using a scale of the kind we looked at in 
Chapter 9. On this, each participant ends up with a single numerical value. On 
political attitude, for instance, a person's position may be represented as 34, where 40 
is the highest value a 'conservauve' (right-wing) person could score, the other end of 
the scale being 'radical' (left wing). Using this system, we are assuming political 

to lie along a unitary dimension, whereas, in fact, if we asked people in 
depth about their ideas and principles, we would uncover various unique combina- 
tions of left- and right-wing views which couldn't, meaningfully, be averaged down to 
a midpoint on the scale. 

Consider the measurement of your intelligence, and all that it means to you, as a 
number not too far from 100. Think of the task of judging an anonymous person on a 
five point scale, knowing only that the person possesses characteristics in the form of 
single words like 'confident' written on a piece of card. 

HarrC (1 981) argues that orthodox (positivist) research methods have led to a great 
deal of irrelevance in, for instance, social psychological research. He analyses an 
experiment in which women had to sit and look at themselves on a T V  monitor for 
one minute. The IV was then applied in that they heard a lecture on venereal disease 
either straight away or four minutes later. They were then asked whether they would 
contribute to a venereal disease remedial programme under certain circumstances. 
The aim was to test the idea that heightened 'self-focus' would facilitate 'helping 
behaviour'. Ham6 argues that the 'self-focus' device (watching themselves) com- 

I 
pletely trivialised the complex concept of self originally proposed by G. H. Mead. 

'1 THE ESTABLISHMENT PARADIGM 

Working under syllabus requirements for students to produce strictly quantified data 
and analyses, I have often been instrumental in helping narrow an originally rich 
concept down to an empirically measurable one. For example, two teenage students, 
intensely interested, understandably, in researching the self-concept among teen- 
agers, have ended up counting how many more times girls used social terms to 
describe themselves compared with boys, because this was a numerically verifiable 
test of a hypothesis. 

My own training taught me to treat all non-quantitative evidence with suspicion 
approaching the hostile, and that information gathered without a prearranged 
numerical scoring system and rigidly adhered to procedure had to be wide open to 
vagueness, subjectivity and irrelevance. 

Some would argue that this is an example of the establishment imposing the 
traditional paradigm right from the start. Others argue that this focusing is necessary 
in' the interests of objectivity, clarity of thought and replicability. But it certainly 
seems possible to achieve the requisite clarity of thought without a knee-jerk 
reduction to numbers. Astronomers chemists and biologists don't always cotmt - 
they look for patterns. So did Freud, Piaget, Bartlett, and many other psychologists 
whose insights do not always fundamentally depend on strictly quantifiyd data. 



THE MAJOR OBJECTIONS T O  THE TRADITIONAL PARADIGM ce is the positivist one, which embraces the traditional scientific (hypothetico- 

Some of these have already been touched on in covering the more qualitative aspea, model. But there is not just one new paradigm. The term crops up in 

of in te~ewing  and observing, as well as in the case-study section. However, let's put The term is used by several people and groups with varying 
together the general case 'against'. backgrounds, 

and aims but with most of the objections above in common. 
also would agree with most, if not all of the following points: 

1 Traditional research treats people as isolatable &om their social contexts. ~t even 
treats pa* of people (e.g. their memory or attitude) as separable. 'Subjects' are to psycho~ogical research should concentrate on the meanings of actions in a social 
be treated as identical units for purposes of demonstrating the researcher's not on isolated, 'objective' units of behaviour - holism, not atomism. 
preconceived notions about humans which they cannot challenge. They are The emphasis should also be upon interaction. Attribution, for instance, is not 
manipulated in and out of the research condition. the work of one person, but the result of negotiation between observer and 

2 Whereas we all realise that to know and understand even one's good friends one served, the latter attempting to control or contradict attributions. 
has to stay close, the researcher, in the interests of objectiviry, strains to remain M ~ ~ ~ ~ ~ ~ s  and interactions belong to social situations and contexts and can't be 
distant. The researcher's attitudes and motives are not recognised, revealed or isolated from these. 
seen as relevant to the research process. ~ ~ ~ ~ ~ c h  is therefore mostly naturalistic and qualitative. 
This ~ b j e c t i v i ~  is seen as mythical. The attempt to stay coolly distant, and the search is conducted as closely as possible with the person(s) studied. A quote 
quantitative paradigm, blind the researcher to hisher o m  iduence and active from Hall (1975) makes this point: 
role in the research Process which is a social context. When students administer 
structured questionnaires to peers, for instance, the respondents usually want to Social science research often appears to produce a situation in which a 

know what the student thinks and whether they believe all those statements Which medical doctor mes to diagnose a patient's symptoms from around the 
the respondent had to check. corner and out of sight. The social scientist uses his 'instruments' to 

measure the response ofthe patient as though they were a kind of long 
4 The eTm+nental situation or survey interview can only pennit the gathering of ste&oscope. The focus of the researcher has been on developing a 

superficial information. In the study of person perception and interpersonal better and better stethoscope for going around Comers and into houses 
attraction, for instance, maidy first impressions have been researched with 
traditional methods. when the real need is for the researcher to walk around the comer, into 

the house and begin talking with the people who live there. 
5 Experimental procedures restrict the normal powers of 'subjects' to plan, react 

and express appropriate social behaviour in the context of the research topic. Yet 6 participants' 0% terms and interpretations are the most central data. To  quote 
the investigator uses the results to make statements about human nature on the 'De Waele and Harrk (1979): 
same topic. The resulting model of the person is simplistic and mechanistic. 

BY taking participants' interpretations seriously we gained the falsifica- 
6 Deception can only falsify the research context and give quite misleading results, tion of reality which occurs when self-reports are confined to the replies 

besides treating the participant with contempt. to questionnaires etc., which have been devised in. advance by the 
7 The relationship between experimenter and 'subject' is like that of employer- investigator . . . Participants, if allowed to construct their own inter- 

employee. It is dominating and elitist. Hence, behaviour exhibited will mirror this pretations, often present a range of meanings and reveal implicit 
particular social context. This will also contribute to the resulting model ?f the theories sometimes widely at variance with those imposed by the 
person. investigators. 

8 Highly structured research methods predetermine the nature ofresulting I This approach is exemplified in Marsh's (1978) work on the accounts given by 
info~mation. Theoretical frameworks are imposed on the par-cipants. football fans of the 'rules' of football terrace behaviour. Marsh used an approach 
Questionnaires, for example, singularly fail to extract the most important developed from Harrk's 'ethogenic' perspective, the ~ers~ect ive outlined above. 
information from people. Information obtained is narrow, rarefied and 
unrealistic. 7 Some version of INDUCTIVE ANALYSIS is prefemed to the hypothetico-deductive 

approach. In the former, theories, models and hypotheses emerge from the data- 
structured coding and categorising systems lose sight of the wholeness of gathering process rather than being confirmed by it. (Ironically, this is close to 

the individual. . . the philosophy of the early empirical method, where one was supposed to gather 
data from the natural, physical world with no preconceptions.) 

SO WHAT D O  NEW PARADIGMS PROPOSE? 

Thomas Kuhn (1 962) made the term 'paradigm' popular when he discussed ways in 
which science goes through radical changes in its overall conception of appropriate - 

models and methodology. A 'paradigm shift.' occurred when Einsteinian physics 

Medawar (1963), however, has argued forcefully against the naYve 
assumption that oae can approach any phenomenon, in order to study it, with 

~ 

absolutely no preconceptions as to its modes of functioning - certainly not in the 
social world anyway. 

replaced Newtonian. Inductive analysis also involves the process of constantly refining emergent 
The paradigm which 'new paradigm' psychological researchers are seeking to categories and models in the light of incoming data. 



-- 

The value of this approach is particularly seen in its ability to permit r ~ ~ l p ~ T I V E  RESEARCH 
categories, processes, even hypotheses to emerge which might not have been 
envisaged as present before research began, whereas traditional research strictly of people participating in research and collaborating with the researcher in 
defmes variables and dimensions before data collection, such that data may be the project is not new. Here is a quote &om Madge (1953): 
distorted to fit the prearranged scheme. techniques of experimentation which have so far been discussed are 
Emergent theories are likely to be local, rather than massive generalisations , based on those evolved in the natural sciences. Can it be that a radically 
about the nature of human thought or personality. different approach is required in social science? Can the human beings 
For the more radical departures from the traditional paradigm there is a high constitute the subject-matter of social science be regarded, not as 
degree of participation by those researched in some or all of the development, cts for experimental manipulation, but as participants in what is being 

running and analysis of the research project. The extreme version of this , . planned? If this can be so, it requires a transformed attitude towards social 
approach involves the target group acting as collaborative researchers with the experiment. Traditionally, attention is concentrated on the  rec cautions 
original researcher as a form of consultant and data organiserlanalyst. Any needed to objectify results, and this entails treating the participants as lay 
findings or interpretations are discussed and modified by the group as a whole in figures to be observed before and after subjection to a series of external 
its own terms. Reality is 'negotiated'. . sdmuli. In contrast, the new approach entails the acceptance and encour- 

ent of conscious co-operation by all concerned. There are then no 
At the very least, though, most methods under the 'new paradigm/qualitativey longer an investigator and his passive subjects, but a number of human umbrella involve the notion of a 'research cycle', gone round several Dines, in 

- beings, one of whom is more experienced than the others and has 
which an integral step is to consult with participants as to the acceptability and somewhat more complex aims, but all of whom are knowingly collaborat- accuracy of emergent theories, models and categories. 

ing in a research project. 

QUALITATIVE APPROACHES What has increased in the 1980s and 1990s is the actual practice of such research and - - - . . the redognition of people as active enquirers in the research process, so much so that I had originally intended to head this chapter 'qualitative approaches' and take YOU 1 even the establishment body for academic psychology, the British Psychological 
through a distinct set of methods. As it turned out, it made more sense to deal with i . Society has recommended that the term 'subjects' be dropped in favour of 'partici- 
the quantitative-qualitative dimension as we went througfl observation, interview - . pants'. The message has so far had little effect - as mentioned in Chapter 1, there was 
and the like. The methods we have encountered SO far which could count as i ', jvn one use of the term in over 30 oppo-ties in the British Journal of qualitative include: -. 

P ~ c h o l o m  from 1992 to mid-1993. However, these are early days for this change. 
Open-ended questionnaires -. -. - -This is not to say that there weren't always some researchers using participative 
Unstructured interviews techniques with a philosophy, not just an analysis of data, which was broadly 
Semi-structured observation qualitative. Here are some research influences or strands of the general qualitative or - Participant observation 'new paradigm' perspective. 
The diary method 
The clinical method (to some extent) ACTION RESEARCH 
Role-play and simulation (depending on particular research) 
Individual case-studies 

Although these methods gather qualitative data, they are not all what one might call 
'qualitative' in outlook, by which is meant that the research aim is to use the data in 
their qualitative form and not extract from them just that which can somehow be 
represented numerically. The data are retained in the form of meanings. In Chapter 
25 we look at ways in which qualitative data can be dealt with. To the extent that data 
are strictly categorised, coded or content analysed, the approach tends to be 
positivistic rather than qualitative in outlook. 

But it would be tempting to assume that all approaches which are qualitative in 
outlook would automatically fall into this category of new paradigm. However, the 
subterfuge and secrecy of much participant observation runs counter to several of the 
principles outlined above. The people studied are often not participants in the 
research, only the researcher is. The presentation of results can tend to deliver the 
message 'what fascinatingly strange people, and they're organised too.' 

" 

, 

' 

First proposed by Kurt Lewin in the mid 1940s, this approach basically called for 
. research to be applied to practical issues occurring in the everyday social world. The 

idea was to enter a social situation, attempt change and monitor results. This might 
be setting up or contributing to a programme designed to raise awareness on dietary 
needs or the dangers of smoking. The approach has been used extensively in the area 
of occupational psychology concerned with organisational change. Associated 
examples come from the work of the Tavistock Institute and their concentration on 
'socio-technical systems'. The emphasis here is on facilitation of a work-group in 
developing human systems which counteract the otherwise dehumanising influence 
of machinery and technology. A guiding principle is that the researcher involves 
representatives of, if not all, the work-group in the process of change. There are 
examples as far back as Trist and Barnforth (1951) who reorganised workers in the 
Durham coalfields and Rice (1958) who did the same in Ahmedabad, India. 
Obviously, here is an area where the research aim and area lend themselves to a 
qualitative and participative approach. 
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ENDOGENOUS RESEARCH of which new researchers are aware. In advocating the 
ve approach he argues that the new paradigm is a 'paradigm of choice' 

This is an import from anthropology, the originators of participant observation on a the traditional hypothetico-deductive and the alternative holistic, inductive 
big scale. In this approach, rather than living with a community for a year or so, 
coming away, then publishing a report, the researcher involves members of the that quantification is only one example of a more general 

in a mearch project on their own customs, norms and organisation 
their own terns. rred. Quantitative and qualitative procedures are just different forms of the 

actice of 're-representation' in science. In other words, whether I measure 

COLLABORATIVE RESEARCH 
or re-describe it, what results is my surnmarised version of 

Roughly speaking, putting the last two approaches together, we get the basis 
collaborative research, in which participants are involved as fully as possible 
research on their own group organisation. The researcher may have to lead at [NET PERSPECTIVE 

beginning but as participants realise the nature of the game they become m er and more recent new force within psychological research methods has been 
centrally involved in the progress of research. In some cases the research is initia amVal of serious challenges to the traditional research paradigm from the point of 
by an already existing member of the organisation or group. of the politics and ideology of the women's movement. 

This is particularly suitable where a group is planning or undergoing change a about as stunningly inappropriate that a male should author research on The 
requires evaluation. Participants take up data-gathering ideas, develop their o Women (I still have the Penguin paperback!) as that white psychologists 
consider the researcher's findings or analyse their ct studies on 'the negro' (as they once did). 
directions and results in group meetings. Collaborative research is stages of women's research involved studies, under a conventional 
confrontations, but the idea is to build on these natural differences co gm, which destroyed (or should have) traditional stereotypes of women's 
The idea is also to end up with participants directing the e or deficiencies relative to men. Research literature now contains a fair amount 
outside expert's research findings, about what is wrong eotype challenging and consciousness-raising work. This stage also challenged 
arriving after research has b.een done on people. of female authorship and visible presence within the research community. 

Sims (1981) set out to study 'problem-generation' in health senrice teams with racism occurred in that, even where women had produced scholarship, 
found that, as the participants became interested in the issues, they took on their somehow become marginalised or obscured. The overwhelmingly male- 
lines of investigation. This caused them to consider group dynamic issues th -dominated research community had edged such work to the 
never thought about and created an atmosphere of awareness raising and c 
structive change. They were able to develop, with the researcher, many categories The content-oriented phase just described, however, though continuing, has led 
processes in problem construction which could be transferred (not without addition ealisation by women involved in the research process that the conventional 
and modification) to other group situations. which they have been using to develop the content are themselves largely the 

of a male research network and thought-base. 
s is not to say that women would think, reason and conduct their research 

OTHER ROOTS AND SOURCES tly, given the opportunity. It would fall back onto old stereotypes to 

Influences on this directipn of research philosophy are numerous. ~romineht among 
them would be: humanism; phenomenology; existentialism; Marxism; the psychoan- 
alytic tradition; Kelly's repertory grid work; sociology's ethnomethodology. 

The approaches in general tend to be somewhat interdisciplinary, borrowing many 
ideas from sociology and anthropology in particular. The areas tend to be social 
psychology and, to some extent, the study of personality. The emphasis is always 
completely practical and the approaches are at their best appliedto problems or 
challenges within the fields of educational, organisationd, clinical or criminological 
psychology (i.e. in applied settings). 

A COMPLETE ALTERNATIVE? 

Patton (1 980), an evaluation researcher who advocates the use of a wholly qualitative 
approach, argues that the hypothetico-deductive method is not bad or wrong, but has 
simply overwhelmed research in psychology to become not just a major paradigm, 

suggest that women didn't tend to use quantification or feel happy testing hypotheses 
statistically. The logic underlying chess, computer programming and the statistical 
tests in this book are in a major sense neutral. But they have been 'owned' and -, 

,!: - promoted for so long by men that it is hardly surprising that when women came to 
.: - assess their values in the research process they were alerted to methods and research 

relationships neglected or never taken up by male researchers, and felt by many 
female researchers to be more valid in representing women's experience. The 
position is exemplified in Sue Wilkinson's Feminist Social Psychology (1986). 

Recognised as characteristic of a male approach to research and understanding the 
.; - world are: preoccupation with quantifying variables; an emphasis on control, mastery 

and manipulation; a tendency to remain distant rather than be involved with the 
' subjects of research; a preference for gadget-oriented research over naturalistic 

enquiry; competition and ego building. In particular, Reinharz (1983) challenges the 
;; conventional researcher's pose of neutrality, where personal attitudes are hidden and 

deemed irrelevant, and argues that researchers' attitudes should be fully discussed 
and their values revealed and clearly located. 
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DISCOURSE ANALYSIS (DA) 

An influential but controversial approach to research has been p 
1980s by Potter, Edwards, Middleton and Wetherell (Potter 
Edwards & Potter, 1992; Middleton & Edwards, 1990) whi 
approaches mentioned here, extends beyond specific method to ay the very essence of what people normally do when remembering 
research paradigm, this one called 'Discursive Psychology' (the 1992 publication gage in discourse with others or even with ourselves. It is not that 

title). The approach wholeheartedly treats psychological topics, such as memory : as little Machiavellis, constantly plotting and creating self- 
. Their emphasis is on studying memory and other traditional attribution theory (two mainstream heartland topics), as pro 

between people. Memories are not close, or not so close, attempts ay things are done. We normally memorise or attribute with a 

facts' but are motivated constructions by people with a 'stake' in produci in a contat that matters to us. 
'account' which may, for instance, suit their defences against blame or account oub&l whether a movement spearheaded by DA will eventuaUy supplant or 

challenge the current mainstream on its home territory, for instance the What people say, when memorising, cannot be taken as a rather opaque windo 
cognitive memory processes. The scientific chase after these processes is heartlands of perception, memory, attentionJ ~roblem-solving and so On. 
producing much arid theory and artificial results. roach has however quite healthily rattled the establishment (see The 

Much of the controversial debate is beyond the scope of this book t articles) and produced innovative work, with valuable human applica- 
times, carries the image of David and Goliath. The flavour of the toing and ly likely to have appeared but for its approach - for instance, the 
debate can be gained from a read of The Psychologist, October 1992. The r e work with the elderly of Middleton, Buchanan and Suurmond (1993). 
giving the issue some prominence here is that DA specifically discredits the methods There are strong criticisms of the DA approach, many in too complex a 
used, particularly in experimental psychology, and blames these for what they feel is a - _  p~~~osophical form to present here but in practical research terms the following are 
distorted model of human cognition and social judgement. They place language as - imponant. The use of 'verbal protocols' (see p. 1 10) (e.g. Ericsson & Simon 1984) is 
action ahead of language as representanon. They don't believe that we can treat , an example of qualitative data already used in cognitive psychology. DA's emphasis is 
~s~chologists' language as a trusty, objective route to 'what they really entirely on language yet eye-witness testimony research has a lot to do with non- 
treats language as the constructor of versions of truth as the language occu verbal remembering. Many criticisms centre around the common concern about 
an infinite number of ways in which I can describe to you my (negative) reliability and validity. How is one researcher's 'reading' of a piece of discourse 
instance, traditional behaviourism or privatisation of welfare services. checked against another's? DA supporters argue that this is done, as elsewhere, by 
not that these are all versions of some ultimate reality inside my head b 
redefine and negotiate my view each time I attempted to explain it, 
challenges I receive, my listeners' views, who else can hear, how form 
on. Above all, my production is social action. 

Whereas traditional psychology would look at all the factors I just mentioned and 
say 'that's role theory' or 'there are plenty of experiments looking at how we change that discourse approaches may end up as jus.t 'a researcher's ideas with examples'. 
our tone dependent on the listener', DA's emphasis is entirely Hitch (1992) argues that DA is valuable but should be seen as complementary, not 
involved in my production and how 1 handle it whilst trying, for instan g alternative, answering its own questions about memory in ways that 
credibility. In the 'Discursive Action Model (DM) '  (Edwards & Pottar, 1992), other researchers should recognise along with their own. My own view, as an analogy 
remembering and making attributions become redefined as action in the form of 
reports (~ersions, accounts) along with accompanying inferences. The 
these activities as the reflection of inner mental cognitions. When we remember and 

attribute in real life, as opposed to the psychology experiment, our accounts attend to go at stripping it!). One worrying aspect of the DA versus conventional debate is DA 
blame, defence, accountability, explanation and so on. What we often do is to present writers dealing with criticism as more discourse to be analysed rather than answered. 
rememberings as fact when they are really constructions. The constructions use This is similar to Freudian theorists dealing with criticism on an ad hominem basis by 
devices, highlighted by DA researchers, which serve the purpose of undermining analysing it in terms of their opponents' unconscious and aggressive defences - thus 
alternative constructions. One device, for example, is that of the 'extreme case creating an irrefutable 'circular' theory. 
formulation' - 'Everyone gives their child a little smack once in a while, don't they?' 

would serve the purpose of justifying hitting children, a device Freud called REFLEXIVITY 
'projection'. As we speak we often justify, whilst keeping the appearance objective. 

. The DA writers talk of 'stake' or 'interest' and that speakers have a dilemma of 
trying to 'attend to interests without being undermined as interested' (Edwards & 
Potter, 1992). It is often important to get one's 'account' accepted as 'fact' hence the 
use of impersonal language by authorities - using 'one' and the passive voice. We 
need only think of the way politicians or 'big chiefs' phrase their accounts on 

One of the strong currents within DA and similar approaches, which to some extent 
- protects it &om the criticism of irrefutability, is its strong relationship and commit- 

ment to the self-critical theme of REFLEXNITY. This is a term developed within 
modern sociology in the area of studies of scientific knowledge, but some of its effect 
is felt in psychology. The philosophy behind the term is recognised, if not fully 
accepted, by most qualitative or new paradigm researchers. This philosophy is of the 



lling their attitudes reflects this reflexive 
phy as a strong theme in feminist psychological research. 
method by which texts become reflexive are several. My own humble example 

ted colleagues in the pub, this material is seen as 

emphases which might emerge CURRENT STATE OF PLAY 
forces which might lead to one 

'evidence' people generally h 
structionist') view is that much the same process goes 
the world of real scientists. 

Having analysed the discourse and thinking of natural scientists in this way 
was an inevitable consequence. Rather like the animal in Yellow Submarine 

time, especially in its strongholds and where quantification is clearly useful and 

writing and analysing because they could see 
appearing to produce compartmentalised and 'o it, without having someone constantly demand- 

definition of 'delayed' and then comment on our 
happening the child may be disadvantaged still 

markers to highlight this process and overall philosophy. Latour (1988) defines a ere is an increasing use of 

reflexive text as one which, '. . . takes into account its own production and which, by gical research to the extent of warranting a 

doing so, claims to undo the deleterious effects upon its readers of being believed too (Henwood & Pidgeon, 1992). This article 

little or too much." e qualitative-quantitative debate is not just 

A general principle, then, is to take 'methodological precautions' which ensure .preferable methods for varying research contexts. It engages all the debate 

somehow that readers are aware of your own role in constructing what they are experimentation, positivism, artificiality, political power of the establishment 

reading, of your own possible 'stake' and so on. Mentioned above, Reinharz's 

would prefer to see a less adversarial atmosphere in which each side agrees to work 
with and appreciate the value of the other. Both sides seem to succumb far too easily 

Latour (1988) argues that even the Bible was meant to be read this way, and was, until readers to simple, insular stereotypes and old-fashioned, non-academic, supremely counter- 
in the age of empiricism started taking it literally. Productive hostility. 
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Box I I .  I A refex 

COLLEAGUE: 

HUGH: 

COLLEAGUE: 

HUGH: 

COLLEAGUE 

HUGH: 

COLLEAGUE: 

HUGH: 

COLLEAGUE: 

HUGH: 

COLLEAGUE 

HUGH: 

COLLEAGUE 

HUGH: 

COLLEAGUE 

HUGH: 

ive 'second voice' 

So why are you dabbling in this reflexive stuff; Hugh? 
I wanted to show readenlstudents what it looks like, how it runs. 
Why not use an existing example then, like Woolgar's or Edwards and 
Potter's? 
Well, that wouldn't work because it has to  be live, that is, connected with 
the ordinary text you're currently reading. 
While we're at it. . . 
Oh oh, here comes an argument 
. . . how can you publish a-traditional methods and stab text including 
'radical qualitative' material as well? Surely the two are mutually 
incompatible - either you ally with one orthe other? 
Not me. I've talked in the classroom for ages about the namw nature of 
many traditional studies. I didn't discover the refreshing attematives till a 
few years ago. However, even though I know the qualitative, discursive 
or reflexive approaches aren't just same level, amicable attematives, I still 
believe you can't jump into them without an understanding ofthe 
quantitative, traditional method and all its weaknesses. Controlled study 
has its place, anyway, in the study of, say, vigilance or pattern recognition, 
or to dispute wild claims about the number of single-parent children who 
become criminals. 
Hang on, you're getting into a long speech there that's tuming into just 
another way of lecturing your readers. Aren't you kind of saying that the 
qualitative approach only has its place in 'soft' areas? 
I hope not. I take the discursive psychology point that, as Bartlett said, we 
construct memory as an action. I understand that, in real contexts, as 
opposed to the laboratory, we use memorising to  explain, blame, self- 
justify and so on. For me, though, I'm also fascinated as to how that 
works inside our heads, how well we do this or that sort of material, 
perhaps even what chemistry is responsible. To say that you can't get at 
memory processes through people's talk and that therefore we should 
concentrate entirely on what people do sounds depressingly like the old 
behaviourist approach, as Neisser suggested - although Potter denies 
that discoune analysis is a positivist approach. 
Well, that was a speech! 
Yup! I don't think I'm much good at this reflexive style . . . 
Well . . . Edwards' view in Discursive Psychology seemed to be that at least 
a 'reflexive box' made readers aware that what they're reading is 
discourse; there's no neutral language of description; in this textbook as 
in any other, you're constructing and manipulating your knowledge is 
'localised' . . . 
Meaning? 
You have no absolute clairn to  the tmth; you construct it as you see it 
Your first version of this box distorted some of the DA arguments. You 
rely partly on colleagues' views, on personal communicators about your 
first edition, on textbooks more expert and complex than your own, on 
journals, on friends, students and othen' comments, etc. 
OK OK! Doesnnt everyone? 

Sure, but they don't always write or produce books as if this were 
true.. . 
What about prefaces, acknowledgements, brackets, footnotes and all 
that? 
Yes, but you must admit,-most textbooks do very little self-reflection and 
mostly appear to  cany THE TRUTH. 
I suppose so. There certainly are a lot of unrecognised politics behind 
several seemingly scientific texts I've seen on the nature-nurture, race ,-.- 

I' and intelligence Issue. But I still believe many practical issues require 
%* evldence ('facts' if you like) which is relatively incontravertible, accessible 

:+ 
and Independent of slightly varying indiv~dual constructions. 

- c ~ ~ m G U E  Hmm . . . when I've got more time I'd really like to gike you examples of 
the ~mt~onal  but powerful ways even 'hard' sc~entists d~smiss 'good' 

I, evldence . . . 
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Wiley. 
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Practical intervention in everyday -- action research 

situations, often organisations, using 
applied psychology to produce change 
and monitor resutts 

Research in which participants are fully collaborative research 

involved to the extent of organising their - 
own processes of change 

Qualitative analysis of interactive speech discourse analysis 

which assumes people use language to  
construct the world as they see it and 
according to their interests 

Research involving group memben in endogenous - .  research 
study of their own customs, 
organisationat norms and so on 



. . -. 
' ~ m ~ h & i s  on womenls pers'pective and feminist psychology 

on methods suitable to research which 
integrates gender politics 

Work with qualitative data which inductive analysis 
permits theory and hypotheses to evolve 
from the data tatherthan hypothetico- 
deductive testing of hypotheses set 
before data is obtained 

A prevailingagreed system of scientific , paradigm 
thinking and behaviour within which 
research is-conducted 

Research in which participants are fully participative research 
involved 

The scientific belief that hard fdcts in the positivism 
world can be discovered only through 
measurement of what is observable 

Work (research or theoretical text) reflexivity 
which includes self-criticism and alerts 
the reader to  the human subjective 
processes involved in production of the 
text; it warns the readerthat knowledge 
is relative to the writer's perspective 

Belief that objective facts are an illusion relativism 
and that knowledge is constructed by 
each individual 

P A R T  T H R E E  

Dealing with 
data 



MEASUREMENT 

recision in many areas of research requires quantitative measurement which is 
med out at various levels. There, is a strong debate about whether any variable, 

erly so-called, can escape some form of quantitative measurement. 
katively different events can at least be counted or categorised and, strictly 

caking, a variable must vary in some quantitative manner. 
The levels at which data can be measured are: nominal, ordinal, interval 
and ratio. The latter is a specific form of interval scaling. . Nominal level is simple classification. A t  ordinal level, cases are ranked or 
ordered. Interval scales should use intervals equal in amount. Ratio scales 
are interval but include a real zero and relative proportions on the scale make 

Attempts are made to convert many psychological scales to  interval level using 
standardisation. 

* Many scales used in psychology can be called plastic interval because 
numerically equal appearing intervals on the scale do not measure equal 
amounts of a construct. 
All variables can be classified according to  whether they are categorical or 

Measured variables may be measured on a discrete or a continuous 
scale. Many variables in psychology are measured on discrete scales, where 
there are only a limited number of separated points, but are treated as 
continuous for statistical purposes. 
Higher levels of measurement give greater amounts of information about the 
original data or phenomenon measured. 
Level of measurement limits choice in treatment of data, especially in terms of 
the statistical significance tests which may legitimately be carried out. 

EASUREMENT ASSUMPTIONS IN 'COMMON-SENSE' STATEMENTS 

start with two 'common-sense' statements which any two people might make 

I think attractive people are more successful because they're more likely to 
be selected at interviews and to be given more attention generally. 

No. It could be that more attractive people develop better social con- 
fidence earlier on in life and that's what gets them through interviews and 

I 
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se a nominal measure, be included in both categories because helshe 
. Difficulties may arise in categorising a person as smoker or non- 

reducing concepts like 'attractiveness' to 'mere numbers', yet numbers meas or introvert, optimist or pessimist, but nominal categories are 
quantity and quality; quantity or quality differences are implied in such stateme People and things are bunched together on the basis of a common 
as: 

Helen is more artistic than Clare 
George is a contemplative type whereas Rick is practical, energetic and impulsi els for categories 
Taureans are down-to-earth people were conducting a survey which investigated use of the college canteen, we 
Jason is far more intelligent than Jonathan the number of people using it and categorise these..Table 12.1 

. .. - - . . . . . .~. 

QUANTITATIVE AND QUALITATIVE DIFFERENCES 

It may appear that a difference of quality, such as that expressed about George, does 
not need numerical values to confirm it, but how exactly do we know Rick is The numbers given to the categories here are NOMINAL - 'in name only'. Number 1 
'energetic' or 'impulsive'? We must be comparing some things he does (how strongly 

- (students) is not half of number 2 (teaching staff) or in any way prior to or less than 
and how often) with their occurrence in others. We must d e h e  what counts as the others in quantity. The numbers are simply convenient but arbitrary labels for 
energetic and impulsive and show that Rick is like this more often or to a greater 

,-, identifying each type of person. We could have used 'A', 'By, 'C' etc. We are using 
degree than is George. Hence, to demonstrate a difference, we would need soine numerals (the figures 1, 2, 3 etc.) as labels only and not as real numbers - they don't 
numerical measure. This might be achieved by counting how many people assess any way stand for quantities. Likewise, numbers on office doors don't represent 
George or Rick as energetic, for instance. quantity but places to find people in. 

Some would argue that the differences between people on some characteristics just The numbers within each category are known as FREQUENCIES or FREQUENCY 
cannot be meaningfully measured numerically. Differences in artistic quality, for .-: 

DATA. They represent the number of times an event in category 1, for instance, 
instance, need to be exemplified by contrasting pieces of work, not by counting how 
often a masterpiece is produced. The hard-line quantitative view here is that, 

'occurred - presence of a student. These numbers are being used to count, they do 
stand for quantities and are known as 'cardinal' numbers. Note that, from the 

nevertheless, there must be some quantification in any contrast, if only to say Jane is 
like this and Robert isn't (scores, or 'codes', of 1 and 0 if you like). A variable can't be 

- description of nominal data above, each person counted can only go in one category. 

a known variable unless its changes are somehow noticeable and measurable. 
Hence, a member of staff also undertaking a course as a student at the college can 
only go in one category, student or staff. - - 

Some examples of psychological data at a nominal level are: NOMINAL LEVEL OF MEASUREMENT 

Categories -1' Table 2.2 Number of children (average age 4.5 )ear$ engaged in type ofplay 

For some differences of quality we do not need to count in order to distinguish one 
item from another. For instance: r "on-play solitary associative parallel cooperative 

8 5 17 23 6 
male and female 'I 
red, green and blue objects 
Roman noses and other noses 

I I Table 12.3 Oldtown by-election: number of voters by political party 

Here we do not need to count anything to decide which object goes into which Communist Conservative Labour Lib. Dem. Other 
category. We simply compare each item with some learnt concept - what counts as 243 14 678 15671 4371 567 
green, a Roman nose (shape) or a male. On occasion we may count number of 
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Table 1 2.4 Number of people smoking an a give quite wrong results. Suppose we have to rank the scores of eight people 
. . . . .~ . ... ral knowledge test shown in Table 12.6. 

N =  None 1 -5 
65 45 duction of interval level data to ordinal level data 

Rank of score 
This last example is deceptive. The cat 
6-10) etc. The essential point, however, is that data are represented in the 
Frequencies in separate, exclusive categories, and there is no distinction 
persons within each category. 

cornparkon of the nominal level with other levels 
Suppose I made a rarher foolish claim 
Suppose we observed a race in which there were 20 browns and 20 greys. We co 
present the results of the race as in Table 12.5: 

Table 12.5 Nominal level race results 
. ... . - 

1 .  Colour of hone 
Grey Brown 

Finished in top ten 
Finished in last ten 

. .. . ~ . . 

These are data presented at a nom 
category, along with other horses. 
with two values - grey and brown, 
'in last ten'. 

The result shows us that the browns did better overall but the differences are ranks are ORDINAL. 

convincing enough to rule out the possibility that the greys might be the superior 
group next time. Suppose the greys had come first, second and third? We don't have 
enough information. We need to be able to compare the performances of the horses in 
the top and last ten places. 

The nominal level of measurement provides the least amount of quantitative 
information. In a strict sense, there is no real measurement going on, simply the 
classification of items into categories. 

ORDINAL LEVEL OF MEASUREMENT 

Ordinal numbers represent position in a group. They tell us who came lst, 2nd, 3rd 
and so on in a race or test. They do not tell us how far ahead the winner was from the 
second placed. They tell us nothing at all about distances between positions. It may 
be annoying to be beaten by one-tenth of a second in a cycle race when you and the 
leader were ten kilometres ahead of the rest of the 'bunch', but what goes on your 
record is just 'second'. To  the punter it doesn't matter by what margin Golden Girl 
won - it won! 

Fc:i:& '4,' 

H O W  TO RANK DATA 

Comparison of ordinal level with other levels 1 If we presented the results of h e  greyvs. brown horse race at an ordinal level, they 

. . might look like this: 

Table 12.7 Ordinal level race results 

Grey 
I 
2 
3 

I I 
12 
13 
14 
15 
16 
17 

Brown 
4 
5 
6 
7 
8 
9 

10 

18 
19 
20 

Giving ranks to scores or values obtained in research is very easy but must be done in NOW the superiority of the brown horses is very much in doubt. With seven out of the 
a precise, conventional manner, otherwise the various significance tests based on top ten places and something in the top three we might have been convinced, but we 



now know the first three were greys. We certainly can't say the bro om a score of 80 you don't necessarily need twice as much extra intelligence to 
overall. Of course, all the first 10 horses might have come in very clo g_core 120 as you do to score 100. In the same way you don't need twice the arm 
which case, coming first, second and third doesn't demonstrate s length or k c e  the muscle to throw a ball twice the distance someone else did. 
speed. What we need now is the actual times the horses took to run the course. er of REIFICATION of the concept of 
will tell us whether the first three greys were well ahead of the browns or not. bers to it, it must exist as something 

The ordinal level of measurement provides more information than the nominal 
level (it tells us the order of individual values) but less information than an interval 
scale (we do not know the distance between people at various rank positions). 

one person's score of 15 words recalled in a verbal memory 
INTERVAL LEVEL OF MEASUREMENT 1 another person's score of 15 because some words are harder to 

At the interval level of measurement we can talk meaningfully than others and some combinations may have special meaning 

between points on the scale which, ideally, are all equal for equal units. That is, 
15 minutes is the same interval as 20 to 25 minutes and 30" to 35" is the same interval air-splitting argument. Generally speaking, psychologists use 
as - 10" to -5". We must be careful what we mean though, by saying that intervals atments which require interval level data even when they are 
are the same. In the temperature example, what we mean is that the measuring system , achievement and the like. It is assumed that the measure- 
used, expansion of mercury say, changes by equal amounts for equal numerical units, th approximately equal intervals and that the researcher will be 
What we can't say with temperature is that 30" is twice as hot as 15". This is be the assumption of equal intervals is affecting the treatment of 
the scale is not at the RATIO level - to be dealt with in a moment. Notice, first, that 
many scales appearing to be numerical and interval are not anything of the sort. 
for instance, the marking of essays in college. In many institutions, 40 is a pass 
and very few people get more than 70. It is not possible to claim that the di c INTERVAL. I discovered the term in Wright (1976) and 
from 0 to 40 is the same as the distance from 40 to 80, or that 35 to 40 is the s can say: 'Well, it looks like interval data but obviously it 
interval as 70 to 75, especially where, as is often the case, all fails are given 
38 and 40! There are even cases of these marks then being added and aver 
they measured uniform amounts. In fact, what is really happening to work a 
time is that it is being ordered relative to present or past equivalent work. Some When research produces data which are a human estimate, especially if based on 
departments now have complex grading criteria but it is usually difficult to discov arbitrary scale, it is safer to assume that ratings are plastic interval and should be 
what exactly were the grounds for an essay achieving 63, say, rather than 67, o& 
than that the one marked 67 was somehow better. 

This problem of making artificial, 
as interval scales is acute in psycho1 Chapters 15 and 16). 
issue of whether psychological sca Here are some examvles of human estimates on an arbitrarv scale: 
strength of attachment or achievement motivation are really the interval scales they , People are asked to estimate how or feminine they are on the following appear to be at first glance. If these were true interval scales, it ought to be the case 

1 - I scale: that, for instance: 
1 Feminine Neutral Masculine 

a) Two children scoring five and eight respectively on an achievement scale are as far 10..9..8..7..6..5..4..3..2..1..0..1..2..3..4..5..6..7..8..9..10 
apart in motivation to achieve as two children scoring nine and 12. 2 Observers rate, on a scale of one to ten, the level of intimacy displayed by two b) Jane, whose IQ is 100, is as far ahead of John (IQ 80) in intelligence as Jackie (IQ people in a conversation. 
120) is ahead of Jane. 

In practice, these ratios don't make sense for most psychological scales but it is the 
goal of PSYCHOMETRISTS (those who construct psychological scales of measurement) 
to approach the criterion of equal intervals for their scales. In part, this approach is 
made through the process of standardisation explained earlier. By contrast, a true 
interval scale is exemplified by temperature. There is a regular underlying physical 
change for each change of 10" on our thermometer although, of course, each regular 
change is not felt as equal by us. It might be argued that the underlying change for IQ 
is the number of items answered.correctly and that therefore the interval from 80 to 
100 is equal to that from 100 to 120. 

There are two arguments against this: 

3 THE LIMITATION OF SOME INTERVAL SCALES 

I said above that we can't say that 30" is twice as hot as 15". Of course the number 30 
is twice 15. But just consider what happens when we convert to Fahrenheit. NOW the 
values are 86°F and 59°F. The proportions of heat haven't changed, only the system 
of measurement has. Each scale has a different and somewhat arbitrary zero point, 
dependent upon the physical change used to measure temperature. Likewise, 100 is 
arbitrarily chosen to represent the average I Q  of large populations and people score 
Somewhere between 0 and 24 on Eysenck's (1975) extroversion and neuroticism 
dimensions. It doesn't make sense to say that someone scoring zero has no 
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emoversion or anxiety, or that someone can have 'zero intelligence' as measured 
an IQ test. 

7 b d . I ~ ~ ~  4 

RATIO LEVEL OF MEASUREMENT 
B  B B G  G G G G  G  G  B B B B B  B B G G G  

Scales with a true zero are known as RATIO SCALES. Examples are: time, distance, and 
most measures of physical qualities. Don't worry that time appears here again. 
ratio scales are interval scales first. In our horse race, if Golden Girl completed 
distance in eight minutes whilst Jim's Choice took 16 minutes then it certainly makes B B B G G G G G G G B B B B B B B G G G  
sense to state that Golden Girl ran twice as fast as Jim's Choice. Remember th 
wasn't sensible to say that 30°C was twice as hot as 15'C. In this case all the h 
are timed from zero minutes and this is the real zero mark. Similarly, if you r Categories: 
items from a word list and I recall just five, then your performance on this tas Bottom 10 Top 10 
necessarily your memory in general) is three times better than mine. On a ra B  B  B  B B B B B B B  6 = brown 
negative numbers have no meaning. You can't recall minus three items and th G G G G G G G  G  G  G  G  = grey of 3.29 p.m. is irrelevant to timing horses from 3.30 p.m. The hallmark of 
scale is its possession of a true zero point. F~~~~~ 12.1 Levels of measurement and information obtained 

In practice, as a student of psychology, you will not need to worry about the 
difference between interval and ratio scales except to state what the difference is. For 
the purposes of choosing an appropriate statistical test, covered in Chapter 24, they 
can be treated as the same thing and you need only justify your data as being at least 
interval level status. ed us to be more confident about my original 

Comparison of internallratio level data with other levek 
Results of our horse race might look like Table 12.8 if presented at a ratio 1 
measurement: 

Table 12.8 Time taken to cover course (in seconds) $ Reducing data fiom internallratio to ordinal level 
----- - - " . , +- On inspection of a table of data you will often find two columns of figures, one the 

Colour of horse interval or plastic interval level data, and the other being the set of ranks to which the 
Grey Brown ' 3 ; : 

1 20 1 23 
-3 - 
1 -:. 

121 1 24 I 

122 126 
1 

A A 

-i : 
1 27 
128 I 

129 
.a - 
2 .  . 

first (interval) set has been reduced. This has occurred in Table 12.9. The data on the 
left were .truly interval; those on the right were unstandardised. Plastic interval data, 

- as these intimacy ratings probably are, are best reduced to ordinal data since an 
: ordinal level test is more appropriate for them. 

Table 12.9 Reduction of data (interval to ordinal level) 

130 I Reaction rime (rec.) 6 n k  Intimacy raring (mu.  10) Rank 
1 37 
138 , .- 
139 
1 40 
141 145 
142 146 - 1  . 
1 44 147 

-. 
Now we have the fullest information we can get on how fast the two groups of horses 
covered the race distance. 

Notice that, as the level increased from nominal to ratio, we gained more specific 

0.067 I 7 4 
0.078 3 6 2.5 

r 0.09 i 5 5 I 
0.089 4 6 2.5 
0.076 2 9 5 

L 

It is easy to spot the column which is of ordinal data. I t  will usually have the title 
'rank(s)' at the top of it. Anyway, the column of ranks is the ordinal data set. 

Reducing data fiom internallratio to nominal level 
It is quite common to reduce data like that shown in Table 12.10 to a nominal level 

information at each level. I hope Figure 12.1 makes this clear. The additional by grouping together those above and below the overall mean for the whole sample 

, * 



Table 1 2.1 0 Data prepared for reduction 
- -  . - - - - - - -- 

I No. of anxiety indicators observed 0 0 0 0 0  
I 
I High competitive children Low competitive children A measured discrete variable 
t 14.0 

21.0 6.0 
7.0 13.0 A categorical variable 

I 13.0 
I 

A measured continuous variable 
5.0 

18.0 11.0 
Mean 14.6 Mean 9.0 I 

, 
' Mean for whole group = 1 1.8 crete and continuous variables 

and comparing this with another variable, in this case, high and low competitiveness, 
The data, reduced to nominal level, are shown in Table 12.11. at with a truly interval scale we avoid the issue of measuring 

Table 12.11 is obtained by noting that four children in the high compe of an inch or whatever by using intervals. We say that are (the average anxiety for dl ten children] and Only One be en 174.5 and 175.5 cm rather than that they are exactly 
er under 'Range' in the next chapter). There would rarely 

Table 12.1 I Reductian of data (interval to nominal level) o cm tall, falling precisely on the interval boundary, so, 
- .- . we could place them in this interval, or the preceding 

Level of competitiveness 

High Low 
, Anxiety indicators 

4 Above mean I ,  
Below mean I 4 

- - categorical variable 

CATEGORICAL AND MEASURED VARIABLES - A  CATEGORICAL VARIABLE is what w 
introduced in talking of a nominal scale - one in which there are discontinuous, 
qualitatively different categories into which we c -- measured variable 
quencies). In this contrast, all variables which can 
sense, MEASURED, but these, in turn may be divided into those which are rmly - 
continuous and those which are discrete - see below. 

CONTINUOUS AND DISCRETE SCALES OF MEASUREMENT qualitative differrnce 
All the scales mentioned can be divided into two categories: continuous or di 
On discrete scales each point is entirely separate from the next. It is not possible to 
have two-and-a-half children, for instance. In a memory experiment you ca quantitative difference 
recall a discrete number of words - although the mean may take a non- 
individual value of 14.3. Both these scales of measuring individual cases would be 
DISCRETE - see Figure 12.2. On c o ~ o u s  scales there is no limit to the sub- scaledlevels of 
divisions of points which can occur. It is theoretically possible to measure your height - measurement 
to the nearest thousandth of an inch: technically this might be difficult and in 
practice, hardly likely to be useful. 

Interval and ratio scales can be either continuous or discrete. Nominal data can 
only be discrete. Ordinal scales generally have 0.5 as the smallest unit. 

In general, psychological scales, such as IQ, and measures like number of words 
recalled from a 20-word list, are treated as continuous for statistical purposes, but an 

1 
j Scale on which it is always (theoretically) 
b possible to subdivide units o f  
, measurement 

Scale containing only separated values of 
' the variable measured 

continuous 

discrete ' 
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Level at which each unit measures an interval 
equal amount 

rime taken to  read b) Ordinal c) Nominal Level at which numbers, if used, are nominal 
mere labels; these labels identify discrete level level 

categories of a categorical variable into Consistent Inconsistent 
which cases are sorted story do'?' 
Level at which cases are arranged in rank ordinal 
positions 

Scale which appears to  be interval but plastic interval 
on which equal numbers do not 
measure equal amounts 
Level at which each unit measures an - ratio 
equal amount and proportions on the 
scale are meaningful: a real zero exists 

EXERCISES 
I F~nd one example of each level o f  measurement from any text books (on psychology) you 9 ~~l~~ are several methods for measuring dependent variables. For each measure decide 

have available. what level of measurement IS being used. Choose from: 
2 When judges give their marks in an ice-skating contest for style and presentation, what 

level of measurement is it safest t o  treat their data as? 1 Nominal 2 Ord~nal 3 Interval 4 Rat10 

Table 12 12 Exercke 4 1 

3 A set of surgical records classifies patients as 'chronic', 'acute' or 'not yet classified'. What 
level of measurement 1s being used? 

4 At  what level are the measurements in Table 12.12 being made? 

5 Which o f  the boxes, a to  d, in Table 1 2.12, contains the most sensitive or informative 
, , level of measurement? 

a) Placings of b) Time taken c) Popularity d) Riders still Riders SO far 
top five riders in so far on whole rating (max. in race dropped out 
Tour de France, race 20) (fictitious) (fictitious) I 

13 July, 1993 A 

,- , A 

lndurain 1 35 h 29 rn 25 s 12 121 77 
Breulunk 2 35 h 3 1 m 0 s IS 
Bruyneel 3 35 h 3 1 m 55 s 18 
Bugno 4 35 h 31 m 57s 10 
Riis 5 35h31 m59s 13 

6 Your daughter argues that, since she came top in each of the three rnaths tests held in her 
class this year, she must be far better than all the other pupils. What might you point out 
t o  her? (Would you dare?) 

a) People are interviewed in the street and, on the basis of their replies, are recorded as 
either: pro-hanging, undecided, or anti-hanging 

b) Stress questionnaire for which various occupational norms have been established 
c) Photographs organised by participants according t o  level of attractiveness as follows: 

Photos: F C B G E A H D 
Most attractive -I- -, Least attractive 

d) Participants' estimates of various line lengths 
e) Time taken t o  sort cards into categories 
9 Number of people who read: The Sun, The Times, or The Guardian 
g) Participants' sense of self-worth, estimated on a scale of 1 - 10 
h) Participants' scores on Cattell's 16PF questionnaire 
i) Distance two participants stand apart when asked to take part in an intimate 

conversation, measured from photos 
j) Critical life events given positions 1-1  0 according t o  their perceived importance to  

each participant. 

7 Think of three ways to  measure driving ability, one using nominal level data, one ordinal 
and one interval/ratio. 

8 Can you change the data in Table 12.13 first to ordinal level, then to  nominal level? The 
blank tables are for you to  fill in. For ordinal level, treat all the scores as one group. 



This chapter concerns the ways in which data can be described. Sample statistics 
usually include a measure of central tendency (mean, median, mode) and 
a measure of dispersion (range, semi-interquartile range, mean 
deviation, standard deviation and variance, the last two being most 
common for interval level data). 

Sample statistics, at interval level, are often used to  make estimates of 
population parameters. This is a powerful technique employed in 
parametric tests. 
The appropriateness ofthe statistic depends upon the level of 
measurement of the data. 
Large sets of data form a distribution and these may be represented in 
several ways. They may be divided into categories and presented as a 
frequency table. Statistics of distributions include percentiles, quartiles 
and deciles. 

* A frequency distribution may be represented graphically as a histogram, 
where all data in a set are displayed by adjacent columns. In a bar chart only 
discrete categories of data are presented for comparison and this must be 
done fairly, without visual distortion. 
Other graphical forms include the frequency polygon, line chart and 
ogive. In recent years the techniques of exploratory data analysis have 
been promoted with an emphasis on thorough examination of patterns before 
submitting data sets to  tests of statistical significance. Two methods are 
included here: stem and leaf diagrams, and box-plots. 

I 
The normal distribution is an extremely important distribution shape. Data 
approximating to  this shape can be tested with the most powerful significance 
techniques and estimates of underlying population parameters can be made 
from sample statistics. 
z-scores are deviations measured in numbers of standard deviations and on 
the normal distribution they cut off known percentages of the whole 
distribution. 
Distributions with substantially more scores at the high end ofthe 
measurement scale are said to  be positively skewed. The opposite is a 
negatively skewed distribution. If a skewed distribution shows bunching at 
the top end because too many people score.the maximum or very near it, 
then the variable measure shows a ceiling effect. Its opposite is a floor 
effect. 
Distributions with two distinct 'humps' (higher frequencies) are known as bi- 
modal. 

S ~ ~ ~ ~ S T I C S  ARE A SELECTION 
- - ~  a this section, we are looking simply at the ways in which statistical information can 

be presented. Statistical information follows from organising the numerical data 
' during quantitative research. Most research gathers far too much informa- 

tion for every little bit of it to be presented. When a survey of voting preference is 
- or an experiment is run on 35 participants, it is not useful to be given just 

. - he RAW DATA, that is, every individual's answers or scores. We expect to be given a 
- of the data which highlights major trends and differences. However, it is 

- important to note that the very act of summarising introduces distortions. We will be - - 
- given what the researcher decides is the most important information and this will be 

.- presented in what is believed to be the most appropriate manner. Politicians and 
companies, among others, are renowned for presenting data in the best possible light. 

_ A should be looking at the best way to present data only in terms of what 
, gives the clearest, least ambiguous picture of what was found in a research study. 

' BUT I CAN'T DO SUMS! 

AS with many ideas in this book, the things we will study are based on everyday 
common-sense notions you have undoubtedly used before. Even if you hate maths, 
dread statistics and have never done any formal work in this area, you have 
undoubtedly made statistical descriptions many times in your life without necessarily 
being aware of it. You may believe that only clever, numerically minded people do 
this sort of thing, but consider this. Imagine you have just come home from your first 
day on a new college course and I ask you what your class is, like. You would not 
proceed to tell me the exact age of each class member. This could take far too long. 
You'd be likely to say something like 'Well, most people in the class are around 25 
years old but there are a couple of teenagers and one or two are over 40.' You have in 
fact summarised the class ages statistically, albeit rather loosely too. First you gave 
me a rough AVERAGE, the typical age in the group, then you gave me an idea of the 
actual variation from this typical age present in the group. Let's look at these aspects 
of description in a little more detail. Have a look at the data in Table 13.1. 

Table 13.1 Number of seconds five-year-old nursery class children spent talking in a ten- 
minute observation period, by sex 

.- - - 

Child Male Child Female 

I 132 6 332 
2 34 7 345 
3 5 8 289 
4 237 9 503 
5 450 10 367 

I Overall, the girls speak just about twice the amount that boys do. We could see this by 
looking at the average for each group. But not only this, the boys' times vary very 
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widely compared with the girls', from as little as five seconds to nearly the highe, of a balanced pair of scales sitting exactly at the centre of all the 
girl's time. from itself, as I hope Figure 13.1 illustrates, using the anagram time 

We shall now introduce two formal terms which are used to describe these m, previous example. A 'deviation' is the distance of a score from its 
aspects of group data description. 

CENTRALTENDENCY This is the value in a group of values which is the most typicalfor 
the group, or the score which all other scores are evenly 
clustered around. In normal language, this is beaer and mo, 
loosely known as 'the average'. In statistical description, 
though, we have to be more precise about just what so 
average we mean. 

DISPERSION This is a measure of how much or how little the rest 0 
values tend to vary around this central or typical value. 

MEASURES OF CENTRAL TENDENCY I I I 

THE MEAN 
(d = dlstance from the mean) 

In normal language we use the term 'average' for what is technically known 
Figure 1 3.1 Position of the mean 

ARITHMETIC MEAN. This is what we get when we add up all the values in a gro 
then divide by the number of values there are. Hence, if five people took 13 
95, 121 and 140 seconds to solve an anagram, the mean time taken is: 

e individual scores to the mean exactly 
135+109+954-121+140 600 - - 120 seconds 

5 5 
Calculation of the mean makes it the most sensitive of the measures of central tendency covered here. 
Term used: (2) DSADVANTAGES - This very sensitivity, however, can also be something of a 

Hx disadvantage in certain circumstances. Suppose we add a sixth person's value to our 
Formula: 2 = - 

N set of anagram solving times. This person had a bad night's sleep and doesn't 
particullarly like doing word games, having had an exceptionally competiuve sister 

Procedure: 1 Add up all values who always won at Scrabble. This person sits and stares at the anagram for exactly 
2 Divide by total number of values (N) . eight minutes before getting the answer. Our mean for the six values now becomes: 

This is our first use of a 'formula' which is simply a set of instructions. You just have 600+480 1080 - --- - 180 seconds 
to follow them faithfully to get the desired result, rather like following a recipe or 
instructions for Dr Jekyll's magic potion. The formula above tells you to add up all 180 seconds is just not representative of the group in general. It is a h i a y  misleading 
the scores PX) and divide by the number of scores in the sample (N). There is a figure to describe what most of the group did. Five out of six people took a lot less 
section at the end of this chapter on notation (e.g. X) and the rules for following a time than this to solve the anagram. A single extreme score in one direction (an 
formula. I hope this will help you if it's some time since you did any 'sums' or hated 'outliery) can &stort the mean (see Figure 13.2) (whereas extremes in both directions 
them (or thought they were pointless). Rest assured that the only mathematical tend to cancel each other out). 
operations you need to perform, in going through this book, are the four junior school 
operations (+ - x +) and squares (which are multiplication anyway) and square THE MEDIAN 
roots (which are always found at the touch of a button). All work can be done on the 
simplest of calculators but, of course, and certainly towards the end of the book, Using h e  median gets us around the difficulty for the mean outlined just above. The 
computer programmes can make life a lot easier. median is the central value of a set. If we have an odd number of values in our set then 

this couldn't be easier to find. The central value of our first five anagram solution 
Advantages and disadvantages ofthe mean times above is the third one. To  find this we must first put all five in numerical order. 
ADVANTAGES - The mean is the statistic used in estimating population parameters 
(see page 21 1) and this estimation is the basis for PARAM~WC TESTS (Chapter 17) 
which are powerful tests used, among other things, to show whether two means are 95, 109, 121, 135, 140 The median is 121 (1) 

significantly different from one another. If there is an even number of values, as with our sixth person's time added, we take 
Very often the mean is not the same value as any of the values in the group. It acts the mean of the two central values, thus: I 
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age 197 .) The median is a point within this interval which would leave two of 
s below it and one above. The best way to estimate this point is to take a 
o-thirds of the way along this interval. The interval is one unit so two-thirds 
0.66. Add this to 7.5, the lower limit of the interval, and we get 8.16 as the 
. There is a formula for calculating this value exactly when necessary. It is: 

L = exact lower limit of interval containing median 

121 + 135 
95,109, 121, 135,140,480 The median is = I 2 8  (2) 

2 
Notice that this value is still reasonably representative of the group of values. 

~alculation of the median 
PROCEDURE 
1 Find &e MEDIAN POSITION or LOCATION. This is the place where we will iind the 

median value. This is at 

2 If N is odd this will be a whole number. Above (1) we would get 

5 + 1  
-= 3 

2 

The median is at the third position when the data are ordered. 
3 If N is even the position will be midway between two of the values in the set. In 

(2), above, we get 1 

The median is midway between the third and fourth values when the data are 
ordered. 

This formula is particularly useful when data are grouped into categories which 
spread across several values. This occurs in Table 12.4, in the previous chapter on 
measurement, where smokers are grouped into categories based on how many 
cigarettes per day smoked. The categories 1-5, 6-10, 11-20 etc. are called CLASS 

INTERVALS. Notice that in this example they are not all the same size. Here, it is 
difficult to see where the median could be. There are 238 cases altogether so the 
median is the value above and below which 119 of all cases fall. This must be 
somewhere in the 6-10 category. We assume that values in this category are evenly 
spread throughout it. This is what our formula is based on. So L is 5.5, F i s  1 10, f, is 
78, his 5 and Nis  238. The median is 6.08. 

Advantages and disadvantages of the median 
Advantages: Easier to calculate than the mean (with small groups and no ties) 

Unaffected by extreme values in one direction, therefore better with 
skewed data than the mean (see later this chapter) 
Can be obtained when extreme values are unknown 

Disadvantages: Doesn't take into account the exact values of each item 
Can't be used in estimates of population parameters 
If values are few can be unrepresentative; for instance, with 2, 3, 5, 
98, 112 the median would be 5 

The mode of the set of numbers: The eights are assumed to be contained somewhere in the interval 7.5 to 8.5. (For 

clarification on this point, see the remarks just under the heading n e  range, below, 1, 2, 3, 3, 3, 4, 4, 4, 5, 5, 5, 5, 5, 5, 6, 6, 7, 7, 7, 8 

If there are a very large number of scores, putting these in order can be very tedious 
and the following formula for ties could be used instead. 
WHEN THERE ARE TIES - Things are a little tricky when ties fall at the median position, 
although many textbooks omit to mention it, obviously concluding that ignoring ties 

will make little practical difference, which is true. However, the formula below is also 
, useful far large data sets. 

Consider the following set of values: 7, 7, 7, 8, 8, 8, 9, 9, 10, 10 

THE MODE 

Ifwe have data on a nominal scale, as with categories of play in Table 12.2, we 
calculate a mean or a median. We can, however, say which type of play was engaged 
in most, i.e. which category had the highest frequency Count. This is what is known as 
the MODE Or MODAL VALUE. It is the most frequently occurring value and therefore 
even easier to find than the mean or median. 
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is therefore 5 since this value occurs most often. For the set of anagram solving t h  can be very misleading. Take a look at the bowling performance of two 
there is no single modal value since each time occurs once only. For the set ters shown in Figure 13.3. Both average around the middle stump but (a) varies 
numbers 7, 7, 7, 8, 8, 9, 9, 9, 10, 10 there are two modes, 7 and 9, and the set is sa more than (b). The attempts of (a) are far more widely dispersed. Average wages 
to be BI-MODAL (see Figure 13.21). For the table of play categories, the modal value companies may be the same but distribution of wages may be very different. 
parallel play. Be careful here to note that the mode is not the number of times tys see how we can summarise the dispersion of times spent talking by children 
most frequent value occurs but that value itself. Parallel play occurred most ofte e 13.1. There, we saw that, as well as talking less overall, the boys varied 

There are special occasions when the mode is far more informative about r t themselves far more than did the girls. The simplest way to measure the 
than either the mean or the median. Suppose we asked people how many masculine among a set of values is to use what is called the RANGE. This is simply the 
or feminine traits they thought they possessed. The distribution we'd be likely to een the top and bottom values of a set. 
obtain may well be U-shaped and bi-modal, men scoring more masculine trait 
women scoring more feminine ones, and relatively few people scoring in the centre. 
The mean and median here would give us the impression that the average p (b) 
thought they were midway between male and female. Philosophically, perhaps we 
are, but it is unlikely most people in a survey would respond this way. 

Advantages and disadvantages of the mode 
o k k  
Oo 

Advantages: Shows the most important value of a set 
high variab~lity low variability Unaffected by extreme values in one direction 

Can be obtained when extreme values are unknown ~~~~~e 13.3 Dispersion in bowlers' deliveries 
More informative than mean when distribution is U-shaped 

Disadvantages: Doesn't take into account the exact value of each item 
Can't be used in estimates of population parameters ~alculation of the range 
Not useful for relatively small sets of data where several values 
equally frequently (1, 1, 2, 3, 4, 4) 
Can't be estimated accurately when data are grouped into class procedure: 1 Find top value of the set 
intervals. We can have a modal interval - like 6-10 cigar 2 Find bottom value of the set 
Table 12.4 - but this may change if the data are cat 3 Subtract bottom value from top value and add 1 
differently For Table 13.1 this gives: BOYS (450 - 5) + 1 = 446 

Girls (503 - 289) + 1 = 215 
LEVELS OF MEASUREMENT AND CENTRAL TENDENCY MEASURES 

Interval The mean is the most sensitive measure but should only be used where The addition of 1 may seem a little strange. Surely the distance between 5 and 450 is, 
straightfomardly, 445? The addition of 1 allows for possible measurement error. data are at the interval level of measurement. Otherwise, the mean is 

calculated on numbers which don't represent equal amounts an When we say that a child spoke for 5 seconds, if our lowest unit of measurement is 1 
mean is misleading. second,  en we can only claim that the child spoke for something between 4.5 and 

5.5 seconds, the limits of our lowest measuremenl. interval. If we had measured to Ordinal If data are not at interval level but can be ranked then the medjan is the tenths of a second then 4.3 seconds represents a value between 4.25 and 4.35. Hence, 
appropriate measure of central tendency. the range is measured from the lowest possible limit of the lowest value to the highest 

Nominal If data are in discreetly separate categories, then only the mode can be limit of the hibest value, in the case of boys' talking times, 4.5 to 450.5 
used. 

The mode may be used on ordinal and interval level data. 
The median may be used on interval level data. 

- 
Advantages and disadvantages of the range 
Advantages: Easy to calculate 

Includes extreme values 
Disadvantages: Distorted by, and unrepresentative with, extreme values 

Unrepresentative of any features of the dismbution of values 
between the extremes. For instance, the range doesn't tell us 
whether or not the values are closely grouped around the mean 

Think back to the description of new college classmates. The central tendency was 
given as 25 but some 'guesstimate' was also given of the way people spread around 
this central point. Without knowledge of spread (or more technically, DISPERSION) a 

THE SEMI-INTERQUARTILE RANGE 

This deals with the last disadvantage of the range. It  is a measure of the central 
grouping of values. It concentrates on the distance between the two values which cut 

1, 
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off the bottom and top 25% of scores. These two values are known as 
75th percentiles, or the first and third quartiles respectively. (We shall de . . .-. ~ .. . . . . .  ... . . . .  . - 
more precisely in a while.) The semi-interquartile range is, in fact, half of 
between these two values. 

In the following set of values: 

3, 3, 4, 5, 6, 8, 10, 13, 14, 16, 19 

4 is the first Wartile and 14 the third quartile. The distance between these is 10 
half this, the semi-interquartile range, is 5. 

Calculation of the semi-interquartile range 

Q3 - Q1 Formula: ----- 
2 

Procedure: 1 Find the first quartile (Q, ) and the third q u a d e  (Q3). A formula 
&ding percentiles is given later and the first and third qua*les are 
25th and 75th percentiles respectively 

2 Subtract Q, &om Q, 
3 Divide the result of step two by 2 

Advantages and disadvantages of the semi-interquartile range 
Advantages: Is representative of the central grouping of values 
Disadvantages: Takes no account of extreme values lnclation of the mean deviation 

Inaccurate where there are large class intervals 

VARIATION RATIO 

This measure of dispersion is appropriate for data where the central tendency used is - Procedure: 1 Find the mean (2) 
the mode. 5 was the mode of the set of data given on p. 205 and the variation ratio is 2 Subtract the mean from each value [ (x  - 5)  = dl to obtain a Set of 
simply the propomon of the total number of values which are not at the modal value. There deviations 
were 20 values and 14 of these were not the modal value of 5. That is: 3 ~ d d  up all these deviations taking no notice of any minus signs i.e.9 

i i n d Z ) d l  
number of non-modal values 14 

Variation ratio = =-= 0.7 
total number of values 20 

4 ~ivide;eklt  of step three by N 

Using this on our IQ data we get: 

Advantage: Unaffected by extreme values 50 
~ I d I = 1 5 + 1 0 + 0 + 1 0 + 1 5 = 5 0  MDS-=10 

Disadvantage: Takes no account of grouping around centre or of range of spread 5 

THE MEAN DEVIATION Advantages and disadvantages of the mean deviation 

In Figure 13.1 we encountered the concept of DEVIATION VALUE - the difference 
between any particular value and the mean. In formal terms: d = x - 2 where x is any 
value in the set; f is the mean of the set. 

Suppose you and five others took an IQ test with the following results: 
Hugh Helga Harry Helena You 

85 90 100 110 115 
the mean is 100 and your personal deviation score is 1 15 - 100 = 15. 

If we are going to summarise dispersion in terms of how far people have varied 
from the mean, it seems sensible to report the average (mean) of all the deviations in 
the set. The set of deviations for the set of IQ scores above is shown in Table 13.2: 

Advantages: Takes account of all values in the set 
Disadvantages: Not possible to use in making estimates of population parameters 

THE STANDARD DEVIATION AND VARIANCE 

Another way to avoid the negative signs in Table 13.2 is to add up the squares of each 
deviation. The mean of all these values @ d 2 / ~ )  is a rather large figure and is known 
as their VARIANCE. TO retxrn to the same level of value we were at originally we 

1 calculate'the STANDARD DEVIATION which is the square root of the variance. 



Calculation of the standard deviation e v i a t i ~ n ~  of IQ scores 
1 For a group of scores treated solely as 

a group ('uncorrected') Squared 
('unbiased') Deviation deviation 

,y= /$ 
Variance: In each case the variance is the value before the square root is found a 

E d 2  
e.g. estimate of population variance: s2 = --- 

(N- 1) - 
You'll see that there are two formulae to cope with here. The reason is 2 d 2  = 650 
researchers and statisticians are rarely interested in the variability within 
its own sake. If we are only interested in the specific group variation we us 
1 above. hlost of the time, however, the standard deviation or variance is 
estimate of the variation in the underlying population and equation 2 is used. 
Programmes generally give you the equation 2 version. Throughout ly in the whole area of 

assume that s is the N - 1, population ance (Chapters 20-22). Beware of the 

have the whole population in front of us then e 
no need to estimate) and the symbol used is a 

puLATlON PARAMETERS AND SAMPLE STATISTICS 

a central notion in statistical work. Measures of a 
Procedure for calculation of standard deviation and variance e very frequently used to estimate the same measures 
(using IQ data in Table 13.3) . The measures concerned are most often the 

can and variance (which is just the square of the standard deviation). These Whole group Population 
version (N) estimate versio sessment of whether or 

ant, given certain assumptions about our 
1 Calculate the sample mean (f) = 100 
2 Subtract the mean from each When these estimates are made it is assumed that the population mean is the same 

value (x - 2) to obtain a set of see Table 13.3 see Table 13.3 as our sample mean. Since the sample mean will always be a little different from the 
deviations population mean, the difference is known as SAMFLING 'ERROR'. The sampling error is 

3 Square each deviation (d2) see Table 13.3 see Table 13.3 estimated using the variance of the sample so that we can state our confidence in how 

4 Find the sum of the squared = 650 
deviations 

5 Divide the result of step 4 by ariationfiom this figure. 
N (for iust the group variance) or To make this estimate of how close our sample mean is likely to be to the real 
N- 1 for the population estimate population mean however, our sample variance must be a good estimate of the 

population variance. The accuracy of this estimate depends on the size of our sample 
You have now found the variance. The standard deviation is found by taking the and the larger the sample the less the likely sampling error. With low N, in particular, the 
square root: estimate of population variance, based on our sample, is said to be 'biased' because: 

6 Find the square root of step 5 S = .\/T7iT = 11.4 s = = 12.75 * our estimate of variance in the population is based on the sample mean 
a better estimate of the population variance would be obtained if we used the 

There is a version of equation 2 (for variance) which avoids the calculation of arrangement of our scores around the population mean 
deviations and for which you only need the set of scores and their total: we don't know the population mean so we have to use the sample mean 

the population mean will always be slightly different f?om the sample mean 
the effect of this difference is that the 'uncorrected' estimate of variance will 

N- 1 always be smaller than the estimate based on the population mean. (This is 
I 
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because the sample mean is in the exact centre of all the scores; it's the balan now end up with a table looking like Table 13.5. 
point of all the deviations around it, whereas the population mean won't be-) 

To  compensate for this, the estimate from the sample is made larger by reduchg &, tion showing ages at which parents report Jirst noticeable 

bottom of the equation by 1. For large N this difference will become trivial. 

Advantages and disadvantages of the standard deviation and variance 16 17 18 19 20 2 1 22 23 24 25 26 27 Total 
Advantages: Can be used in population parameter estimates 

Takes account of all values I 0 5 1 2 3 7 6 4 5 9  83 174'1 12 0 4 5 0 340 
Is the most sensitive of measures covered 
Can be calculated directly on many calculators 

Disadvantages: Somewhat more complicated to calculate (if you don't have an ECILES AND QUARTILES 
appropriate calculator!) 

stribution. We may be interested in finding the age by 
dren were reported as using telegraphic speech. If so we would 

DISTRIBUTIONS PERCENTILE, which is the point which cuts off the bottom 10% 
the same way that the median cuts off the bottom 50%. The 
0th percentile. It is also the fifth DECILE, because deciles cut off 

m e n  we wish to communicate the nature of our results to others, be it to our tutor, units; the third decile cuts off the bottom 30% for instance. 
class colleagues or for official publication, we would usually present at least he econd QUARTILE because quamles cut off in 25% (or quarter) central tendency and dispersion of any set of numerical data. We might wish, for 

rep0rt that the age at which 'telegraphic' utterances were eve, the tenth percentile will be the point on the age scale 
noticed by parents was 18.3 months but that there was a wide variation from fall (10% of cases). This is somewhere in the 17-month s h w n  by a standard deviation of 5.02. t must be 16 cases into this category which, in all, contains Where possible, we'd like to go further than this and present a table 0 just under half-way between 16.5 and 17.5 months. We results, such as Table 13.4. 

I this using a formula which is a general version of that for calculating the 

Table 13.4 Result table for small sample 

Mean age at which telegraphic 
utterances first noticed 

Child (n months) 
A 18 

-,% : median of frequency dismbutions, seen earlier: 

where p is the relevant percentile required and the other symbols are the same as for 
the previous median calculation. 

Now we can refer to individual variations and oddities, such as the child who doesn't 
produce until 26 months and the rather suspicious report of 11 monrhs. 

This method of displaying results is useful when the sample taken is relatively 
small. Had we questioned about 300 parents, however, this approach would be 
inappropriate and would consume too much space. The individual results - known as 
the 'raw data' - would be kept safe by the researcher but, for public display, they 
would be collated into a table known as a FREQUENCY DISTRTBUTION. 

1 - CLASS INTERVALS AND CUMULATIVE FREQUENCY 
Where the scale in use has many points, we can compress the data into class intervals 
as shown in Table 13.6. This table also introduces the idea of CUMULATIVE 

F R E Q ~ N C Y ,  where the column with that heading shows us how many values fall 
below the upper limit of the particular class interval. 

Notice that we can tell at a glance how many children uttered 39 utterances or less, 
say, because we have the cumulative total of 61 in the table, not just how many 
children were in the 29.5 to 39.5 interval. 

Notice, also, that the point about measurement intervals is here again. Even 
though, in this case, the scale is discrete and there are no decimal values, we may as 
well stick to the formal method so that you're ready for times when there are. 
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Table 3.6 N w ~ b e r  of children and number of daily telegraphic utterances with 0-1 9.5 since there are so few in 
ate width. Hence, 0-19.5 would be two 

No. Of NO. of Cumulative Utterances art, all intervals are represented, even if 
utterances children frequency less than: 

0- 9 3 3 represents the number of values found in that interval - 
1 0 - 1  9 0 9.5 (These are the .. 

3 
quency is usually shown on the Y- (vertical) axis and 

20-29 15 
19.5 upper limits of 

18 
x-axis, although some statistical programmes (like 

30-39 
29.5 each class 

43 6 1 s on the vertical axis and the fi-equencies increasing 

40-49 
39.5 intetval) 

69 130 ce columns are equal in width, it follows that the 
49.5 

50-59 17 1 47 s proportional to the number of cases it represents throughout 
59.5 

60-69 24 171 follows that the total of all column areas represents the whole 
69.5 

70-79 4 1 75 79.5 
ne unit (which is the convention), rhen a column 

- le will occupy 10% of the total area, that is 0.1 

N = 2 = 1 7 5  5-69.5 utterances represents 24 of the 175 cases. 
0.137 of the total area (or 13.7%). 

GRAPHICAL REPRESENTATION 
a1 category interval 

To demonstrate to our readers the characteristics of this distribution more clearly, 
draw up a pictorial of the data. One of the advantages nd sum to total area of one unit 

this is that the mode be immediately apparent, as will other features, su 
rate at which fall off to either side and any specially interesting 
data. A saphica1 presentation Can also be justified by its immediate app 
eye. . A bar chart displays a discrete variable. 

The histogram is usually placed on the horizontal (x) axis. 

A histogram of our distribution would look like Figure 13.4. ~h~ width of ecause the variable has discrete values the columns of a bar chart should be 
ugh several computer programmes (especially spreadsheets) don't column is fie and represents one class interval. Class intervals are represe 

by their mid-~oint at the centre of each column. Again, fie measurement 
point gives rather odd numbers, but 24.5, for instance, is the exact mid-poim lues of the discrete variable need be shown on the horizontal axis. 

19.5 to 29.5 interval and we h o w  exactly who should go in there. 1f class intervals are show, for instance, by way of contrast, the number of ~s~chological 
ed on AIDS in 1983 and 1993. 
f a  bar chart can represent fi-equencies or single statistics, such as 

n mple, or a percentage or other proportion. 
I The chart in ~ i p r e  13.5 shows the results of DLUIC~II'S (1976) experiment in which 

Figure 1 3.4 Histogram of distribution in Table 13.6 

L 100- Person attribution 
- [7 Situation attribution 'is 80-  '; 3 8 

ra, $: 60- 
r O  5 5 40- - 
0 E 5 20- 

O 
Black- Black- (White! (White! 

I 
- -. 

White Black Black White White Black Black White 

I Harm-doer/victim race pairings 

I Figure 13.5 and Figure 13.6 Description and attribution of intraracial and interracial 
behaviour (based on Duncan, 1976) I 
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White participants were asked to categorise the behaviour of a person who pus 
another after a heated argument. The pusher could be Black or White, as could 
person pushed, thus producing four experimental conditions. The h 
column represents the percentage of participants calling the behaviow 
than alternatives such as 'playing around'. extreme periphery 

COMB~NED ~ n a  CHARTS - A bar chart can display two values together. Duncan 6s6 
asked ~ardcipants to explain the pusher's behaviour as either caused by the 
enduring personality characteristics or more likely to have been induced by &e 
particular situation - what is known as 'internal or external attribution'. The 'legend' 
or key to the combined bar chart in Figure 13.6 tells us, for each pusher/pu 
condition, the mean amibution score to person or situation. Age 

 I IS LEADING BAR CHARTS - It is vely easy to mislead with unfairly displaye M~~~ number of apparent movement detections made the four 'ge groups in 

charts. Newspapers do it very frequently. Take a look at the charts in Figure 13.7 treme periphery Cfiom David et al., 1986) 
representing numbers of violent crimes in London for 1987 and 1988. The left-hand 
chart is correct. The right-hand one, by chopping off the scale fro 
18 000, for convenience, makes the rise in one year look far steeper than it re 
It's the chart to present if you want to scare Londoners into paying 
police force - but it's an unfair chart and shouldn't be used at all. The co tained by plotting a cumulative kequency distribution as shown in Figure avoiding this possible misrepresentation, when you need to economise 

dots show the number of cases (61, vertical axis) which are the 
Your diagram, is shown in the chart produced by David et al. (1986) - (39.5, horizontal axis). It is therefore possible to read the number of 
Notice that the vertical scale has been chopped between 0 and 15 but or below any scale point, by following this example. The shape of Figure 
obvious to the reader. 

, 13.11 would be pa*culaly 'S' shaped if the histogram for the were 

Frequency potygon , : - a special curve which we shall spend some time on fairly 

If we redraw our histogram (Figure 13.4) with only a dot at the centre of the to 
each column we would get what is known as a FREQWCY POLYGON when we jo 
up the dots, as in Figure 13.9. 

This is particularly useful for showing the comparison between progress in two 
more conditions of a study. As an example Figure 13.10 charts data for two groups 
children who received different training-to-read programmes with progress measur 
in error frequencies over several months of continuous recording. 

If the horizontal scale ('months from start of programme') were not continuous 
then we would have a similar diagram known as a LINE CHART. The horizontal axis 
might cany the values of several trials in an experiment or testing of children at, say 
two months, four months, six months etc. from the start of a programme. 

EXPLORATORY DATA ANALYSIS 

-Within the last two decades the emphasis on good, informative display of data has 
increased, largely due to the work of Tukey (1977) whose book introduced the title of 
this section. Tukey argues that more than the traditional exploration of data should 
occur before submitting them to more sophisticated significance tests. He has 
introduced a number of techniques, too many and too complex for this book, but two 
of the most common will be demonstrated here. The main aim is to present data in 
visually meaningful ways whilst retaining as much as possible of the original information. 

Fully detailed bar chart 

Figure 1 3.7 Correct and incorrect bar charts 
Misleading bar chart 

Figure 1 3.9 Frequency polygon 
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Group A 

V) X Group B 
L 

0 
t 30- 
a 
L 
0 

0 
20 - 

z 

I I I I 
0 1 2 I 

3 
I 

4 
I 

5 
I 

6 
I 

7 8 Months from start of programmes 

Figure 13.10 Frequency polygon for two groups 

Figure 13.1 1 CumuiativefTequency - number of telegraphic utterances 

Stem 
0 
I 
2 
3 
4 
5 
6 
7 
8 

Leaf 
5 

1 29 
3445569 
00 122235667778 
0 1 12223333444556677889 
000 1 12456677777899 
1344578 
0 1 

Data for the 30-39 stem: 

33 34 34 35 35 36 39 

re 13.12 Stem and leaf display of exam results for 74 students 

e stem is the tens digit of each score (but this could differ with different scales). 
e leaves are the units of each score. Hence, there was a 2 1, a 22 and a 29 in the 

. The diagram takes up the shape of a sideways histogram with the same intervals. 
Note that we obtain this general histogram-like shape but retain each of the 
original individual scores which are lost in a traditional histogram. 
The column headed 'cum', which is not always included, gives the cumulative 

of cases -there are 25 people with 49 or less. 
too many data for each stem, or if the data are limited to only three 

sterns, so the display would have only three lines, we can use * to represent the 0 
to 4 leaves of each stem to 'flesh out' the chart into more detail. Figure 13.13 
shows a stem and leaf diagram for our telegraphic utterances data in Table 13.6. 

Cum Stem Leaf 
0' 13 

3 0 6 
3 I* 

I Rgure 1 3.1 3 Stem and leaf chart for telegraphic utterance data (Table 13.7) 

The stem and leaf display 

One way achieve this aim is with this highly cunning, ho~culnua l  sovnding 
dia@am. we may as well look at One straight away and then discuss it. H~~~ a look at 
Figure 13.12. 

BOX PLOTS 

These are based on ordinal measurements of the Set of data. They give us a graphical 
display of what approximates to the interquartile range - the spread of the middle 
sectior, of the data - whilst also giving us a view of the e ~ ~ ~ e m i t i e ~ .  The 
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163.5 cm. ln ifwe measure to the nearest crn we are placing individuals in 
t happens that if we take a large enough random 

ulation and measure physical qualities such as height (or 
er), especially if we use a fine scale of nxasurement (such as 

o 1 etre), we get a distribution looking like F i W e  13-15. 

I I I I 
0 20 40 60 80 -I 

100 
Figure 1 3 14 Box-plot of data in Figure 13.12 

values have been calculated fkom the data in Figure 13.12 and produced the boa plot 162.5-163.5 crn 

shown in Figure 13.14: 
Median position = (N+ 1)/2 = (75 + 1)/2 = 37.5 
Median = Mean of 37th and 38th scores = (54 + 54)/2 = 54 (we needn't 

worry about Complete accuracy of the true median with tied ch typically results &om such measurements close& approximates to a 

values since this is a chart, not calculation) 'bell-shaped' mathematical curve, produced from a shockingly 
Hinge position = (Median position + 1)/2 = (37 + 1)/2 = 19 (we drop decimal ula (which you or I need not bother with) devised by Gauss. The 

values) as 'Gaussian1 but in statistical work we more commonly 

Lower hinge = 19th lowest score = 45 ~1sTRIsu'rIoN CURVE (Figure 13.16). 
Upper hinge = 19th highest score = 66 
Hinge spread = upper hinge - lower hinge = 66 - 45 = 21 
Outer fences = low: lower hinge - 1.5 X hinge spread = 45 - (1.5 x 21) = 14" " ' 

high: upper hinge + 1.5 X hinge spread = 66 + (1.5 x 21) = 97 
Adjacent values: lower (= first inside low outer fence, nearer to median) = 21 

upper (= first inside high outer fence, nearer to median) = 81 

Explanatoly notes 

The box represents, roughly, the middle 50% of scores, shows the median, and is 
bounded by the two 'hinges'. The hinge spread is the range from lower to upper 
hinge. The 'fences' are If times the hinge spread away fkom the hinges. The 
values' are those scores furthest from the median yet sdll inside the fences. These are 
shown on the plot by the 'whiskers' at the ends of the thin lines coming away from the 
hinges. Finally, any extreme values are shown where they fall or, when showing them 
would make the plot awkwardly squashed because of a huge scale, they are simply 
given at the edges with their actual values. Extreme values are probably obvious &om F~gure 13.1 6 A normal distribution curve 
the raw data without inspection of a box plot. Here, perhaps the extremely low score 
of 5 represents ~OmeOne who was sick at the start of the exam or who had 
the wrong questions in advance - a very dangerous practice! Characte&tics of a normal distribution curve - 

THE NORMAL DISTRIBUTION 

in this chapter, 1 pointed out that a measurement value, such as a 
height of, say, 163 cm, is really a statement that the value falls within a class interval. 
We are saying that the person, for instance, is closer to 163 cm than 162 or 164 cm, 
rather than that they measure 163 C m  exactly. They are in the interval between 162.5 

1 IT is about the mid-point of the horizontal axis 
. , 
. . 2 The point about which it is symmetrical (the line marked 'M' in F i W e  13.16) is 

- the point at which the mean, median and mode all fall. 
3 The 'asymptotes' (tail ends) of the perfect curve never quite rmet the horizontal 

axis. ~ l t h ~ ~ ~ h  for distributions of real large samples there are existing real limits, 
we can always hypothesise a more extreme score. 
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4 It is known what area under the curve is contained between the central po 50 points on this test, since the standard deviation is 
(mean) and the point where one standard deviation falls. In fact, working 
of one standard deviation, we can calculate any area under the curve. 

) and +l (or -1) standard cleviations 
Ap~roxz'mations to the normal curve 

of all values fall between (5) and +2 (or - 2 )  standard deviations 

) and +3 (or -3) standard deviations 
because, when we come on to testing significance, for some tests, the statis+jca 
assumes a normal distribution and if there isn't really anything like a ,itions of these standard deviations are shown in Figure 13.18. Note the 
distribution in the population, for the variable measured, then the conclusio , above are doubled for areas between -n and +n standard deviations. 
the test may be seriously in error. 

Normal curves and normal people 

'perpendicular' in geometry). 

AREA UNDER THE NORMAL DISTRIBUTION CURVE 

I I W- 68.26% -+i 1 I 
1 b- 95.44%-*1 I 
H- 99.74% 

therefore be above 40 an Area between - n and + n standard deviations On the normal Curve. 

in Figure 13.17. 

ORES (or standard scores) 

he reading test example above, a child with a score of 50 lies one standard 
viation above the mean. We could say that the number of standard deviations she is 

he mean is + 1 (the + ' signrfying 'above'). Thus a child who is - 1.5 standard 
5, because 1; standard deviations is 15 and 

t &om the mean of 40. If we measure number of standard deviations 
SCORES or STANDARD SCORES. The formula 

ere s = standard deviation and x - 5, you'll notice, is the deviation score. 
Dividing the deviation score by the standard deviation answers the question 'How 

from the mean?' A z-score is the number of 
Figure 1 3.17 Reading test distribution curve cular score is away from the mean. If the mean for shoe 

standard deviation of 1.5, then, if your shoe size is 9 your 
is 4;, your z-score is - 1. You probably followed the What we h o w ,  from the theory of the normal curve, is that one standard deviation, 
points in your head but, in effect, you were using the 

shown. Let's check using the formula: 

an outward direction. We also know that the area trapped between th 
point is 0.3413 of the whole, shown cross-hatched. Hence we know 

I 



The formula is needed, of course, when scores aren't as convenient as the ones we,v distribution, basically for research purposes and practical convenience. 
been using as examples. an IQ test is standardised (raw scores are adjusted) to produce a mean of 

z-scores cut off various known propomons of the area under the normal curve, a standard deviation of 15 points. 
merefore we know the Percentage of the population enclosed between the mean and 
any z-score. For instance, consulting Table 2 in Appendix 2 the area bemeen the K~WED DISTRIBUTIONS 
mean and the z-score of + 1.5 is 0.4332 of the whole, shown by the right-hand shade 
pattern in Figure 13.19: bme dis&butiOns obtained ffom psychological measures which might be expected 

to be normal, in fact turn out SKEWED. That is, they are 'lop-sided', having their peak 
to one side and a distinctive tail on the side where more than half the values 

,ccw. Have a look at Figure 13.20. 

2. 
m 
3 
u 
? + 

-1 

Standard dewation.- M O ~ ~ G ~ ~ ~ ~ ~  Mean 
(2-score) negative positive Negatively skewed distribution Positively skewed distribution 

Ftgure 1 3.19 Area between the mean and z-score of 1.5 .#$?: F~PR 13.20 Positive and negative skews - , . +  

A z-score of -2.2 traps 0.486 of the area between it and the mean on the left-hand 
side. Since the whole of the left-hand side of the mean is 0.5 of the area, then ody-- 
0.014 (0.5 - 0.486) is left at the left hand extreme after -2.2 standard deviations. 
This is shown by the cross-hatching in Figure 13.19, and by consulting the right- 
hand column of the table. -- . --- 

It is possible to be very much slower than the majority of scores, but is it possible to 
Standardisation of psychological measurements be very much faster, when the majority of scores are around 0.7 seconds? This is like 
This relationship between z-scores and area under the normal c w e  is of crucial the situation in athletics where times can be quite a bit slower than the current good 
importance in the world of testing. If (and it is a big 'if') a variable can be qssumed to - standard but not a lot faster. We would get a positively skewed distribution then. 
distribute normally among the population, and we have a test standardised on large - Notice that a positive skew has its tail up the positive end (higher values) of the 
samples, then we can quickly assess the relative position of people by using fieheir raw horizontal axis. 
score (the initial score on a test) converted to a z-score: This is valuable when 
assessing, for instance, children's reading ability, general intellectual or language 
development, adult stress, anxiety, aptirude for certain occupations (at interview) and 
so on. However, always recall that the 'if' is big and much work must go into the 
. . -  - 
~ustlfication of treating a test result as normally distributed. 

Psychologists have often argued that variables like intelligence, extroversion and 
the like are normally dismbuted. However, unlike the case of height, this is not based 

. 

on research which simply uncovers this as a fact. In creating and standardising 
intelligence tests the assumption is made before starting out, that intelligence will be 
normally distributed. It is seen as a human quality produced bv mvriad random 

- A negatively skewed distribution can be produced where a test is relatively easy. It 
produces what are known as 'ceiling effects'. People can't score much higher than the 
mean ifthe mean is, say, about 17 out of 20, but a substantial number of people can 
score a lot lower than the mean. The opposite phenomenon is known as a 'floor .~ 

. effect'. . . 
factors including, for some, genetic forces. ~ i i ~ h t  &-like this and is consequently 

Central tendency of skewed distributions normally distributed. Hence, the argument goes, why shouldn't intelligence be 
similar? It must always be recognised, then, that psychologists have not discovered that 
intelligence has a normal distribution in the population. The tests were created tofit a 

Notice where the mean, median and mode fall on each distribution. The mode 
obviously still falls at the top, where the majority of scores are. In each case the mean 



is furthest from the mode - not surprising really, since we said that it was the mo; term {or any measure ofthe dispersion - -,- . . 
affected by extreme scores in one direction. n or spread of a sample of data 

BI-MODAL DISTRIBUTIONS 

Some distributions are known as BI-MODAL and, like some camels, have two dishct - distributions 
humps. We noted in the section on standardisation in Chapter 9 that some measures bution with two prominent bi-modal 
of psychological variables may well produce such a distribution. Attitude measure- - 
ment on a controversial issue (like privatisation of health services) where not ma cumulative frequency 
people are neutral might produce bi-modal distributions. So might a measure 0 

satisfaction in a company where there are a large number of well-paid white co 
workers along with a similar number of poorly paid manual workers. frequency 

negative skew 

lot more lowerthan higher e normal 
al about its mid-point and the 
variable affected by many 

positive skew 

F~gure 1 3.2 1 A bi-modal distribution 

exploratory data 
GLOSSARY analysis 

Value of a number, ignoring its sign; a absolute value 
number treated as positive even if it is frequency polygon 
originally negative 

Common language term for central average hidogram 
tendency 

Chart in which one axis (usually the -- bar chart 
horizontal) represents a categorical or at mean 
least d~screte variable scores divided by number of scores 
Chart showing central spread of data box plot mean deviation 
and position of relative extremes; type of 
exploratory data analysis median 

Formal term for any measure of the central tendency 
typical or middle value in a group median 
Categones into which a continuous data class interval positionllocation 
scale is div~ded rn orderto summanse modelmodal value 
frequencies 

lntetval of 10% on a continuous scale decile ogive 
Amount by which a particular score is deviation VakJelscore parameter (of 
different from the mean of its set -I-< population) 



228 RESEARCH *TI-XODS AND STATISTICS rn P S Y C H O ~ O ~ ~  D E S C ~  STATISTICS 

Point on continu"g~i' di&'$x&n ' IQ dlstnbutlon, where the mean IS 100 and standard deviation 151 
cuts off certain percentage of cases what IQ score are 95% of people above? 
Point oh continuous distribution which hat percentage would score less than 90? 

, cuts off one of the quarten (i.e. one What z - s C O ~ ~  does a p e m n  have who scores 1201 
block o f  25%) , what soif of skew present in a distribution which has the following characteri*~~? 
Measure o f  dispersion -top minus - I.lean = 50 Median = 60 Mode = 70 
bottom plus one In Table 1 3.8 put values in the missing spaces. 
Untreated value obtained directly from raw datalscore 
measuring process used in dudy 

l3ifference between a sample mean and sampling error 
the true population mean, assumed to Specific 
be random in origin SD value Deviation z-score % above % below 
Statistical measure of a sample 25 - 15 1.5 93.3 6.7 

sample statistic 
Distance between first and third quartile -- 

135 35 

a in a continuous distribution 2 
- 57 - 1.75 

Measure of dispenion - the square root 25 4 30.85 
of the sum of all squared deviations 56 
divided by N (or N - I ) 
Same as z-score -- standard score the data In question 2 above. 
Measure of dispersion - square of variance 
standard deviation 

Measure of dispenion -proportion of - variation ratio 
non-modal values to all values 
Measure o f  individual deviation - -- z-score 
number of standard deviations a - NOTATION 
particular Score is from its sample mean 

is the number in a sample 
EXERCISES is the number in sample A 

is a value from the sample, such as Jane's score 
I Find the mean and median of the two sets of talking times in Table 13.1. is also a value where there are two measured variables 

the following Set o f  times, measured in [ / I  Oat-,s of a second: Greek letter S ('sigma') - means 'add up each of what follows'. For 

a) Sketch a distribution for the data and decide which would be the most appropriate 
measure of central tendency for it. Calculate this measure and also a measure o f  
dispenion. 

b) ~ e s i ~ n  a stem-and-leaf chart for this data. 

instance: 
means 'add up all the Xs in the sample' 
means 'multiply all the Xs by their paired Ys and add up all the results'. 
Notice that XY means 'multiply X by Y'. Always do what's after the C 
before proceeding to add up, for instance: 
means 'square all the Xs, then add them all up'. Be careful to distinguish 
this *om: 
which means find the total of all the Xs and square the result 

3 Draw a histogram for the data in Table 13.5. Calculate the mean for this data. 1 4 Sketch two roughly normal distributions which have the same mean b& quite different 
standard deviations. Also sketch two normal distributions with the same standard 
deviation but different means. 

5 You are told that a set of data includes one score which is 0.8. The standard deviation for 
the set is 0. Can you give the mean of the set and say anything else about the six other 
scores in the set? 

STATISTICAL SYMBOLS 

Sample Population 

mean standard deviation mean standard deviation 
2 unbiased estimate of population- s CL CT 

'~ncorrected' - S 
d is a deviation score - distance o f  a particular score *om the mean the 

sample = x - 2 

-- 
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SOME RULES 

1 In mathematical formulae it is confusing, especially in statistics, to use the 
multiplication sign ('X') because there are also many 'X's or 'x's dotted around 
w ~ c h  mean a particular score or value. Therefore, when one value is next 
another, always assume you have to multiply. For instance, rN means multiply, 
by N. 

2 Always complete what is inside brackets before going on to do the operations 
outside them. Do the same thing with the Z or <(square root) symbols. Here are 
some examples using these two rules: 

CXCY Multiply the sum of all Xs by the sum of all Ys. Notice this is not 
the same as multiplying each X by each Y and then adding results, 
which would be ZXY as given above 

X(x - ~9~ Take the mean kom each x and square each result. Finally, add aU 
the results 

(N - 1)(N - 2) Find N - 1. Find N - 2. Multiply the results 

4 Divide step 3 by step 2 
5 Find the square root of step 4 

6 Multiply r by result of step 5 

P A R T  F O U R  

Using data to 
test predictions 



An introduction to 
significance testing 

PROBABILITY AND SIGNIFICANCE 

Probability of events occurring is measured on a scale of 0 (not possible) t o  I (must 
happen). Logical probability is calculated from first principles as the ratio of the 
number of ways our predicted outcome can happen divided by the number of possible 
outcomes. Empirical probability uses the same ratio but puts the number of relevants 
which hove happened on top ofthe equation, and the total number of relevant events on 

-Differences (or correlations) need to  be submitted to  a test of significance in order for 
a decision t o  be made concerning whether the differences are to  be counted as showing a 
genuine effect or dismissed as likely to  represent just chance fluctuation. 
Social scientists reject the null hypothesis, that differences occur at a chance level only, 
when the probability of this being true drops below 0.05. This is often called the '5% 
significance level'. If the null hypothesis is true but has been rejected because p < 0.05 
it is said that a type I error has been made. A type I1 error occurs when the null 
hypothesis is retained, because p > 0.05, yet there is a real underlying effect. 
When the hypothesis tested is controversial, either theoretically or ethically, it is usual to  
seek significance with p < 0.0 I or still better. A result with p < 0. I might warrant further 
investigation, tightening of procedures, altering of design and so on. 

* lfthe hypothesis investigated was directional then a one-tailed test of probability is 
used. Othewise the test is two-tailed. Results tested with a one-tailed test are more 

f likely to  reach slgn~ficance but Ifthe direction is opposite to  that predicted, even ~f the 

, 

difference IS past the slgnlficant critical value, the null hypothesis must be retained. 
- A probability distribution IS a histogram wrth columns measuring the Ilkellhood of 
- occurrence of the event they represent. The normal distnbut~on is a probab~lity 

distribution and probabilities can be read off using z-scores t o  measure the deviation of a 
score from the mean. 

1 
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Before you get fed up, in this chapter, with the idea of tossing coins or picking cardr, 
please keep in mind that the chapter has a sole purpose - to demonstrate the mean8 
by which researchers decide that a difference or association between variables is 
unlikely to have been the result of mere chance coincidence. We want to know how to 
evaluate claims that group A did 'better than' group B. When should we agree to take 
this difference seriously - and when should we dismiss it as just meaningless chance 
variation? Remember, there will always be differences when measuring people even 
on the same (psychological) thing twice. The question is, when are dSerences 
significant? 

Let's set out with a practical problem to solve: 

When teaching research methods and statistics in psychology, I always tell my 
students that they already have many of the important concepts framed in their 
heads, perhaps somewhat vaguely, developed through years of worldly experience. 
My job is to illuminate, clarify and name these concepts. This is particularly true of 
the concept of probability and yet it is the area which causes a relatively higher degree 
of anxiety and confusion. Most people do have a very good sense of how probable 
various events are and yet many people are also loathe to get involved in giving such 
probabilities a numerical value, either because it seems complicated or because one 
then seems committed to mysterious 'laws of chance'. A recent conversation with my 
friend's 1 1-year-old son, whilst giving him and his family a lift to the airport , i s a good 
exam~le: 

'But planes do crash.' 'Yes, but you only hear about the accidents. 
Thousands of flights run safely and the odds of you crashing are hundreds 
of thousands to one.' 'I know but it still could be our plane.' 

. . . and so on, as if this were an argument when, really, we were both saying the same 
thing but with different emphasis and personal involvement (I was staying behind to 
finish this second edition - in the f i s t  edition this was afictitious conversation!). Here 
is someone who seems to agree with what I'm saying about probability: 

Probability is an obvious and simple subject. It is a baffling and complex 
subject. It is a subject we know a great deal about, and a subject we know 
nothing about. Kindergarteners can study probability, and philosophers 
do. It is dull; it is interesting. Such contradictions are the stuff of 
probability. (Kerlinger, 1973) 

It is ofm said that there are three types of probability: 

logical probabili? , : empirical probablllty 
, probability 

ne hest two we shall be tackling in a little while. Subjective probability refers to the 
feeling of likelihood one gets about certain events, no matter what the statisticians or 
m a m a t i c i a n s  tell you. My 11-year-old friend's qualms above are an example. It's 
had to be convinced that a plane, when you're in it, is many times safer than travel by 
mad. Gamblers may ruin their lives betting on what they think will happen. Take a 
look at Box 14.1 for a light-hearted account of the testing of subjective probability. 

probability works out in peculiar ways. What do you think are the chances of four 
tossed coins all coming up tails? How many people do you think would have to be in 

room before there is a 50-50 chance that two people among them have the same 
bidday? The answer to the first question is 1 in 16 yet many people respond initially 
with 1 in 4. The answer to the second is that, surprisingly, just 23 people will do. 

Box 14.1 Sod's law 

Do you ever get the feeling that fate has it in for you? At the supermarket, for instance, do 
you always pick the wrong queue, the one looking shorter but which contains someone 
with five unpriced items and several redemption coupons? Do you take the outside lane 
only to find there's a hidden right-turner? Sod's law (laown as Murphy's law In the USA), in 
i ts simplest form states that whatever can go wrong, will. Have you ever returned an item 
to a shop, or taken a car to the garage with a problem, only to find it working perfectly for 
the ass~stant? This is Sod's law working in reverse but still against you. A colleague of mine 
holds the extension of Sod's law that things will go wrong even if they can't. 

An amusing QED N programme tested this perspective of subjective probability. The 
particular hypothesis, following from the law, was that celebrated kjtchen occurrence where 
toast always falls butter srde down - doesn't it? First attempts engaged a University Physlcs 
professor in developing machines for tossing the toast without bias. These included 
modified toaster; and an electric typewriter. Results from this were not encouraging. The 
null hypothesis doggedly retained kielf, buttered sides not making significantly more contact 
with the floor. It was decided thatthe human element was misslng. Sod's law might only 
work for human toast droppers. 

The attempt at greater ecological validity was made using students and a stately home. 
Benches and tables were laid out In the grounds and dozens of students asked to butter 
one side of bread then throw it in a specially trained fashion to avoid toss bias. In a cunning 
variation of the experiment a new independent variable was introduced. Students were 
asked to pull out their slice of bread and, just before they were about to butter a side, to 
change their decision and buttel- the other side instead. This should produce a bias away 
from butter on grass if sides to fall on the floor are decided by fate early on in the buttering 
process. Sadly neither this nor the first experiment produced verification of Sod's law. I 
don't recall the exact figures but results were out of 300 tosses each time and were around 
154 butter side, 146 plain, and 148-1 52. Now the scientists had one of those flashes of 
creative insight A corollary of Sod's law is that when things go wrong (as they surely will - 
general rule) they will go wrong in the worst possible manner. The researcher; now placed 
expensive carpet over the large lawns. Surely this would tempt fate into a reaction? Do 
things fall butter side down more often on the living room carpet? (I'm sure they do!) 

I'm afraid this was the extent of the research. Results were yet again around the 



involved from logical principles. The reasoning for Statement eight runs as 

ae tWO Outcomes - a head or a tail. (We discount occasions when it 
falls on its edge!) 

One of these is the outcome We Want. 
There is therefore one chance in two that tails will come UP. 

' The fornula for logical probability is: 

ways desired outcome can occur 

total number of outcomes possible 
GIVING PROBABILITY A VALUE r 'probability' when all events are equally likely. 

e coin then, using the above formula and what we just said about 

r the probability of getting a tail (or a head). Notice that the probability of 
ail (0.5) added to the probability of getting a head (0.5) = 1. This makes 

se we know the probability of what must happen is 1 and either a tail or a 

, head must happen. This leads to one of two probability rules: 

rule 1: the probability of event A or event B happening is 
p ( ~ )  + p(B) where p(event) is the probability of an 
event occurring 

we may as well introduce rule 2 now as well. Suppose YOU tossed two coins. What are 
the of getting two tails from two independent tosses (question 9, above)? 

= Well, one way to answer this is to use rule 2: 

probability rule 2: the probability of event A and event B happening is 
P(A) x P(B) 

 ding to this rule our answer is 0.5 X 0.5 = 0.25 (or $1. k t ' s  do this the 10% way, 
- using our fundamental formula for probability above, and check that we agree with 

the multiplication result. How many possible events are there? Well, these are listed 
. in Table 14.1 

possible events that could have occurred in tossing coins 

0 c to 1 I st: toss 2nd toss 

t 

Your answer to mmber eight in the exercise above should have been 50 
whichConve~to 0.5. If YOU answered 25 (converts to 0.25) to number nine, you can 
already calculate probability (probably!). 

NOT possible MUST happen H H 

~h~~~ were four possible outcomes and we were interested in just one these. The 

. . . usually in decimal values, like 0.3, 0.5 and so on. I shall try to explain now why 
this makes sense. 

LOGICAL PROBABILITY 

1 values for the probability equation then, are 1 on top and giving ' 
Statements eight and nine are quite different from the rest. We can calculate the (0.25). 

I H T 
T H 
T T 

H = head T = tail 



In the case of tossing coins it is relatively simple to work out what should happen 
according to the 'laws' of probability. With real life events, such as the chance of an 
earthquake, a plane crash or of England beating Australia in cricket, we can't make 
such calculations. There are just too many variables to account for. Instead, in these 
circumstances, statisticians rely on 'actuarial' data - that is, data which are already 
available. The process is backward rather than forward looking. We say, to estimate 
the probability of X happening, 'how many X-type events have happened so far out of 
the total number of relevant events?' For instance, the probability of your tutor 
sneezing next lesson might be estimated at: 

can use empirical probability to back up our 'analytic' calculation of the 
eWlood Of obtaining two tails from two tosses of a coin. I asked my computer to 

mo coins' 1000 times. It took about four seconds and came UP with 238 cases of 
tails. 238/1000 = 0.24 -not a bad estimate of our logical figure of 0.25. In fact, 
&lributiofl the computer came up with is shown in Figure 14.1. 

The tutor has 20 possible choices and you're just one of&em. your chances of being 
picked are therefore &, which is 0.05, fairly close to zero. The chances of someone Frequencies produced Frequencies expected in 1 000 
else having to talk are % since there are 19 ways she can make this happen. by computer 

Out at 0-95 (note that the two probabilities added together make 1 - she,S - 
497 0.5 

number of lessons in which tutor has sneezed so far 

total number of tutor's lessons so far 

265 - 

COMBINATIONS 

What we've just started talking about is the topic of combinations of events. We said 
that for the tossing of two coins there are four possible combinations as outcomes and 
we stated what these were. If you now think back to our sex-guessing friend, it would 
help-if we knew how many possible outcomes from 10 guesses there are (bottom of the 
probability equation) and then work out how many ways there are to get seven right, 
eight right and so on (the top of the equation). We can work towards this goal by 
considering three coins. Don't forget, if she's guessing, then her choices of boy or girl 
are equally likely and this is exactly the same as tossing a coin. We are only working 

you. of tails: 0 1 2 No. of tails: 0 1 2 
Frequency chart probability distribution 

BOX 1 4.2 % decimal conversion re 1 4.1 Tossing two coins 1 000 times 

From percentage to decimal From decimal to percentage BABILITY DISTRIBUTIONS 
5% to 0 = 0.05 p = 0.05 to 5% right-hand side of Figure 14.1 is shown the IJROBABIT-TTY DISTmB-ON 
1 Remove the '%' sign (= 5) I Move the decimal point two places to 

A 

expected for throwing two coins. Notice that, although I've put expected frequencies 
2 P a  decimal point after the whole the right (005,) 00 on the columns, the chart is really one of probabilities for each event- It 

number (= 5.1" show what has happened - it shows the expected propordon of things which 
appen using the 'laws' of probability. These can be turned into expected 

the lek inserting zeros as you go es when you know how many events are going to occur together, in this case 
3 Lose the decimal point ifthere is 

where necessary (i.e. first move 0.5, 1000. IT the of obtaining two tails is 0.25 then we'd expect 0.25 X 1000 
nothing to the nght of it (= 5) 

second move 0.05) - cases of two tails. We expect 250; we pot 238. 
4 Add the '%' sign (= 5%) The second column on the right of Figure 14.1 shows that the probability of 

"Ifthere already 1s a decimal point, 
e.g. for 0.025: getting a head and a tail is 0.5. If you look at Table 14.1 you'll see that there are two 

leave it where it is, and go might  to 
0.025 +- 00.25 -+ 002.5 +- 2.5 -. 2'5% ways of getting a head and a tail. You can get a head followed by a tail or a tail 

step 3, e.g. followed by a head. The top of the probability equation is therefore 2 and the bottom 
2.5% +- 2.5 +- 0.25 -. 0.025 is 4 as before. For every time we get two tails we'd expect twice as many results 

containing one head and one tail. Finally, of course, we'd expect as many times two 
heads as we get two tails. 

EMPIRICAL PROBABILITY 

- 

238 250 250 
0.25 

Out the probability of events with two equally likely outcomes. 
For three events you might like to look at Figure 14.2. Imagine a ball bearing is 

placed at the top of the diagram at the 'choice' point. It 'chooses' to go left or right 

0.0 

- 
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probabilities 
-------- for four coins 

- - - - - - - - 

-------- 

No. of tails 

I 4.3 ~ ~ b ~ b i l i v  dirtributzons for tossing three andfour coins 
Figure 14.2 Possible outcomes of tossing three coins 

purely at random. Having done this it meets another random choice 
left or right again at random, and so on. What we're interested in is wha 
of ball bearings would 'choose' to end up at the far right. In terms 

[Totall 
1 1 

1 1  2 

1 2 1  4 

1 3 3 1  8 

1 4 6 4 1  16 

1 5 10 10 5 1 32 

Table 1 4.2 Outcomes from tossing three coins 1 6 15 20 15 6 1 64 

1 7 21 35 35 21 7 1 128 
1 8 28 56 70 56 28 8 1 256 

1 9 36 84 126 126 84 36 9 1 512 
-one way to  get three tails 1 10 45 120 210 252 210 120 45 10 1 1024 

TTH 
T m  three ways to. gettwo tails + one head 

HTH three ways t o  get two heads + one tail 
HHT 
I-iHH one way t o  get three heads 
Total possible outcomes = 8 

Figure 14.3 shows the probability distribution for three and four coins. H~~ did I get 
the for four coins? Fortunately, we don't have to keep going back to .first 
principles, or an increasingly larger Figure 14.2, to count out the possible Combina- 
tions. Take a look at Pascal's triangle in Figure 14.4. If you look at the second and ~e can also see that, *probability of OW fkiend guessing just nine sexes coirecily 
third lines down you'll see the frequencies for two and three coins which we is (0.01) and eight cofiect wodd be i% (0.044). This is all very I lbink 

probability theory. Each number in the triangle is obtained by adding together of us would accept that if the chance of OW friend guessing all 10 babies is 
the numbers above it, So, theoretically, we could go on generating this fiwre ad lkss than one in a thousand we would reject the idea that s k ' s  just guessing. In 
infiniturn, but the m-unbers would soon get rather large. For the fourth line, h e  terms this would be a case of 'rejecting the null hypothesis' that, overall, she gets 
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of sexes correct. w e  would accept that something was going intuitively take into account the variation between individual scores in each 
we remain c ~ i c a l  about the stone pendulum. Perhaps sh order to decide that 12.75-12.5 is obviously an wimpressive difference. 
has access to the hospital's scanner records! us that something has happened. these 

ance fluctuation alone? 
SlGNlFlCANCE IS THE PROBLEM NOW 11 test. A formal statistical test must be 

, though, where several differences have been There is some cynical person in a class who doesn't 1 as to be unworthy of testing- What we are 
(P = O.Ool) is good enough to rule Out chance. Like my 1 l-year-Old ever, is a formal cut-off level. HOW unlikely does a difference have 
'ah but it could happen by chance still', with which I am forced to agre call it a 'significant' one? At the start of the chapter I asked you 'Yes, but we have 10 think fonuards. If I predk  that X will happen 

any successful sex choices, out of 10, would convince you that Our 
and it does, with less than i& probability of it ha 
life we usually accept that I have some sort of contra 

instance, imagine I ask a member of the audience to select a 
OoO. then ask You to pick a number fram 1 000 raffle tickets, already checked and 

called out of 20: NO. of words recalled Out of 20: 
in a bag. If I "get" You to pick the same number you'd 

good conjuror, not just lucky!' We can rely on extremes of probabi Common words Uncommon words Pt 6-letter words 7-letter words 

a recent village fete, a local garage safely offered a free new car if I 14 13 
6s with seven dice. 2 13 14 

3 10 12 
4 15 13 
5 9 7 
6 I I 15 

SIGNIFICANCE 7 12 13 
8 16 15 

Mean = 12.5 Mean = 12.75 
We are faced with informal significance decisions in everyday ]ife. s~~~~~~ you 
received 62% for Your last essay and 60% for the one you've just had marked. 

you or is this just forgettable fluctuation in your tutorys grading? ~f 
you 

Difference between means = 0.25 
45% next you'd know there was a difference which manered. ne cumen[ 

: however, is unlikely to bother you. So, we are cenain hat a , baby-sexing friend was not just guessing. Some of you will have said lo, some nine difference indicates a real change and often certain h a t  it doesn't. mat's the easy 
p a n  When do we change from one decision to the orher? HOW far below 62% some lower. 1f you said five, you're accepting what she would get often if she 

were just guessing. SO the number we should settle On to convince us that her is 
indicates a 1-4 drop in your standard? What we are loo&g for now is a system for 
making a decision of STATISTICAL SIGNIFICANCE. significant lies bemeen six and 10, UnleSS you're really a Deciciing 

A television advertisement shows the promoted washing-up liquid 
whether results support the null hypothesis (guessing) or a real effect is known as 

dealing with far more tables of crockev than an unnamed competitor. ~h~ viewer SIGNIFICANCE TESTING. 

isn't given the chance, though, to discover whether the difference is statistica~ly 
si@ificant. Similarly, we often see just one person successfully he 
promoted margarine rather than its anonymous rival. HOW many people you SIGNIFICANCE LEVELS 
want to see making this rather fortunate choice before you were convinced that he ~n social science the reasoning for accepting differences as significant is as 
result You see is not a fluke? For situations like these we need a formal test. Assume the null hypothesis is true - for instance, the p o ~ u ~ a t i o ~ z  means for words There will always be some difference between the results of two conditions 

an recalled using imagery and using rehearsal are the same. Find the difference between 
Or investigation. It is not enough to show &at a difference occvrred in he our two sanLple means. Calculate the probability that such a difference Occur if' 

direction we wanted or predicted, which is all the television advenisements do. we 
have to show that the difference is significant, the null, hypothesis is tlxe. ~f this probability is low then reject the hypothesis' 

A~~~~~ the allemalive hypothesis that, overall, the ~ o ~ u l a ~ ~ ~ ~ ~  do differ' The 

THE 'EYEBALL TEST' question is how low? There is a conventionally accepted probability level where 
science researchers say, in effect, 'Well, it was *likely we'd get size 

An EYEBALL TEST is an inspection of results prior to formal testing. without yet difference if the null hypothesis is true'. ~f this level is reached, researchers 
lolowing the formal rules of significance decisions we can come to some prew safe confident in publishing their result as significant. Now what is this level? 
conclusions about the results in Table 14.3. On the right, we can see hat the probability for such a difference occurring by chance always be O.Ool 

difference between means is quite unimpressive. Note, for issues later in &is bookJ 0.01, 0.05 or what? 
I 
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if your results reach this level, you qualify for publication. 
Let's see if you already have a sense of where this limit might lie. pter 1, there are times when support for a null hypothesis is 
pack of cards. There are only two possibilities: either all the red c the finding cf no difference can be very important. But in 
pack is randomly shuffled. The second alternative is equivalent t make the decision would still be P C  0.05, except under 
Your job is to  decide which of these two alternatives is the t m h  by -. 

card at a time from the top. There is a catch. YOU start with f I 000. 
turn over a card this amount halves. If you take a guess after turning it still be afluke? 
then, you stand to  win £250. Afterturning over how many red card ill deal four red cards off the top of a shuffled pack. I can 
decide, fairly confidently, that the reds are all on top? If YOU wait till ome, playing snap with their younger sister or brother and 
over, you'll win just I P! Even afterten reds you'll only get £ I, Make ds! . . . and that Coolican says it's rare.' Well, we expect You to 

around one time in 20, remember. So now you can hear a little voice 
l-year-old fr-iend) saying, 'Well that means, if social scientists accept results 

The probability of drawing a red card off the top of a full, 0.05 by chance, that one time in 20 they're accepting fluke results!' 
are two possible colours, equally represented, and we want voice is right! (In a way.) Let's think about this: 
four times in succession, replacing'each time, gives 0.5' ( 
= 0.063 ( (414 = &I. Actually, to be absolutely accurate, we she 
replacement, since that's how the problem was set above. This would be en to  ensure that, when a researcher finds results significant at 

26 25 24 23 f results is not a fluke occurrence? 
-X-X-X- = 0.055 
52 51 50 49 

since there are 26 reds to start with but one less each tim s to replicate studies. If an effect is taken as significant, and 

r~-ber of people say that by four reds they feel pretty c o d  
meone else would try to obtain the same results in a repeat of 
e probability of two predicted significant differences both 

fixed, not s h a e d  (and even more agree by five). In other words, they reject the 
(null) hypothesis that this run could have occurred by chance. ess than the chance of just one occurring by chance. 

The 5% significance level 
Social scientists call a difference significant, and reject the null hypothesis of no 
difference, when the probability of that difference occurring when the null hypothesis 
being true drops below 0.05. This is popularly known as the 5% SIGNIFICANCELEVBL, 

You can see from the little exercise above that, if we replaced the cards each time, a 
run of five reds would be significant but a run of four would not. If we just drew the 
cards and didn't replace, however, a run of four reds would very nearly count as 
significant. In other words, when you're dealing from a full, shuffled deck of cards, 
you'll get four consecutive reds just about 1 time in 20. Would you like to try it? This 
would make a nice little programming exercise if you're doing computer studies. 
Otherwise, please just trust the theory! The point is that many people make a decision 
intuitively at around the 5% level that a sequence of events wasn't a fluke. 

SIGNIFICANCE DECISIONS 

We have come to an absolutely fundamental principle underpinning all social science 
research -the notion of rejecting the null hypothesis at a certain level of significance. 
Official theory says that, before we conduct a study, we state what level we will take as 
a criterion for rejecting our null hypothesis. In practice, the level of pc0.05 is the 
golden standard, the general yardstick by which differences or relationships are 
counted as significant or not. T o  summarise: 

If a result is significant (p 6 0.05) the null hypothesis is rejected 
If a result is not significant (p>0.05) the null hypothesis is retained 

By 'result is sigdicant' I mean the rather long winded statement 'If the difference (or 
relationship) is unlikely to have occurred by chance at the level set'. 

CRITICAL VALUE 

We need to apply what we've just covered to our baby sex-guesser. We want to know 
be number of correct predictions she must make in order for the probability of her 
efforts occuning to drop below 0.05. We already know the odds of her getting none 
right, one right and so on, by using Pascal's triangle. The various possibilities are 
listed in Table 14.4. You'll see that the values we already calculated are shown beside 
10,9 and 8 correct predictions. To make things simpler for the first statistical test in 
the next chapter, can we just switch to thinking about how many she can get wrong 
and still have her result count as significant? The values are just the same. If she gets 
none wrong, the probability is 0.001. If she gets one wrong p = 0.01; for two wrong 
p = 0.044. Let's suppose she got two wrong. I wonder how many readers are saying 
'that's still pretty good'? 

We did not predict that our friend would get exactly two wrong. What we want is 
the probability that she would do this well. In other words, we want the probability 
that she would get two wrong or less. This is the probability for none, one and two 
wrong added together. This is 0.00 1 + 0.0 1 + 0.44 and this gives 0.055. Unfortunately, 
this value is just over the probability value we can allow for making a decision of 
significant effect i.e. we can't reject the null hypothesis that her overall performance 
produces only 50% accuracy. However, had she got just one wrong (nine correct) the 
resulting probability would be 0.00 1 + 0.0 1 and this is a mere 0.0 11. If you thought 
nine correct choices would convince you then your thinking was the same as a 
Ps~chologist's would be with these results. If you accepted eight or less then you were 
alittle generous and likely to be accepting mere guesses. If you wanted 10 (or even 
more) then you were erring on the side of caution, being a little 'conservative' with 
significance. 
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10 right p = 0.001 
value Of 2. 

in Table 2 we find it cuts off the remaining 0.0179 of the right-hand 
9 right p = 0.01 12- of be area the curve. In other words, our children would appear to be 

10 wrong p = 0.001 
wmrJ on average, than all bur 1.79% of the population and well within the top 2.5%. 

9 wrong p = 0.01 
fls Cy be 

in Figure 14.7. A z-score of 1.65 Cuts off the top 5% of the 
- 

Total p = 0.022 disrnbuuon a of 1.96 cuts off 2.5%. So the children's mean Seems to be 

We have added the probabilities at each tail of the distribution. Even if we,d puinelY 
not a chance fluctuation from average. 

predicted that she'd get a lot right or a lot wrong, her result of nine or ten conen 

would count as significant, because the probability of this occurring is 0.022 and still Right-hand shaded area 
well below 0.05. But in other cases this doubling of probabilities for a two-tailed test = 5% of whole area 

Cross-hatched area 
would cause total probability to rise above 0.05 and leave the result non+,ignificant. = 2.5% of whole area 
In other words, if you hedge your bets, probability rises. A bookie lowers your odds if at either end 
you change your prediction from 'first' to 'first or in the first three'. 

In Figure 14.5 you can see that the area into which results must fall, 
significance in a two-tailed test, is darkened. The left end is the mirror image of the 
right end in Figure 14.6. Results falling in any other columns are not significant. 

THE NORMAL PROBABILITY DISTRIBUTION 

You can see in Figure 14.5 that a histogram of probability for 10 equally likely events 
forms a symmetrical :organ pipe' pattern. Imagine what this would look like if we 
tossed, say, 32 coins very many times. We'd get the pattern shown in Figure 13.15 in 
the last chapter. Instead of showing actual frequencies however, we could show 
expected probabilities of occurrence for 0 tails, 1 tail etc. up to 32 tails. If you now 
generalise this pattern, I hope you can see that, for very many events, the shape would 
end up looking pretty much like a normal curve (you can see a naturally occuning 
probability distribution of this shape when you look at very old stone or wooden steps 
- why do they curve down in the middle?). We can use the normal distribution as a 
probability curve in much the same way as we used Figure 14.5 for 10 events. For 
instance, think back to z-scores and deviations in the last chapter. In the reading test 
example (p. 222) I hope it's obvious that the probability that any child, selected at 
random, has a reading score higher than 40 is 0.5. We also know that 68.26% of all 
scores fell between a z-score of + 1 and - 1. The area under the curve for this section 
is 0.6826. We can say therefore, that the probability that any child, selected at 
random, will have a z-score between + 1 and - 1 (that is, a reading score between 30 
and 50 in that example) is 0.6826. 

This is the great value of the normal distribution curve and why, in the last 
chapter, the area under the curve was emphasised. The whole thinking here is 
immensely important when we come to using significance tests to decide when two 
means, for instance, are significantly different from one another. We can go through 
an example of a 'one sample' test right now as an example of what we can conclude 
with this curve. 

A simple signz$cance test 

Suppose we discovered some children, reared on a commune where all 'schooling' 
had been done within the small community as a part of daily living. Reading had not 
been 'taught' in lessons but integrated into normal activities. An educational visitor is 
impressed and wants to compare the children with the national mean. Assume that 
our test, in Chapter 13, is nationally standardised. The mean for the population, 
then, is 40. Our children average 61. The deviation is 61 - 40 = 21. T o  get a z-score 
we divide the deviation by the standard deviation. This is: 2 111 0 = 2.1. If we look up 

Figure 1 4.7 Tails of a distributio?~ 

~n significance testing in general, with a two-tailed test, any result must be associated 
with a z-score of either more than 1.96 or less than -1.96 in order to count as 
significant at 5% For a one-tailed test the z must be higher than 1.65, in the direction 
predicted. But we can't have our cake and eat it too. If we commit ourselves to a onr- 
tailed test we need only get this lesser z value, but should our obtained z be a negativt. 
value - results went in the opposite direction to that expected, no matter by how 
much - we just can't claim any significance. It's arguable whether the test on our 
commune children should be one or two-tailed but, either way, they end up 
significantly above average. 

OTHER ,LEVELS OF SIGNIFICANCE 

If the baby sexer had got all ten predictions correct it would seem necessary to say 
that she didn't produce a result which was just significant at 5%. Her result was less 
likely than p = 0.001, which is 0.1%. When this happens, psychologists point out the 
level obtained in their final report. There is a tendency to use the following language 
in reporting results: 
Significant at 5% 'The difference was significant' 
Significant at 1 % 'The difference was highly significant' 

The 10% level (p G 0.1) 
A researcher cannot be confident of results, or publish them as an effect, if the level 
achieved is onl~7 10%. But if the level is in fact close to 5% (like the sex guesser's 
results if she gets eight predictions correct) it may well be decided that the research is 
worth pursuing. Procedure would be tightened or altered, the design may be slightly 
changed and sampling might be scrutinised. 

The 1 % level (p G 0.01) 
Sometimes it is necessary to be more certain of our results. If we are about to 
challenge a well-established theory or research finding by publishing results which 
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~ ~ n r r a d i c t  it, the convention is to achieve 1 % significance before publication. as this, though high levels of significance are what good 
fwther reason for requiring 1 % significance would be when the researcher only ha 
one-offchance to demonstrate an effect. Replication may be impossible in many ted claims support for the research hypothesis with a s idf icant  result 
studies or 'natural ex~eriments'. In any case, significance at 1% gives researchn, ations in results are caused by random variables alone, then a TYPE 

greater confidence in rejecting the null hypothesis. ERROR be said to have occurred. 

Lower than 1 % (p < 0.01) 
faulty sampling, researchers may fail to achieve sig- 

ct they were attempting to demonstrate actually does exist. 1x1 
In research which may produce applications a f f e c ~ g  human health or life e said that they had made a TYPE TWO ERROR. These outcomes are 
such as the testing of h g s  for unwanted psychological or behavioural effects, we,d 
 ant to be even more certain that no chance effects were being recorded. 

Above 5% (p > 0.05) ; 3- 
1 4.5 Type one and Type two errors 

Yes, it seems we covered this with the 10% level. But the emphasis here is different. A 
researcher may be replicating a study which was a challenge to their work. It may be 
that showing there isn't a difference is the research aim. This would be the case with a 
lot of modern studies aimed at demonstrating a lack of difference between men and 
women on various tests and tasks. In this case the prediction is that the n u  
hypothesis will be retained. The probability associated with results must now fall in 
the less extreme 95% area under the probability curve. 

actually: 
True 

False 

* Null hypothesis is: 

Accepted Rejected 

CRITICAL VALUES AT VARIOUS SIGNIFICANCE LEVELS . . 
. ~ , , ~ i ~ ~ ~ l ~ ,  if we set a stringent (low) s i e c a n c e  level, such as we may 

Notice that for significance at 1% (one-tailed) z would have to be 2.33 or above, -' make a type two emor. At lo%, a type one error is much more likely- 
because a z-value of 2.33 leaves just 0.01 of the area lying on the right-hand side of i - 
the distribution. Check in Table 2, Appendix 2, using the right-hand 'area left' 
column. 

Just to make sure you've got a fair understanding of what critical levels are and how 
a statistic, calculated - - critical value they work, try the following exercise. If you find it tricky; please don't bang your head 

against the wall, give up psychology or feel inadequate. Most people find &,is fairli4+ can be compared in 

tricky at first. Do the exercise with a fi-iend, stick at it and/or pester your tutor for order to decide whether a null 
examples until you get the hang of it! hypothesis should be rejected the value 

-- 1 I is related to the particular level of 
I ,- : ---T - *.mc - 2:m\*, C : Z . J ~ ~ ~ + > ~ F  I orobabilitv chosen 

Answers: Two-tailed 10% = 1.65 2% = 2.33 1% = 2.58 
One-tailed 2.5% = 1.96 1% = 2.33 0.1% = 3.1 1 

TYPE I AND TYPE I1 ERROR 

When we have finished analysing research results, and we have tested for significance, 
we make a statement that we must accept or reject the null hypothesis at the set level 
of significance, usually p < 0.05. 

We may be right or wrong. We can never be absolutely certain that an apparent 
effect is not a fluke. Sometimes it seems crazy to challenge. Say, for instance, we ran 
an experiment in which there were two conditions: recall of common words, like 
'cat', and recall of uncommon words, like 'otiose'. A significant difference at 
p < 0.001 would appear unassailable. However, within psychological research, results 

i experience of values 

/ Prediction which does not state in which -- 
i direction differences (or correlation) will 

occur 

Test made if the research hypothesis is --- - 
1- 

directional 

A numerical measure of pure 'chance' 

, A measure of probability based on 
existing data and comparing number of 
target events which have occurred with 
total number of relevant events 

non-directional 
hypothesis 

one-tailed test 

probability 

empirical 



A measure o f  probability calculated fmm 
analytical formulae and first principles 

A measure of probability made on the 
basis of human internal, and often 
emotional assessment 

A histogram or table showing the 
probabilities associated with a complete 
range o f  possible events 

Levels of probability at which it is agreed 
that the null hypothesis will be rejected 

Significance level generally considered 
too high for rejection ofthe null 
hypothesis but which might merit further 
investigation 

Conventional significance level 

Significance level preferred for greater 
confidence than the conventional one 
and which should be set where research 
is controversial o r  unique 

Test performed in order to  decide 
whether the null hypothesis should be 
retained or rejected 

Test made if the research hypothesis is 
non-directional 

Mistake made in rejecting the null 
hypothesis when !t is true 

Mistake made in retaining the null 
hypothesis when it is false 

logical 

subjective 

probability distribution 

significance levels 

significance test1 
1 -- decision 

- two-tailed test 

type l error 

type II error 

EXERCISES 
I State whether the following values of z (on a normal distribution) are significant o r  not 

( p  < 0.05) for: 
a) One-tailed tests 

1.32 1.75 - 1.9 -0.78 
b) Two-tailed tests 

-2.05 1.89 - 1.6 1.98 

2 State whether tests ofthe following hypotheses would permit one- o r  two-tailed tests: 
a) Diabetics will be more health conscious than other people 
b) Extroverts and introverts will differ in their ability t o  learn people's names 
c) job satisfaction will correlate negatively with absenteeism 
d) Self-esteem will correlate with outward confidence 
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A student sets out t o  show that attitude change will be greater if people are paid more t o  
make a speech which contradicts their present attitude. Her tutor tells her that this runs 
directly counter t o  research findings on 'cognitive dissonance'. 
a) What would be the appropriate significance level for her t o  set? 
b) if she had originally intended t o  use the 5% level, is she now more o r  less likely t o  

make a type two  error? 

4 A z-score is significant (two-tailed), with p s 0.05 because it is greater than the critical 
value of 1.96 for p s 0.05. This is why the first line o f  the table below is marked 'true', Can 
you complete the rest o f  the table with ticks o r  crosses? 

z One- or two- p True or false 
tailed test 

a) 2.0 Two 0.05 true 
b) 1.78 One 0.05 
c) 2.3 Two 0.025 
d) 2.88 One 0.002 
e) 3.35 Two 0.00 1 
9 2.22 One 0.0 1 



st tests covered in this book are called 'non-parametric'. They get this title 

Simple tests of difference - 
non-parametric 

ndard procedure in  conducting and reporting results of a statistical test of 

ropriate statistical test When we've covered all the tests, 
Chapter 24 will help you through this step 
In our sex-typing case this was 2, the 

USING TESTS O F  SIGNIFICANCE -- GENERAL PROCEDURE number our friend got wrong. In all cases 
the statistic will be denoted by a letter, 
for instance t or U. In our test, s = 2 

Significance tests are used when you've collected and organised Your data and h 
st statistic with Tables are provided at the back of the come to a point where you're asking questions like, 'Well, we got a difference jus 

, . value in tables we predicted but is it a big enough one not to be a fluke?' or, 'It obviously worked book for all the tests ~ntroduced. In 

independent variable], but where do I go itom here?' Writing the statistical test calculating our critical value, we took 

section of practical reports is one of the hardest tasks for new students of psychol account of: 

often because the full logical process hasn't been completely absorbed, so I 
rwxnmend that YOU turn to this section whenever, in the early days, you 2 One-tailed test 
organise this part of your practical write-up. 3 Maximum probability level acceptable 3 p =S 0.05 

Let's look at what we did in the last chapter in brief terms. 
Crit~cal value was I 

right wrong Decide which side of the critical Our result was on the non-sign~ficant side 
1 We obtained a difference. A description of our raw data was: 8 n of the critical value 
2 We calculated the maximum number wrong (with this form and quantity of data) 

that would give a result less likely to occur than five times in 100. This value was : Report the decision - whether to We retained the null hypothesis. We 
1. ' retain or reject the null hypothesis and at found a probabilrty >0.05 that our results 

3 We compared our friend's result with this 'critical value'. . , what level of confidence (significance) could occur if it was true. Therefore we 
4 We decided which side of the critical value our result was on - the non-si didn't have sufficient confidence to reject 

side, because we wanted 1 for significance but obtained 2 (known as s in it 
test below). I 

5 We consequently reported significance or not at the level of probability set (0.05). 
Officially, this level should be set before testing but p G 0.05 is the traditional 
maximum. This is a way of stating how confident we are t h ~ t  the null hypothesis 
is incorrect. If results are not significant we are not confident enough to reject the 
null hypothesis. 

This is the logical sequence behind any test of significance, no matter how 
complicated they get. In fact, one aspect of the above sequence is even easier. We 
don't calculate the critical value - we look it up in tables. You'll see from the 
calculation of the SIGN TEST below, that the value of 1, which we worked out in the 
last chapter, is given directly by tables at the back of this book. If you're using a 
computer program you will usually be given the exact probability of the null 
hyporhesis being correct and you won't even have to consult tables. Table 15.1 
opposite puts the whole process in formal terms. 1 - 
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m A B C D 
Rating 

Client NO. After three Difference Sign of 
(N = 10) Pre-therapy months' therapy (B - A) difference 

I 3 7 4 + 
TESTS AT NOMINAL LEVEL 2 1 2  18 6 + 

3 9 5 - 4 

This Section introduces tests of s~gnificant difference. It is extremely important to 
understand and use the conventional manner and logic of reporting steps in the 
significance decision process. The general set of steps, for any significance 
decision, are given and related to rejection or retention of the null 
hypothesis. 

The tests presented in this Chapter are 'non-parametric', meaning that they 
do not rely on assumptions about underlying population parameters (mean, 
variance) as is required for parametric tests. The tests covered are at the 
nominal level of measurement. The tests are: 
* Binomial sign test (better known as just 'sign test') 

Chi-squared (x2) -test of association between two variables 
-2 x 2 
- R X C (more than two rows or columns) 
-Goodness of fit 
-One variable, two levels 

There are limitations on the use of x2: data must be frequencies, not ratios, 
means or proportions, and must belong exclusively to one or another category, 
i.e. the same case (person) must not appear in more than one 'cell' of the data 
table. 

There is statistical debate about what to do when expected cell frequencies 
are low. The best thing is to avoid low cell frequencies where possible, but with 
overall sample sizes above 20 the risk of a type I error becomes acceptably low 
without using Yates' correction (as was traditional). 

RELATED DATA - THE BINOMIAL SIGN TEST (USUALLY 

SHORTENED TO 'SIGN TEST') 

CONDITIONS FOR USE 

Differences or correlation Differences 
Level of data Nominal 
Type of design Related 

DATA 

A psychetl~empist wishes to assess the therapeutic process. One way is to ask clients 

- 

4 7 7 0 
5 8 12 4 + 
6 I 5 4 + 
7 15 16 I + 
8 10 12 2 + 
9 I I 15 4 + 

10 10 17 7 + 

whether, after three months of therapy, they feel better about thtmselves. They are 
asked to rate their self-image by giving a score out of 20, before and after the three 
months of therapy (see Table 15.2). 

Procedure Calculation on our data 

1 Calculate the difference between A See column C. 
and B, always subtracting in the 
same direction. If a one-tailed 
hypothesis has been made, it makes 
sense to subtract the score expected 
to be lower from that expected to be 
higher. Enter difference in column C. 

2 Enter sign of difference in column See column D. N becomes 9 because 
D. Ignore any zero values (i.e. cases one result is zero. 
where there is no difference in score 
pairs). 

3 Add up the number of times the less Negative signs occur less frequently, so 
kequent sign occurs. Call this 's'. s =  1. 

4 Find the relevant line of critical Consult table and look at the 
values from Table 3, Appendix 2 horizontal line next to N = 9. Since 
where N = total number of positive therapy was supposed to improve 
and negative signs (not zeros). people's self-image, we are conducting 
Decide whether to pay attention to a one-tailed test. 
one- or two-tailed 'p' values. 

5 Compare s  with the critical value Our s  is 1. The critical value under the 
shown for the significance level set. s  column headed ' p  < 0.05' (one-tailed) 
must be equal to or lower than the is 1. Therefore, our result matches the 

1. 
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critical value for results to be conditions required for significance. 
considered significant. 

6 Make statement of significance. We reject the null hypothesis. The 
probability of our results if it is me is 
p < 0.05. 

SUMMARY 

The test looks only at the direction of differences. The critical value tells the maximum number of differences in the unwanted direction we can have and still caU 
our results significant at a particular level. 

EXPLANATORY NOTES 

The level is nominal because, for each result, all we know is whether there was a 
difference and the direction of that difference. We started with plastic interval level 
data but we reduced these to just sign of difference, thereby losing any infomatio 
about sizes of difference. For each result we have just three possible categorie 
'-' Or '0'. In our test we use only two of these, ignoring any zeros. The n 
hypothesis here is that, the theoretical population, pluses and minuses are equal. 
Underlying this is the interpreted view that our 10 clients rate themselves no . Differences or Differences (tested by 'association') 
differently from any other 10 similar people asked to rate their self-image either s Nominal 
of a three-month interval and no therapy. We reject this view because we are reje Unrelated 
the statistical null hypothesis. Another, purely statistical way to look at the reas Data must be in the fonn of frequencies. Although we 
is that, drawing samples of nine at random (we ignored zeros), and with replacement, are usually looking for differences in the effect of the 
from a barrel containing equal numbers of pluses and minuses, we would get a 

- IV, the test actually looks at the association between 
distribution this extreme (8:l) less times than 1 in 20. row categories and column categories. 

*-"r? & ' - There are orher limitations on the use of outlined at the end of this chapter. 

Box 15.1 Setting the significance level before or after the results are i n  

There is a long-running debate between statistical 'purists' and practical researchem. Purists 

DATA 
The results in Table 15.2a were actually obtained at a ~ s ~ c h o l ~ g y  workshop by 

I .  Table 15.2a Observedfrequencies 
argue that the 'rules' of the significance testing game say that you should state befo~ testing 
what level is acceptable and that is the only level you can then legitimately report. For 1 Sex of driver 
instance, assume you state that you will reject the null hypothesis if the probabili?, of a 
type I error (being wrong about rejecting the null hypothesis) is less than 0.05. If i t  turns 
out that your result is really extreme -it 'beats' the ctitical value for p < 0.00 1 for instance, 
according to this view you can't report anything other than that your results were 
significant at the level set (0.05). However, in practice, most students, and research 
psycholog~sts, would report the 'better' value obtained. For instance, in the sign test just 
calculated, the researcher rn~ght report that the difference was stgnificant with p < 0.025 
because, if you look at the tables again you'll see that I is also the critical value in the 0.025 
(one-tailed) column. I think I'm not a purist on thls. It seems to me there is no ham in 
saying, 'Our result was, in fact less likely to occur by chance than 24 times in 100'. It's 
important to remember, however, that a result significant at p <0.00 1 is not necessa~ly 
'better' than one at p <0.05. A highly significant effect can nevertheless be quite weak, f the  
sample is very large. This is a further argument against over-large samples and is explained 
more fully in the correlation chapter. 

! Female Male Total 
Driver stopped 90 A B 88 178 
Driver didn't stop 56 C D 89 1 45 
Total: 146 1 77 323 

Table 15.2b Expectedfrequencies 

Sex of driver 
Female Male Total 

Driver stopped 80.46 A B 97.54 178 
Driver didn't stop 65.54 C D 79.46 1 45 
Total: 146 17 323 

I 

1 
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9 students o b s e h g  male and female drivers at a pedestrian light. 
- - 

el' observed whether a driver stopped or not when approaching the light as it Dlmed 
amber. These arefiequencies (see Chapter 12). 

significance at any higher level. We did 
not 'beat' the critical value for p < 0.0 1, 
which is 5.41. 

Procedure 

1 Give the raw data (OBSERVED 
FREQUENCIES) a letter for each cell 

2 Calculated corresponding EX- 
~ECmD FREQUENCIES as follows: 

RC 
Formula: E = - where: 

T 
R = total of row cells 

(A+ B) or (C +D)  
C = total of column cells 

(A+ C) or (B+D) 
T = total of all cells 

( A + B + C + D )  

3 Call data in observed cells '0' and 
expected cells 'E' and put values 
into the following equation: 

E by Operating as 

follows: 

a) Subtract E from 0 
b) Square the result of step a 
c) Divide the result of step b by E 

d) Add the results of step c 

4 Find DEGREES OF FREEDOM as 
follows: 
df = (R- l)(C- 1) 
where R is number of rows and c 
is number of columns 

Using the df found, consult Table 
4 (Appendix 3) and find the 
relevant critical value 

6 Make significance decision 

Calculation on our data 
See Table 15.2a 1 : ONE- AND TWO-T-D TESTS m XZ - Always use two-tailed values except 

in special case to be discussed later. Don't worry! X2 is the only test which doesn't 

178 X 146 follow 
the usual pattern of one- and two-tailed tests. It doesn't matter in which 

Cell A: E = = 80.46 direction we predicted here, we still use two-tailed values. 
323 

A NOTE 2: DEGREES OF FREEDOM - This is a very complicated notion to explain fully. 

178 X 177 For several tests in this book, before checking for the critical value in tables, you need 
Cell B: E = = 97.54 to know what the degrees of freedom are. In the X2 test it is calculated as shown 

323 - above. One way to think about the concept is to ask, 'How many of the cells (A, B, C 

145 X 146 and D) in a 2 X 2 frequency table are free to vary?' If we know what the row and 
Cell C: E = = 65.54 a column totals are, then once we've filled in one cell, all the others are automatically 

323 fixed. In Table 15.2a, once we know there are 90 female drivers who stopped, given 

145 X 177 the row and column totals, the values 88, 56 and 89 follow automatically - they 
Cell D: E = = 79.46 be different. Hence, we get just 1 degree of fkeedom in a 2 X 2 table because 

323 just one cell is free to vary. 
- NOTE 3 - some textbooks, and the first edition of this one, still cling to a conservative 

version of the X2 formula when df = 1, using what is known as 'Yates' correction'. In 
line with most modem practice, however, this use has been dropped in this second 

Step a Step b Step c edition. There is still some danger, with low overall frequencies, of rejecting the null 

cell (O - E )  ( 0  - 8)'  ( 0  - ~ 1 2 , ~  hypothesis whenp> 0.05. This will be discussed further on in this section. 

A 90-80.46 9.54' 91.01 t80.46 Quick 2 X 2 formula 
= 9.54 = 91.01 = 1.13 - - This can be used only where there are two columns and two rows, as in the example 

B 88-97.54 -9.54' 91.01+97.54 _ above. It saves the labour of calculating expected fkequencies and, if you're handy 
= -9.54 = 91.01 = 0.93 with a calculator, you'll find this can be done in one move from the cell totals: 

C 56 - 65.54 -9.54' 91.01 + 65.54 
x' = 

N(AD - BC)' 
= -9.54 = 91.01 = 1-39 

D 89- 79.46 9.54' 91.01 + 79.46 (A+B)(C+D)(A+C)(B+D) 
= 9.45 = 91.01 = 1.15 - where N is the total sample size. 

x'= 1.13+0.93+ 1 . 3 9 t  1.15 =,4.6 

SUMMARY 

The test looks at the variation between observed frequencies and expected fre- 
quencies - those expected if, given row and column totals, there was absolutely no 

d f = l x l = l  association between the vertical and horizontal variables, i.e. no systematic relation- 

Using df = 1 we find that a value of 3-84 ship between the DV and levels of the IV. 

is required for significance with p < 0.05. 

EXPLANATORY NOTES 
Our obtained value is higher than the 
critical value required. Note that, with X2, 

If you consider our data, it is obvious that, of the 177 males observed, just 50% of 

obtained values must be higher than the 
- them stopped on amber, whereas 62% of females (90 out of 146) stopped. The X' test 

critical value. Always check the looks at these relative proportions. Let's consider a convenient but fictitious 

instructions with the tables. Note, also, example. 
Assume 50 high extroverts and 50 high introverts were asked whether they would that we could not have reported 

feel comfortable on a nudist beach. The results might run like those in Table 15.3a. 
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Table 15.3a ObsemedJi-equen& 
- .  

Extroverts Introverts 
Would feel: Total 
comfortable 40 10 50 
uncomfortable 10 40 50 
Total SO SO 100 

15.2 Balls bouncing into a box 

Table 1 5.3b Expectedfr.equencies 

Extroverts Introverts : fact, the calculation of XZ on the extrovert/introvea data shows a very large 
Would feel: deviaU0n of the observed from the expected data. X2 is 33.64 and the probability of 
comfortable 25 25 &s value occurring was: p< 0.0001. Hence, we could safely assume, if these results 
uncomfortable 25 25 e real, that the null hypothesis can be rejected and this therefore would support 

prove!) the theory that feeling comfortable with nudists is associated with 
-3.- e*oversion. The XZ test is, in fact, often called a TEST OF ASSOCIATION between two 

Note that, of all 100 people asked, 50 said they would be comfortable and 50 said Re-ing to our original real data then, the expected frequencies show that, since 
they wouldn't. But these 50 aren't evenly spread between the two types of person. A 178 drivers in all stopped, out of a total of 323, then we'd expect 178/323 of the 146 
large proportion of extroverts would feel comfortable. Statistically, since 50 out of male drivers to stop ifsex is not associated with stopping on amber. This expected 
100 people in all said they'd feel comfortable, we'd expect half the introverts, as well 0.46. In fact, 90 females stopped. Male drivers stopped less frequently than 
as half the extroverts, to say this if there is no relationship between extroversion/ ted totals would predict on the null hypothesis. The x2 being significant at 
htroversion and feeling comfortable on a nudist beach. If you agree with that poi e assume that (female) sex is associated with stopping on amber. 
then, in your head, YOU actually performed a version of the expected cells formula 

RC rning for tests and exams! 
E=-. 

T s very easy to get the idea of expected frequencies wrong. When asked what they 
are, many people answer that they are 'what the researcher expects' or similar. I hope 

You agreed that 112 (50/100) ofeach 50 should appear in each cell, i.e. you see that they are the opposite of what the researcher (usually) wants to happen. 
50 - The exgected frequencies are what is expected to occur (most often) under the null hypothesis 

X 50. 
100 (i.e. if 'nothing's going on'). 

Imagine we took very many sampleb this size in a purely random manner. We would .-I THE R x C x2 TEST 
get many results close to those shown in Table 15.3b. Table 15.3b gives us the 

We can extend &js test to situations where either of the two variables being tested for relationship that should occur if the null hypothesis is true; that is, ifthere is absolutely 
association has more than two values. There can be R rows and C columns. For no relationship between extroversion and nudism comfort. X2 tells US the likelihood of 
instance, four different colleges might be compared for their students' performances obtaining the results we did get (Table 15.3a) ifthis null hypothesis is m e .  Let me 

present one more imaginary example which, I hope, will explain graphically what XZ in a psychology A level exam: 
does. 

Suppose we dropped ball bearings onto the centre spot in the equipment shown in 
Figure 15.2 whi& is supposed to be a box divided into four equal compartments. Table 1 5.4 Four by two frequency table 
The ball bearings bounce away from the spot in a random manner. We stop when all 
rows and columns add to 50 -which makes the whole process non-random, but this . college A College 6 College C college D Total 
is only an illustrative example. Each time we did this we'd get results not varying too 

' Passed 
I 32 46 34 23 135 

much fiom those in Table 15.3b. Now and again, however, under probability 'laws', 
Failed 5 12 18 I 36 freak variations quite far from these frequencies would occur. The XZ calculation tells 
Total 37 58 52 24 171 us just how often, in terms of probability, we could expect a result as extreme as the 

one actually observed. 
I 
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The test will tell us whether these ratios of pass and fail are significantly ddifre;; Make significance decision Assume we can reject null 
among the four colleges. Degrees of freedom here are ( R  - 1) (C - 1) = ( 2 ,  

1) 
hypothesis of no difference with 

(4  - 1) = 3. You can see that, once 3 cells are known, the rest are k e d ,  &en the row - p < 0.00 1 of a type one error 
and column totals. I haven't included the calculation, since it follows rhe earlier 
method exactly. The X 2  result is 11.14 and p < 0.02. 

Our result is far higher than the maximum table value given so there is an extremely 
xZ 'GOODNESS OF FIT' TEST si@ficant 'lump' in the distribution of scores. Notice that the calculation of cell E 

- ,,,,.&,utes quite a lot to the overall X 2  value, but nothing like that contributed by cell 
A special use of X' occurs when we want to investigate a set of data measured on ody - A.  dabout out misbehaviour is far hrther from the average number of mis- 
one variable. For instance, suppose we weren't interested in sex differences for , demeanours per category than is obedience at police-controlled crossings. 
stopping at an amber light. However, we are interested in how all drivers behave at a 
variety of traffic stopping points. Consider this table: ; cG0oDNESS OF FIT' AND NORMAL DISTRIBUTIONS 

This test can be used to decide whether a large sample closely approximates to a 
Table 15.5 'Failure-to-halt' offences for county of Undershire normal distribution or not. In this case, our expected frequencies would be calculated 

- to Table 2 (Appendix 3)  which shows what proportion of a normally 
A B C D E d .  - distributed population falls between different z-scores. For instance, for a normal 4, 

junction Traffic Pedestrian Police controlled 
I 

distribution we expect 34.13% of all values to fall between the mean and one 
Roundabout stop sign light crossing junction Total : standard deviation (z = +1) and 13.59% should fall between one and two standard 

47 17 19 12 3 98 deviations from the mean (between z = +1 and z = $2).  X 2  'goodness of fity 
- compares the proportions of our actual distribution with these ideal proportions. 

An 'eyeball test' of this data surely leads us to suspect that drivers are far more 
careless or disrespectful of driving laws at roundabouts than elsewhere (and, of 
course, obedient with police officers!). We can treat this as a R X C test with just one 
row but five columns. We have to calculate degrees of freedom from iirst principles 
because R - 1 = 1 - 1 = 0, which isn't allowed! But, there are five cells and, knowing 
the row total, four of these are free to vary before the last is fixed. So degrees of - 
freedom for a 'goodness of fit' test are given by C - 1. 

Calculation 

1 Calculate expected frequencies on the basis 
of the null hypothesis that all cells should be 
equal 98 -+ 5 = 19.6 

2 Using the observed values from Table 15.5 
and the expected frequency calculated, use 0: 47 17 19 12 3 
the X 2  equation as before: E: 19.6 19.6 19.6 19.6 19.6 

3 a ( 0 - E )  b (0-E)' c (0-E)'IE 

Cell A 47 - 19.6 = 27.4 27.4' = 750.76 750.76119.6 = 38.30 
Cell B 17 - 19.6 = -2.6 -2.62 = 6.76 6.76119.6 = 0.34 
Cell C 19- 19.6 = -0.6 -0 .6~ = 0.36 0.36119.6 = 0.02 
Cell D 12- 19.6 = -7.6 -7.6' = 57.76 57.76119.6 = 2.95 
Cell E 3 -  19.6 = -16.6 -16 .6~  = 275.56 275.56119.6 = 14.06 

x2 = 55.67 

4 Find critical value using df and two-tailed df = 4 
values critical value for p < 0.001 is 18.46 

ONE VARIABLE - T W O  CATEGORIES ONLY 

This is a special case of the 'goodness of fity X 2  where we have data measured on just 
one variable and have only split it into two cells. Suppose, for instance, we told people 
that a fictitious person was 'warm' and asked them to decide whether the person 
would also be happy or unhappy. We might ask them to rate several such 'bi-polar 
opposites' but let's just deal with one result shown in Table 15.6. 

If people are choosing at random (the null hypothesis) then we should get about 
half the total in each cell, that is, 25. So expected frequencies are 25 for each cell. The 
calculation then proceeds as normal. 

f Table 15.6 'Warm' ratings 

No. of p 

- - - -- - -- - - - - - - - - - . - . - - - - - -  - 
Hap appy Totat 

ts choosing 42 i 50 

py Unhi 
f 

The X 2  value in this case would be 23.12. I hope you'll find this very highly 
significant. 

This is the 'special case' referred to earlier when we can take the test to be one- 
tailed, if our hypothesis correctly predicted the direction of any difference. 

1 LIMITATIONS O N  THE USE OF XZ 
! 

i 
- Observations must appear in one cell only. For instance, if we looked at male and 
- female swimmers and hurdlers, one person could appear in both the swimmers and 

the hurdlers category if they enjoyed both sports. This would make use of X 2  invalid. 
Actual frequencies must appear in the cells, not percentages, proportions or 

numbers which do anything other than count. For instance, the mean of an interval 
scale variable cannot appear. 
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LOW expectedfi-equencies 2, if several expected frequencies fall below 5 and the row or column totals are 
One limitation on which the current generation of A level psychology tutors quite severely skewed, the possibility of a type I error increases. 
(including myself), will most likely have been reared is that one should not proceed exact test 
with a X' test where expected frequency cells fall below 5. In the first edition of this 

the row and column totals are fixed, before the study is begun, then this test can be book, I recommended the rule of thumb which I had inherited, and which comes 
from Cochran (1954) which was that no more than 20% of expected cells shouldfall below employed. However, this is rarely the case in psychological research. An example 

5. This would rule out any 2 X 2 in which at least one expected cell was less than 5 .  might be where you decided to select 20 girls and 20 boys, and ensured that 20 of 
bese liked guns and 20 didn't, then looked at the association of sex of child with gun 

Table 15.7 Handedness 

Preferred hand 
Better ear Left Right 
Left 2 I 
Right 0 17 
Total 2 18 

Table 15.8 

Age 
5 y e a  
7 years 
Total 

Total 

3 
17 
20 

Consewed Didn't conserve 
2 6 
6 2 
8 8 

Total 
8 
8 

16 

I hadn't realised the size of the hornets' nest I was mixing with. Having received 
several conflicting communications, I was prompted to investigate further. The most 
uncontroversial position in contemporary research seems to be that with a total sample 
of more than 20, the test can tolerate expected frequencies as low as 1 or 2 in one or 
two cells. In a 2 X 2 design - which many student practicals use - to obtain three cells 
with expected frequencies less than 5 there would have to be something quite lop- 
sided about the sampling. A typically useless set of data, statistically speaking, might 
occur with a poorly thought out project where, as shown in Table 15.7, it had been 
decided to see whether, from an available class of students, left-handers also had 
better left-ear hearing. You don't really need a statistics course to see that no strong 
conclusion can be drawn from this data. 

For total satnple sizes less than 20 and two expected cells below 5 ,  the risk of a type I 
error is too high. For instance, the data shown in Table 15.8 give a X' of 4.0 (which is 
'significant' for one d f )  yet it's easy to see, again, without much formal statistical 
training, that the result was relatively likely to occur - only two children in each age 
group needed to move away, in opposite directions, from the expected frequencies of 
four in each cell for these results to occur. From first principles (working out all the 
possible combinations) the probability of these results occurring comes out sub- 
stantially higher than 0.05. If you have these sort of data it doesn't take too long to 
work from first principles but it's far better to make sure your analysis will be valid by 
taking a large enough sample, with a sensible design. Even with tables larger than 

Number of cells in frequency table which degrees of freedom 

are free to vary if row and column totals 
known. Also used in other tests 

where it defines the number of individual 
values free to vary when a group total is 
known 

Frequencies theoretically expected in 
table if no relationship exists between 
variables 
Frequencies actually obtained and 
submitted to a significance test using 
Chi-square 

expected frequencies 

observed frequencies 

The figure calculated at the end of a - test statistic 
statistical test which is then compared 
with critical value tables 

tests 

Test of association between two -- Chi-squared 
variables, using unrelated data at nominal 
level 

Frequency level test used to decide --- goodness of frt 
whether a given distribution is close 
enough to a theoretical pattern 

Nominal level test for differences -- sign test (binomial) 
between two sets of related data 

EXERCISES 
- 

1 Carry out a X2 test on the following data: 
pro-hanging anti-hanging 
- - - - . - -. - - . -- 

pol~tics 
left 17 48 
I-ight 3 3 16 



2 Should a x2 test be carried out on the following data? 7 1 
2 7 

A (fiditious) SumY shows that. in a sample of 100.9 I people are against the phatisaiio 
health services, whereas nine support the idea. 
a) What test of significance can be performed on this data? 
b) Calculate the x2 value and check it for significance. 
c) Could this test be one-tailed? 

If. for a large sample. we knew on/y that 87% of people were against the idea and 
were for could we carv out the same test t o  see whether this split is significant 

4 A field study produced the following table of resulk: 

Observed frequencies Expected frequencies 

Taste preferred 
Tests presented here are at the ordinal level of rfeasurement In this case A B c A I3 which may originally have been at interval (or 'plastic' interval) level, are given 

Age lanks and these are the values used by the tests. The tests are: 
Under I4 3 8 4 2.5 5.25 . Wilcoxon signed ranks - Related data 
1 4-30 4 6 2 2.0 4.2 . Mann-Whitney U - Unrelated data 
Over-30 3 7 23 5.5 1 1.55 15.95 , Wilcoxon rank sum - Unrelated data (simpler t o  calculate than Mann- 

Whitney) 
~~~~l~~ are provided for when N is large, where the ordinal level t ee  a) klow many degrees of freedom are involved here? 
can be converted into a =-score and checked in normal distribution tables. b) Does it look safe to  conduct a X2 test on these data? 

5 Nine people are sent on an interpenonal skills training coune. They are asked to  rate 
their opinion of the need for this type of course both before and after attendant 
people rated the need lower having attended, one rated it higher and one didn't 
opinion. using a sign test, decide whether this apparent negative effect of the coune i - significant 

This is one of two major tests used at the ordinal level for testing differences. One is 
for related and the other for unrelated designs. There are two points to be careful of: 
1 The Wilcoxon statistic is known as 'T' and this is extremely easy to confuse with 

the (little) 't' test to be met later as a parametric test. 

I 
2 There is also a Wilcoxon 'rank sum' test which works on unrelated data and can 

be used instead of the Mann-Whimey test, which we'll look at after this one. 

CONDITIONS FOR USE 

Differences or correlation Differences 
Level of data Ordinal; data must be mean inmy  rankable' 
Type of design Related 
Special notes Don't confuse this with: 

1 The little t test 
2 Wilcoxon's rank sum test for unrelated data 

Where N is large (>20) see 'When N is large', p. 275 

It is not legitimate to rank data where one difference is not meaningfidly higher than another. 
This can occur where there are ceiling (or floor) effects. For instance, if Jane improves &om 10 
to 15 points on a reading test, but Jason increases from 17 to the test maximum of 20, it is not 
reasonable to claim that Jane's increase is 'bener' or greater, since Jason has no chance to show 
his potential increase. 
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DATA iVe differences. The smaller of obviously be smaller. Therefore add 

Smdents were asked to assess two teachingllear-g methods, expedenced f, 2 is T. If the sum of one set of their ranks: 1 + 6 + 8. Hence, T = 15 

term each, using a specially devised attitude questionnaire. is obviously smaller, you need 

Table 1 6.1 Student assessment data d relevant line (using N which Relevant line is N = 14 (remember one 
3 t  include zero differences) in result has been dropped). Assume 

Rating of Rating of 7 (Appendix 2) and decide preferred teaching method not 
traditional assignment Difference er to pay attention to one- or predicted. Therefore two-tailed test is 

Student lecture based method (B -A) dl appropriate. 
(N = IS)  A B C owest critical value which T T does not exceed 25 or 21 or 15, but 
Abassi 23 33 10 xceed. If T exceeds all it does exceed 6. 15 is therefore the 
Bennett 14 22 ues, results are not relevant critical value. It is under 8 
Bemidge 35 38 3 p < 0.02. 
Chapman 26 30 4 e statement of significance. Differences are significant (p < 0.02). 
Collins 28 3 1 3 
Gentry 19 17 -2 
Higgs, 42 42 0 
Laver 30 25 -5 e Wilcoxon test looks at the differences between related pairs of values. It ranks 
Montgomery 26 34 8 se according to absolute size, ignoring the direction of the difference. Statistic T is 
Parrott 3 1 24 -7 ulated by adding the ranks of the positive and negative differences and taking the 
Peart 18 2 1 3 rnafier sum. Critical values are the maximum value T can be for the particular 
Ramakrishnan 25 46 2 1 nce level. In a sense it asks 'How likely is it that differences this size, relative 
Spencer 23 29 6 er differences, would occur in the 'wrong' direction?' 
Turner 3 1 40 9 
Williams 30 4 1 I I PIANATORY NOTES 

the sign test, the Wilcoxon looks at differences between paired values. The sign 
looked only at the probability of the number of differences in the less hequent 

Procedure Calculation on our data rection being so low. The Wilcoxon also looks at the rank of these differences 
1 Calculate the difference between the See Table 16.1 lative to the other differences. If we've made a one-tailed prediction that scores in 

pairs of scores (in columns A and e condition will be higher than scores in the other, we can say, loosely, that the 
B), always subtracting in the same sum of (negative) differences is 'unwanted'. The test asks, in effect, 'what 
direction. As with the sign test, with s in the whole set do these unwanted differences take relative to the wanted 
a one-tailed hypothesis it makes 
sense to subtract in the direction uppose we asked several people to recite the alphabet both forwards and 

differences are predicted to go, i.e. backwards and timed their performance. We would surely predict a set of positive 
predicted smaller fiom predicted differences if we subtracted forwards time from backwards? Random sampling may 
larger value. 

2 Rank the differences in the usual See Table 16.1. Note that Higgs' ' Almost all writers tell you to ignore zero differences so you'll be in safe company if you do. 

way (see page lgO). Ignore the sign results are dropped from the analysis 
However, a small bias is incurred and Hays (1973) advises the following: with even numbers of 

of the difference. For instance, zero differences, give each the average rank that all the zeros would get (they rank below 1) and 
arbitrarily give half a negative sign. Do the same with an odd number, but randomly discard one 

Laver's difference (-5) is given rank of them first. This might make some results sigmficant that wouldn't otherwise be. Notice, this 
6 because it is the next largest, in has no effect on our calculation above because, with one zero difference the methods are the 
absolute size, after the value (+)4. 
Also ignore any zero values. These Some textbooks say T is the sum of the ranks of the least frequent sign. This is because that 

results are omitted from the usualZy is also the smaller sum of ranks. When it isn't, you can be sure that differences were not 

analysis.' significant at 5%. If you want to know the exact probability of occurence (with a little error for 
small samples) then you can use the formula on page 276 to convert to a z-score. Using one 

3 Find the sum of the ranks of positive sum of ranks of negative signed sum of ranks will give you the same z value as the other, except with an opposite sign. Oddly, 

diffuence~, and the sum of ranks of differences (-2, -5, -7) will 
MINI TAB^^ always gives you the sum of the positive ranks! (but it also gives you the exact 
probability of T occurring at this value). 

I 



have introduced a poor English speaker or a person who has developed reveRe 
alphabet recital as a parry trick or even someone who just loves fouling up 
experiments. This sort of participant might produce a faster reverse time. some 
participants might take the task really carefvlly in both directions, in which case 
differences could be marginally in favour of reverse or forwards. But, overall, we 
should find most differences in the direction of forwards faster. We can tolerate, 
small number of large differences in the other direction, or a large number of more 
moderate ones. The table for critical values of Twill reflect this. 

For instance, with N = 10, T must be less than or equal to 11 for significance at 
5%, one-tailed. Therefore the lowest score (rank 1) and the highest score (rank 10) can 
be in the unwanted direction (and only these). Twill then be 11 and we still have 
significance. On the other hand, the scores ranking 2, 3 and 6 can be in the mng 
directiun, as can those ranking 1, 2, 3 and 5, since, in each case, T is just 1 I and 
therefore significant. 

This demonstrates the weakness of ordinal data where we do not take into accomt 
the amount of difference involved. Have a look at the data in Table 16.2. 

Table 16.2 Therapy data 

Archie 
Bill 
Colin 
Derek 
Eric 
Francis 
George 
Hugh 
Ian 
John 

Decrease in aggressive 
responses after therapy 

17 
13 

-12 
18 
13 
15 
14 
14 
16 

-43 

Increase in cooperative 
Rank responses after therapy Rank 

8 16 7.5 
2.5 2 3 
I -14 5 

In both cases T = 11 and makes the result significant. The negative sign means the 
child has gone in the opposite direction to the trend. John and Colin have increased 
in aggressiveness and decreased in cooperation. John's increase is far more than 
anyone's decrease in aggression but the ordinal level of data just puts him 10th in 
absolute size of change. 

Whereas a Wilcoxon T would lead us to reject the null hypothesis for both these 
results, a parametric ( t )  test would not, thus suggesting that to reject the null 
hypothesis would be a type one error, since parametric tests are the more powerful 
tests. 

UNRELATED DATA - THE _ MANN-WHITNEY . _  
. (U)  _ TEST . 

CONDITIONS OF USE 

Differences or correlation Differences 
Level of data Ordinal; data must be meaningfully rankable 
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Unrelated 
Where N is large (>20) see 'When N is large', p. 275 

DATA 
tendency to stereotype according to traditional sex roles was observed. 

mey "re asked questions about several stories. The maximum score was 100, 
uldicathlg extreme stereotyping. Two groups were used, one with mothers who had 
fill time paid employment and one whose mothers did not work outside the home. 

I Table 16.3 Sex-role stereotyping 
Scores of children whose mothers: 

had full-time jobs had no job outside home 
N = 7  Rank N = 9  

17 I 19 
32 7 63 
39 9 78 
27 4 29 
58 10 35 
25 3 59 
3 1 6 77 

8 1 
68 

Rank totals 40 
(RA) 

Rank 
2 

12 
15 
5 
8 

I I 
14 
16 
13 
96 

(RBI 

Note that, since the design is independent samples, there is no requirement fro? 
samples to be equal ifi size. 
Procedure Calculation on our data 
1 If one group is smaller call this The full-time job mothers are group -? 

group A 
2 Rank all the scores as one group See Table 16.3 

3 Find the sum of the ranks in group See Table 16.3 R, = 40; RB = 96 

A (RA and group B (RB 1 
4 Use the following formula to 7 X ( 7 + 1 )  

u , = 7 x 9 +  - 40 
calculate U,: 2 

5 Then calculate UB from: 9 X ( 9 + 1 )  
u , = 7 x 9 +  - 96 

NB(NB + 1) 2 
UB = AANB + - RB 

2 90 
= 63+--96 = 63+45-96  

2 
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6 Select the smaller of UA and UB and 
call it U 

7 Check the value of U against critical 
values in Table 5, Appendix 2. 

8 Make statement of significance 

If there are many tied ranks you should 
'When N is large' further on. 

SUMMARY 

Since 12<51 then U =  12 

Our two sample sizes are 7 and 9. 
We'll treat the test as one-tailed. For , p < 0.01 the U has to be equal or to 
less than (s)9. Our value is not this . 
low. The p < 0.025 critical value is 12 - 
so our U just reaches this level. 

We would report the result as 
significant with p < 0.025. If the test 
had been two-tailed we would repon 
p<O.05. 

use the formula given under the heading 

ditions of use are the same as for the Mann-Whitney. So is the calculation up to The test looks at dBerences between the sums of two sets of ranks. The value u is 3 on p. 273. Then, if RA is less than RBJ simply take the lower rank calculated from the two rank sums. The critical value gives the value of U, for the 
mple of children and stereotyping), call this T and consult critical particular numbers in each group, below which less than 5% (or 1 % etc.) of Us would 

fall if members of each group acquired their rank on a random basis. Appendix 2) for N,(NJ = 7 and N2(NB) = 9. We find, for a one- 
05 our T needs to be under 43, and for p <  0.025, our rank sum 

just matches the critical value. Where RA> RBJ either reverse the rank order or let 
T =  NA(NA + NB + 1)-RA. 

EXPLANATORY NOTES Beware of getting this test mixed up with the Wilcoxon SIGNED RANKS test! If YOU 

This test can be related to a very familiar situation in which we look at member there's only one of these two Wilcoxon tests in which signs are relevant, 
performance of two teams. Suppose you were in a five-person school cross-coun ou should be OK. 
team, competing against a local school. You would have to be impressed if the When N for either sample is greater than 20, use the z-score conversion for large 
school took, say, the fist four places with the last of their team corning seventh. mples shown below. 
sum of their places is 1 + 2 + 3 + 4 + 7 = 17. The total sum of places Tl to 10) is 55. 
Our rank sum must be 55 - 17 = 38. 

Imagine, instead, that members of the two teams each drew from the numbers one 
to ten placed in a hat. The Mann-Whitney, in a sense, looks at all the combinations 
of rank sums which are possible when doing this. By comparing our result (for U) 
with tables, we know whether our split in rank sums (17 against 38) is one which 
would occur less than 5% of the time, if we repeated the number drawing many 
times. In other words, the critical value is the point below which we start saying 'The 
other school's apparent superiority was not a fluke!', something which of course we 
would rush to admit! 

Again we have the weakness that the test deals only with relative positions and not 
absolute scores. If all the fist  eight runners were neck and neck at the tape (rare in 
cross-country), then we would not feel so ashamed, at least, not in front of those 
watching the race. This is the point made in the chapter on 'Measurement', 
page 192. 

As we said above, the weakness is that we are losing information in dealing with 
ordinal, rather than interval level data. If we know the runners' times, we could carry 
out a more sensitive test of significance. The tests which deal with interval level data 
are known as PARAMETRIC and we shall look at these in Chapter 17. 

'1 Mann-Whitney or Wilcoxon Rank Sum? 
I Obviously the Wilcoxon test just given is a lot simpler than the Mann-Whitney. Is 

one preferable to the other? Not really. The reason Mann-Whitney is included is that 
it is popular, being the only test mentioned or included in several syllabuses and 

'- computer programmes. 

: WHEN N IS LARGE 

Non-parametric rank tests use tables in which N, for either group, only goes up to a 
-. modest value of 20 or 25. For larger values there is usually a conversion formula 

which gives a z-score. For large samples, the values of Mann-Whitney U and 
Wilcoxon T, if performed many times cjn two sets of randomly produced ranks, 

: would form normal-like distributions. For any particular U or T, we can find out 
. where it would fall on that distribution in terms of a z-score. We want to achieve a 
L.  2-score which cuts off the last 5% (one-tailed) or 2.5% (two-tailed) of the 

distribution. From the normal distribution table in Appendix 2 (and see Figure 14.7, 
on page 249), I hope you'll agree that a z-score of 1.65 does the former and 1.96 the 

The relevant formulae are: 
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Mann-Whitney 

NANB 
U- - tests indicated. You can put the probability value (p) achieved in the blank 

Z = 2 

/ ( [  N(N-   NAN^ 1) ]x[?-2.1) T sip. 

where N = the sum of NA and NB and 
158 (11 16 35 

t3- t  68 td) 3Q 48 
T = -  

12 
each time a number of values are tied at a particular rank and t is the number of times 
the value occurs. For instance, for the data in Table 17.2, the score 8 appears three pnate test (ether Mann-Whitney or Wilcoxon signed ranks) on the 

times. t = 3 and T = (33 - 3)/12 = 2. This would then be repeated for 9, whi 
occurs twice. This time T = (23 - 2)/12 = 0.5. This would be repeated for 10,12 and a) Table 17.1 (~n Chapter 17) 

SO on. b) Table 17.2 ( ~ n  Chapter 17) 

and test the results for slgnlficance uslng one-ta~led values. 
Wilcoxon signed ranks (related) 

z =  N ( N l l 1 - 4 T  _I 
2N(N+ 1)(2N+ 1) 

where T is Wicoxon's T calculated in the usual way. 

Wilcoxon rank sum (unrelated) 

where T is calculated as explained in the rank sum method, N, is the number of 
values in the smaller sample and NB is the number in the larger sample. 

Ordinal level test for differences 
between two sets of unrelated data- 
using U 

Ordinal level test for differences 
between two sets of unrelated data - 
using T 
Ordinal level test for differences 
between two related sets of data - using 
T 

v 

-, , 
-< 

Mann-Whitney 

Wilcoxon tank sum 

I 
Wilcoxon signed tanks 1 

Feature of data when scores are given . - ties (tied data) 
identical rank values 



Simple tests of difference - 
parametl-ic 

TESTS A T  INTERVAL/RATIO LEVEL 

Parametric tests are more power efficient (better at detecting genuine 
differences) but this is paid for by there being certain restrictions on what data 
can safely be submitted to  these tests. The restrictions (i.e. assumptions) are: 

At  least interval level data 
Homogenerty of variance (matters mainly where sample numbers are quite 
different in an unrelated design) 
Samples are drawn from a normally distributed population 

The tests are also robust, meaning they can withstand some divergence from 
these assumptions and still remain reliable. The tests are: 

t-test for related data 
t-test for unrelated data 

The related t test assumes the difference between means comes from a no'mally 
distributed population of difference means whose mean is 0. The variance ofthe 
differences between pairs of scores is used to  estimate the variance in the 
difference mean population. t is the number of standard deviations (or 'standard 
errors') the obtained difference mean would be from the hypothetical mean of 
zero. 

In the unrelated cases it is assumed that both samples come from the same 
population. The hypothetical underlying population referred to  is a distribution of 
differences between two sample means estimated using the combined ('pooled') 
variance of the two obtained samples. The obtained difference between two 
means is compared with the standard en-or of this hypothetical distribution. 
Again, t is a measure of standard errors from the hypothetical mean of zero 
difference between two sample means. Critical values are in the same tables as 
for the related test. 

parameters'. Perhaps you'd like to try and remember 
ny further, or to remind yourself by looking back to 
efinition. Parameters are measures of populations, in 

Remember that the variance is the square of the 
ts are so called because their calculation involves an 

opulation parameten made on the basis of sample statistics. The larger the 
e estimate will be. The smaller the sample, the more 
be by the odd, extreme value. 

POWER 
parametric tests are said to have more POWER. Power is defined as the likelihood of the 
'test detecting a significant difference when the null hypothesis is false, i.e. there really is a 
difFerence associated with the independent variable. Put another way, it is the 

. probability of not making a type I1 error. Non-parametric tests require more data _ (more sets of scores, so more participants in the study) to reach the same power as 
tests. Several things affect the power of tests: 

Type of test Paramemcs are more sensitive 
accurate measurements This, again is the emphasis on a tight 

procedure and clearly defined and 
measured dependent variable 

Having a one-tailed hypothesis This lowers the critical value required 
for equivalent levels of significance 

The comparison of the power of, say, a parametric and non-parametric test is known 
'as  POWER EFFICIENCY and is expressed as a ratio. You would encounter the 
mathematics behind this in a more advanced text. Non-mathematically speaking, 
efficiency is, in a sense, the savings made by the more powerhl test in terms of 
finding more differences that are non-random differences and in, therefore, helping 
to dismiss 'no difference' assumptions. 

It is important to remember, however, that parametric tests can't undo damage 
lready done. If data has been collected poorly and/or there are just too few data (N is 

low) then the greater sensitivity of the parametric test will not compensate for 
the slight advantage of the parametric test can be neutralised, using a 

like those in the last chapter, by simply taking a few more participants 
on-parametric tests also have the advantages of being usually easier to 
being more widely usable. As we shall see in a moment, parametric tests 

d on special types of data. 
You can see an example of the superior power of parametric tests at the end of this 

chapter on page 290. 
The greater power of parametric tests comes from their greater sensitivity to the 

ata.'This in turn is because they use all the information available. They look at size 
f differences and values involved, not just ranks (order of sizes). They are more 
btle, then, in their analysis of data. 
This power and accuracy, however, has to be paid for. The tests make estimates of 

underlying population parameters. These estimates are made on the assumption that 
e underlying population has certain characteristics, mainly that it has a normal 

J distribution. Such a distribution only occurs if the level of measurement we are using 
I 

* - 



280 RESEARCH ~ O D S  AND STATISTICS IN PSYCHOLOGY 
-8  

I;ail *U.. 
is at least interval. With interval-level data, certain sophisticated mathemati;;:? % M P A ~ ~ ~ ~ N  OF PARAMETRIC A N D  NON-PARAMETRIC TESTS 
operations can be carried out which can't be done on ordinal data (ranks). nese are; c 
the assumptions to be satisfied for the use of parametric tests in this book: iararnetric Non-parametric 

:.ore power; higher power-efficiency Power often not far from parametric 
mpared with non-parametric tests equivalent 

ASSUMPTIONS FOR PARAMETRIC TESTS IN THIS BOOK May need higher N to match power of 
parametric test 

1 The level of measurement must be at least interval features of data Simpler and quicker to calculate 
2 The sample data are drawn from a normally distributed population 

3 The variances of the two samples are not significantly different - this is known as : bust - data can depart somewhat No need to meet data requirements of 
the principle of HOMOGENEITY OF VARIANCE (but see note 3 below). parametric tests at all 

Notes on assumption number: ESTS A N D  THEIR NON-PARAMETRIC EQUIVALENTS 
1 We must make a decision about our dependent variable. Is it truly interval level? 

If it is an unstandardised scale, or if it is based on human estimation or rating, Related design Unrelated design Correlation 

would it be safer to make it ordinal? Remember, data don't often get collected a, Unrelated (or Pearson 
ordinal. They often appear interval-like (plastic interval) but we reduce them to - L~~rrelated')* t-test 'uncorrelatedY)* product-moment 
ordinal by ranking them. t-test correlation 

2 This principle is often written in error as 'the sample must be normally coefficient 

distributed'. This is not so. Most samples are too small to look anything like a Wilcoxon signed Mann-Whimey U Spearman rho (p) 
normal distribution, which only gets its characteristic bell-like shape from the (or Wilcoxon rank 
accumulation of very many scores. A largish sample can be tested for the sum> 
likelihood that it came from a normal distribution using the X 2  'goodness of fit' d measures or matched pairs) are often referred to 
test covered in chapter 15. one group is co-related with a value in the other 

In practice, for small samples, we have to as~ume that the population they were 
drawn from is a normal distribution on grounds of past experience or theory. It g that a correlation test (see next chapter) is being performed. 
may be known, from other research, that the variable tested is normally 
distributed, or it may be possible to argue that, given what we do know, the 

- 

assumption is reasonable. 
3 Statisticians have further investigated this requirement, which used to demand 

very similar variances. Fortunately, we can now largely ignore it when dealing 
with related samples, without any great risk of distortion in our result. For 
unrelated samples we need to be more careful where sample sizes are quite different. 

A simple check for variance difference between two samples can be made by 
checking the two ranges. A thorough check involves use of the Ptest, (see 
Chapter 20) which tests for the difference between two sample variances in much 
the same way as a t-test (see below) checks for a significant difference between 
the two means. Even this test is considered unsafe when the populations depart 
from normal distributions. (See Howell, 1992, from which you can get pretty 
complicated but reliable tests by O'Brien or Levene.) Hence, the safest thing is to 
try to get almost identical sample sizes in your project! 

PARAMETRIC TESTS ARE ROBUST 

The principles above are not set in concrete. One can do a parametric test on data 
which don't fit the assumptions exactly. The fact that the tests, under such 
conditions, still give fairly accurate probability estimates has led to them being called 
ROBUST. They do not break down, or produce many errors in significance decisions, 
unless the assumptions are quite poorly met. 

CONDITIONS FOR USE 
Differences or correlation Differences 

Interval or ratio 
Type of design Related 

_ Special note Data must satisfy parametric assumptions 

k:; DATA 

- Participants were given two equivalent sets of 15 words to memorise under two 
conditions. In condition A they were instructed to form visual imagery links between 

. each item and the next. In condition B they were instructed only to rehearse the 
as they heard them. Participants had two minutes immediately after list 

Presentation, to 'free recall' the words (recall in any order). 

:< ' The data are of interval level status 
It is commonly assumed that recall totals in a free recall task such as this would 

, form a normal-like distribution 
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The standard deviations are quite different. However, this is a related desim ' Subtract each participant's B score See Table 17.1 
therefore the homogeneity of variance requirement is not so imponant. from their A score. Call this d 

FORMULA Square h e  d for each participant See Table 17.1 

Zd Xd = 59 2 d 2  = 349 

(Ed)' = 3481 

There are several variations of this formla so get ,,ded if you 6nd 
another which looks merent.  This is the easiest to work with on a simple calcdator, - 

13 X 349 = 4537 
On the Page there is a version which is even easier if your calmlator ~ v e s  
standard deviations, Or YOU have them already calculated. 4537 - 3481 = 1056 

Table 17. l Word recall data 
-- - - -  - - 

1 1056+ 12 = 88 
-- - - - - - -. -. 10 Find the square root of Step 9 d(88)  = 9.381 

Number of words recalled in: 
Participant lmagerv 59 + 9.381 = 6.289 t = 6.289 

Rehearsal Difference 

a 1 3 - 1 = 1 2  

I 
I Critical value forp<O.Ol is 3.055, 

1 1  
assuming a two-tailed rest. The table 

I: goes no higher than this. Our value of 
6 I ( 12 of tails, which does not exceed our 6.289 easily exceeds it. Therefore, the 
7 11 10 obtained value oft. Make probability of our t value occuning by 
8 If  10 - significance statement chance alone is at least as low as 0.01 
9 It I I 

/ 
and probably a lot lower. The 

3 17 9 8 
difference is therefore highly 

5 12 8 4 
significant. 

2 7 8 - I  Note on step 2: if your hypothesis is one-tailed (you already expect one mean to be 
I 3 15 8 7 higher than the other from your research theory and aims) then there is no need to 

= 13.38 ZB = 8.85 Xd = 59, arrange the columns this way. Just take the values you predict to be lower fiom the 

SA = 3.52 SB = 1.68 @d)' = 348 1 - other values. If you're wrong, and the results, in fact, go the other way (the other mean 
is the higher) then your t value will arrive with a negative sign (and you can't, anyway, 

Mean of differences ('difference mean? 4 = 4.54 have a significant result). 
Sd = 2.60 

_ ._ 8 I - PROCEDURE WITH AUTOMATIC CALCULATION OF STANDARD 

2 Arrange the final results table such See Table 17.1 
that the first column has the higher 
mean and call this group (or 
column) A. Call its mean TA. Call 
the other mean IZ, and the g r o u ~  

Procedure Calculation on our data 
1 Calculate the mean of the scores in See Table 17.1 

each condition 

-\/s 'IN 

1 Find the standard deviation of the differences, using the population estimate 
version. In the example above s = 2.60 

i 2 Find s 2  (This is the variance of the differences) (= 6.76) 

DEVIATION 

If your calculator gives you the standard deviation of a set of values directly there is a 
far easier route to t. This is: 

d 
?=- 

3 Divide s2 by N (= 0.52) (or column) B (see note below)' 
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4 Find the square root of step 3 (= 0.721) it get something similar to a z-score. We could see how many standard 
5 Divide the mean of the differences (a) by the result of step 4 (t = 6.297) -deviations (or 'errors') our particular Merence mean was from the theoretical 

EXPLANATORY NOTES Statisticians reckon they can estimate theoretically the standard error of such a 

The basis of this test can be understood by assuming the position of the . disaibution, from a particular sample, by taking the square root of S'IN, where 
hypothesis. This says, in effect, that there is no difference between sample means . sz is the sample variance. This is what we did in the quick formula for t above, in 
Let's look at what would happen if there really were no difference. Then we can see fact. The operation there went on to divide our difference mean by the standard 

. . enor to give t. t is therefore the number of standard errors our dz9erence mean isfiam whether our result looks similar to those expected when there is no 
between conditions. 1 zero in the middle of the theoretical distribution. 

Since this is rather a complex argument, 1 would suggest that you take you may well have guessed, the objective, when we test a hypothesis, is to see 
steps, stopping every so often to review where we've got to. * -  whether our particular difference mean falls within the most extreme 5% of 

ns which could be expected. For a one-tailed test, that's the right- 
1 First, let's find a situation where a null hypothesis is true. We have two equally : 

difficult word lists. We test a sample of people on their ability to l e m  and recall ' e curve in Figure 17.1. 

both lists, using counterbalancing of course. g Suppose for every one of the 200-odd samples we took the calculated t. These 

2 If there is no Merence between the lists, then people's performance should - (which are quite like z-scores) would themselves form a distribution. The 
theoretically be exactly the same on each. But in real life there are always minor -- curve formed would be a familiar shape. If df for our samples was fairly large, 

differences (random errors). We find that list one is recalled marginally better. - the c m e  would look normally distributed. For lower df the curve would be a bit 

We show this by looking at the mean of the differences, (from now on we'll 
' flatter and a bit wider. The important thing is that the t-curve is the same shape 

this a 'difference mean') just as in Table 17.1. Theoretically, the dBerence and has the same values, no matter what value the actual variables measured 

mean should be zero. were. It's shape depends solely on df. It is, after all, based only on a ratio 
. between standard deviations and particular deviations. 

3 We take a second group and test them. This time there is a minor Werence in , We are indebted to William Gosett for the theory behind t and its 
the opposite direction. The difference mean is negative instead of positive. _ distributions. He worked for Guinness who, at that time, did not pennit its 

4 We repeat this process over and over again on perhaps 200 samples of people. to publish findings connected with their company work. Hence, he 
won't worry, this is statistical talk - no one ever really does this or needs to. we published under the pseudonym of Student and the distribution statistic is 
work fi-om estimates!) Very many of the difference means will be small, half one known as Student's t. 
side and half the other side of zero. Fewer will be large but these will still occur-:' 
evenly either side of zero. 

5 We plot the distribution formed by all the difference means and 
shown in Figure 17.1. This is called a SAMPLING DISTRIBUTION o 
means. 

We would expect a true 
d~fference between means 0 1.782 2.681 
to fall somewhere here (5%) (1%) 

- - F~gure 17.2 t-curve for df = 12 

10 The t-curve for df = 12 will look something like Figure 17.2, with the one-tailed 
: values for 5% and 1% significance shown on it. We simply want to compare our 

t with this as we-would a z-score on a normal distribution. The job is one of 

d=O , - consulting tables rather than actual curves, however. The values for t with 
different df are given in Table 8 in Appendix 2. Notice how similar the values 

F~gure 1 7.1 Sampling distribution of difference means for t are to z when df becomes relatively large. 
The table shows us the distribution expected when the null hypothesis is true. 

6 The standard deviation of a sampling distribution is known as the STANDARD t-tests for people performing on our two equivalent lists should fall into this 
ERROR. If we knew this value we could compare any particular difference mean pattern. However, if, as in our imaginery experiment, we are predicting that the 
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operation of an independent variable will create a significant difference bemeen 
form 

a near normal distribution 
two recall conditions, our t must simply be larger than the critical value at the 

ne 
deviations are not very different. Even if they iiSerr, sample numbers 

5% or 1 % end of the distribution. e and therefore the homogeneiv of variance requirement is not so 

THE T-TEST FOR UNRELATED DATA - ~. ~- .- .... 

CONDITIONS FOR USE 

Differences or correlation Differences 1 i.\ - f n  1 
... ,.. . . - - - - 

Level of data Interval or ratio 
Type of design Unrelated 
Special note Data must satisfy parametric assumptions . .. -. . . . . .- 

(NA + Nn-  2 )  
DATA 

12 participants were asked to use visual image linking in memorising a list of 
words. 13 participants were asked to use only rehearsal on the same list of words. 
Participants used free recall to demonstrate retention. 

Table 17.2 Iwzageylrelzearsal recall data 

Number of words correctly recalled in: 

This is about the most complex formula with the greatest number of steps, In i t  

book, so do tiy to be careful and patient! 

! 
procedure Calculation on our data 

1 ~ d d  up all the scores (x,) in group See Table 17.2 

A to give Sx, 
Group A Group B + 2 ~ d d  up al! the squares of group A See Table 17.2 

(N = 12) (N = 13) scores fx,\-) to give EX,' 
(score = x A )  XA 2 (score = x,) 

X: 3 Squar; the result of step 1 to gi17e See Table 17.2 

12 1 44 12 1 44 (EX,)'. Again, be careful to 
18 324 9 8 1 distinguish this from 
12 144 12 1 44 24336 +- 12 = 2028 
10 100 8 64 I (number of results in group A) 
10 100 10 100 1 
14 196 8 64 I 

5 Subtract result of step 4 from result 2 128 - 2025 = 100 

14 196 7 of step 2 
49 

18 324 13 1 69 Steps 6-8 Repeat steps 1 to 3 on the See Table 17.2 

I 2  144 16 256 group B scores to givz: Cs, (step 6 ) ,  
8 64 I I 121 CX; (step 7) and (ExB)- (step 8 )  

I 4  196 15 225 9 Divide the result of step 8 by N ,  20449 + 13 = 1573 
14 196 13 169 (number of results in group B) 

9 8 1 10 Subtract result of step 9 from result 1667 - 1573 = 94 
x x A =  156 ZX: = 2128 Cx0=143 zx:= 1667 of step 7 

T A =  13 TO= I I  11 Add the results of steps 5 and 10 100+94 = 194 

@x,)' = 24336 Gx,)' = 20449 12 Divide the result of step 11 by 194+ (12+ 1 3 - 2 )  = 1 9 4 ~ 2 3  = 8 ! 

sA = 3.0 15 S, = 2.799 (Ar;, + Nn - 2)  

13 Multiply the result of step 12 by (12 + 13) 2 5 
8.435 X = 8.435 X - 

A',+ + 12X 13 156 

JUSTlFlCATlON OF USE OF T-TEST IV4 X NB = 8.435 X 0.16 = 1.35 
The data are of interval level status 14 Find the square root of the result of \.'I .35 = 1.162 

* It is commonly assumed that recall totals in a free-recall task such as this would step 13 
I 

! 



15 Find the difference between the 13-11 = 2  
two means: i$, - zB 

16 Divide the result of step 15 by the 2 + 1.162 = 1.721 Therefore 
result of step 14 to give t t = 1.721 

17 Calculate degrees of freedom when 12 + 13 - 2 = 23 
d f =  NA+NB-2 

18 Consult Table 8, Appendix 2 and Fcr  a one-tailed test, with df = 23, the e hypothetical mean difference of zero. This division gives us our make significance statement as for critical value of t is 1.714 reject the null hypothesis when t is large enough. If YOU look at 
related t significance with p< 0.05. Hence, - lated t formula, you can see that the difference between means is 

result is significant (by the narrowest of underneath is the estimate of standard error for the hypothetical 
margins!). Note, for a two-tailed test 

a 

significance would not be achieved. 

EXPLANATORY NOTES 
arranged something like Figure 17.4. 

Much of the reasoning here is similar to that for the related t. It might help to clarify 
the reasoning behind the unrelated t with a concrete, non-psychology example. sample with smaller mean sample with larger mean 

drawn from here drawn from here Suppose you have recently bought two lots of a dozen or so screws from a local 
shop. You suspect that the second lot are, on the whole, shorter than the first lot. you 
return to the shopkeeper who assures you that the two lots are from the same stock. 
This position is that of the null hypothesis. I t  proposes that the difference between ' 
the means of the two samples is caused by random fluctuations in screw length alon 
all screws being from the same population. Your position is like that of the 
experimental hypothesis which holds that the second lot of screws came from a 
population with a lower mean. The t-test result tells us to what eMent our mo 
samples need to differ in order to reject the null hypothesis. 

Suppose we did this many times: Figure 17 4 Two separate populations 

1 Take two random samples from one population of screws (i.e. all those in one 
stock carton) 

2 Take the mean of each sample 
3 Take the difference between these two means taking the second from the fist  

mean 
4 Repeat steps 1 to 3 very many times, always taking the second from the first 

mean 

//HOW many difference% , . 
( bigger than ours so ) 

rrors from zero 

I standard error j 

- 
Figure 17.3 How not to decide significance - calczllate a t test and use tables insteadl 

might now question our shopkeeper further and he might of course claim that 
discrepancy is 'just one of those rhings'. It might be a coincidence, of course, but 

we have shown the probability of it being so is less than 0.05. If the shopkeeper plays 
f social science a further investigation might be made. Perhaps an 
a mistake. Perhaps a newly opened carton really does have a lower 
previous carton. We could take another sample from here, and one 
, in a replication attempt. 

1-'- SUMMARY - RELATED T-TEST 

This looks at the mean of differences (difference mean) between pairs of related 
values. Using the variance of the differences, it estimates the standard error of a 

- sampling distribution of similar difference means. The null hypothesis assumes that 
the mean of this sampling distribution would be zero. The t-value given is the number 
of standard errors the obtained difference mean is from zero. The critical value from 
tables is the value t must reach or exceed for significance. 

1. SUMMARY - UNRELATED 'f-TEST 

i This looks at the difference between the two means of two sets of unrelated values. It 
estimates, using the pooled variance of both sets, the likely standard error of a 
sampling distribution of differences between two means drawn from the hypothetical 
distribution implied by the null hypothesis, which has a mean of zero. t is the number 
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of standard errors away from zero the obtained difference between means is on this aljkelihood of a test detect~ng a significant 
distribution. The critical value from tables is the value t must reach or exceed for faiference when the null hypothesis 1s 
significance. 

POWER EFFICIENCY REVISITED - COMPARING OUR T-TEST RESULT 
WITH A NON-PARAMETRIC TEST 

We looked at power efficiency earlier in the chapter. We said that parametric tests 
had greater power and that the probability estimates given by them have greate, 

Tendency of test to give satisfactory validity. Where the margin of significance is quite small (our obtained value only just 
probability est~mates even when data exceeds the critical value), the non-parametric test equivalent may not show 

for the test vary somewhat significance, hence we may make a type two error with the latter test. 
If you rank the values in Table 17.2, and then add the ranks up for each group, you 

will find that the lower of these two sums is 140. If you look in the tables for the ~ ~ ~ & e t l c a l  populat~on d~stribution 

Wilcoxon rank sum test, with smaller N being 12 and larger N being 13, you'll find of means or d~fferences between 

that we must not exceed 125 for significance a tp  = 0.05, one-tailed. Yet the t-test we means) wh~ch can be est~mated from 
conducted told us that the result was just significant. 

In some circumstances it is also possible for a non-parametric test to show standard deviat~on of a hypothetical 
significance when a parametric test wouldn't. SampI~ng d~stnbutlon 

Notice that this error is possible because the rank test doesn't 'know' that the actual 
values are so close. Again we see the value of interval level data in taking account of 
actual distances between values, rather than mere positions. 

Assumption to be satisfied by data - homogenerty of 
before proceeding with a parametric variance 
test; this condition occurs when the two 
variances are not significantly different 

Relatively powerful significance test for - parametric test 
data at interval level or above. The tests 
make estimations of population 
characteristics and the data tested must 
therefore satisfy certain assumptions 

Type one error. 

power (of test) 

power efficiency 

related (conelated) 
t-test 

robustness 

sampling distribution 

-- standard error 

. - 

parametric difference test for unrelated -- unrelated 

data (uncorrelated) t-test 

EXERCISES 
I Comment on the wisdom o f  carrying out a t-test on the following two  sets o f  data: 

a) 17 23 
18 9 (unrelated data) 
18 31 
16 45 

I C, 

b) 17 23 
18 1 I (related data) 
18 24 
16 29 
I 2  19 

8 "  

18 15 16 
17 
6 

FOI- each o f  a) and b), what is an appropriate non-parametric test? 

2 A report claims that a t-value of 2.85 is significant (p < 0.0 I )  when the number o f  people 
in a repeated measures design was I I .  Could the hypothesis tested have been two-tailed? 

3 A t  what level, if any, are the following values o f t  significant? The last three columns are for 
you t o  fill in. Don't forget t o  think about degrees o f  freedom. 

Design of One- or Significant Reject null 
t = N study two-tailed p s  at (%) hypothesis? 

a) 1.750 16 related I 
b) 2.88 20 unrelated 2 
c) 1.70 26 unrelated I 
d) 5.1 10 unrelated I 
e) 2.09 16 related 2 
f) 3.7 30 related 2 
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4 Two groups of children are observed for the number of times they make a genera 
response during one day. The researcher wishes to  conduct a parametric test for 
differences between the two groups and their 'generosity response score1. A rough 
grouping of the data shows this distribution of scores: 

Number of generous responses 
Correlation 

0-3 4-6 7-9 10-12 13-15 16-19 
Group 
A 2 16 24 8 3 0 
B 5 18 19 10 5 I 

does the researcher's colleague advise that a t-test would be an inappropriate te 
use on this occasion? 

Correlation is the measurement of the extent to  which pairs of related values on 
two variables tend to  change together. It also gives a measure of the extent t o  
which values on one variable can be predicted from values on the other variable. 
If one variable increases with the other, the correlation is positive (near t o  + I). 
Ifthe relationship is inverse, it is a negative correlation (near to  - I). A lack of 
any correlation is signified by a value close t o  zero. Two major calculations for 
correlation are introduced: 

Pearson's product moment correlation - based on variance in two sets 
of scores, r is high when large deviations are paired with large deviations. 

* Spearman's rank correlation - tanks the values on each variable and a 
special case formula uses differences between these pain of ranks. The general 
case is to  calculate Pearson's r on the pain of ranks and this should be done 
when there are tied ranks. 

Important points about correlations are: 
Cause cannot be inferred from the existence of a strong correlation between 

Strength is a measure of association but significance assesses how unlikely 
such an association was to  occur. This assessment depends on the size of N. 
When N is large, quite small correlation coefficients can be significant. 
Scattergrams can demonstrate the strength of correlation and whether the 
relationship has any peculiar properties. 
Sampling weaknesses may artificially increase or decrease a correlation 

Common uses of correlation in psychology are: 
- ex post facto studies on two measured variables 
- reliability testing of scales, tests and questionnaires 
- factor analysis 
-twin studies 
- in multiple regression where several correlations are used as predictors 
of a target variable 

Correlations for dichotomous variables are covered briefly (point biserial 
correlation and the Phi coefficient). 



THE NATURE O F  CORRELATInN ..d 

POSITIVE AND NEGATIVE CORRELATIONS 

Have a look at the following statements: 
?':?I 

1 The older I get, the worse my memory becomes -3 1, 

2 The more you give kids, the more they expect Z ' 
3 Taller people tend to be more successful in their careers 
4 The more physical punishment children receive, the more aggressive they become 

when they're older 

EL- Pnaan n n n ~  A- IT< <TGNIFICANCE 29q 

5 Good musicians are usually good at maths 
6 People who are good at maths tend to be poor at literature 

7 The more you practise guitar playing, the less mistakes vou make 

S ~ ~ ~ l N G  UP A CORRELATIONAL STUDY 

fi is fairly easy to see how we could check out the validity of statement 6 above. We 
could have a look at school class-test grades or exam results for people who have 
taken both subjects. To  test statement 3 we have a straightforward measure of 

one (height) but how do we go about measuring the second variable, 'career 
success'? Do we measure only salary or should we include a factor of 'job satisfaction' 
-and with what sort of weighting? We would need to operationalise our variables. 

These are all examples of relationships known as c o m m o N .  ~n each statement it I' 
is proposed that two variables are correlated. i P thmr ~n tnrmtha- :.. +L- ---- . 2 MA-: - .  4 - 

The further you walk, the more money you collect for charity. 
The more papers you have to deliver, the longer it takes you. 

or b) as one variable increases the other variable decreases. For instance: 

As temperature increases, sales of woolly jumpers decrease. 
The more papers you have to carry, the slower you walk. 

The conrlations of the type stated in a), are known as POSITIVE and those in b) as 
NEGATIVE (someone once suggested the following memory 'hook' for negative 
correlation: 'as rain comes down so umbrellas go up', a common enough negative 
experience for British people!). There is a more graphic example in Figure 18.1 - but 
the seesaw will only be a negative experience for some readers. 

st a few more reading 
this looks like a perfect 
negative correlation! 

Figure 18.1 A perfct negative correlation between d l  and 2 . . . but is 3 a negative 
experience? 

MEASUREMENT OF A CORRELATION 

Statements like 'there is a correlation between severe punishment and later delin- 
quency in young boys' or 'severe punishment and delinquency in young boys tend to 
correlate' are often made in theoretical literature. Actually the golden word 'sig- 
nificant' is missing from the first statement and 'significantly' from the second. Both 
fail to report the strength of the relationship. We can actually calculate the strength of 
correlation between any two measurable variables under the sun so long as there is 
some way of pairing values. Values may be paired because they belong to the same 
individual (for instance, maths and literature mark in class), or to larger or more 
abstract units (for instance, resources of school and exam passes, average tem- 
perature for the week and number of suicides in that week). When a correlation is 
announced in the loose manner above, however, it is assumed that the relationship is 
not coincidental or likely by chance alone. 

The calculation of correlation between two variables is a descviptive measure. We 
measure the 'togetherness' of the two variables. Testing the correlation for sig- 
nificance is inferential. 

The STRENGTH of relationship between two variables is the degree to which one 
variable does tend to be high if the other variable is high (or low, for negative 
correlation). This strength of relationship is expressed on a scale ranging from -1 
(perfect negative) through zero (no relationship) to + 1 (perfect positive). The figure 
arrived at to express the relationship is known as a CORRELATION COEFFICIENT or 
COEFFICIENT OF CORRELATION. This figure can be calculated for the relationship 
between any two variables and, as explained above, when it is stated that there is a 
correlation, what is meant is that the coefficient calculated is strong enough not to be 
considered likely by chance alone. Oddly enough, a fairly weak coefficient, as low as 
0.3, can be counted as significant if the number of pairs of values is quite high, a point 
to be explained below. 

It is not vossible to obtain a coefficient less than - 1 or greater than + 1. If you do 
obtain such a value there is a mistake somewhere in your calculations (but this can't 
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indicate an error in your raw data). The interpretation of the correlation toe 
scale is, in general: 

no perfect strong moderate weak relationship Weak mderate  strong perfect 

- increasing strength I increasing strength 

0.9 0.8 o.7 0.6 0.5 0.4 0.3 0.2 0.1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9+~ 

Figure 18.2 Scale of correlation 

Something might jar here. How can something getting more negative be des 
getting stronger? Well it can. The sign simply tells us the direction of 
relationship. 

Warning for tests and exams! 
It is very easy to call a negative correlation 'no correlation', probably becau 
terms 'negative' and 'no' sometimes are equivalent. Here, beware! To assess 
of correlation ignore the sign. Negative correlation means the two vari 

Scattergram inversely related. Zero correlation means there is no relationship at all. 

SCATTERGRAMS 

One way to investigate the relationship between two variables is to plot pairs of values X 

(one on variable A, the other on variable B) on a S C A ~ R G W ,  so named because it X 
shows the scattering of pairs. The extent to which pairs of readings are not scattered 
randomly on the diagram, but do form a consistent pattern, is a sign of the strength of. 
the relationship. I hope the scattergrams in Figures 18.3-1 8.11 will demonstrate this.' 
The first three represent data from one person taken after each trial on a simulated 
driving task: 

In the first example (Figure 18.3) you'll see that the cross for the pair of values 4 
trials1105 points is placed on a vertical line up from 4 on the 'trials' axis and on a 

Data 
Number Points 
of trials scored 

1 27 
2 54 
3 78 
4 105 
5 120 
6 149 

150 

Data 

Number Time to 
of complete 

trials route 
(secs.) 

1 127 
2 118 
3 106 
4 98 
5 85 
6 76 

number of trials 

Figure 18.4 Driving task-time 

- 

Data 

Number Number of 
of trials words spoken 

1 20 
2 4 
3 13 
4 24 
5 5 
6 15 

Scattergram 
I 

Scattergram 

I I I I I I I 
1 2 3 4 5 6 

Number of trials 
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Figure 18.5 Driving task-zuords spoken 
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Figure 18.3 Driving task-points 
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the ma1 (Figure 18.5) we get no relationship at all. Perfect comlations would take 
the shapes shown in Figures 18.6 and 18.7. 

.+> If there were no relationship at all between two variables, we could end up wia k: I 

% 

Variable X Variable X 

Figure 1 8.6 Pelfectpositive correlation Figure 18.7 Pelfect negative correlation 

scattergrams as shown in Figures 18.8 and 18.9. 
In Figure 18.8 we have no relationship because variable Y does not change in any 

way that is related to changes in variable X. Another way of putting this is to say that 
changes in Yare not at all predictable from changes in X. 

In Figure 18.9 we have no relationship because variable Y stays the same value no 
matter what changes occur in variable X. If X were time and Y were body 
temperature, this is the relationship we might expect in a healthy, calm and 
motionless person. 

I I 
Variable X Variable X 

Figure 18.8 No relationship Figure 18.9 No relationship 

DOES r = 0 ALWAYS MEAN N O  RELATIONSHIP? 

Why bother to plot the values if the size of r tells us the strength of the relationship? 
There are several patterned relationships which might show up on a scattergram 
when our calculation of r gives us near zero. Look, for instance, at Figures 18.10 and 
18.11: 

X X 

Variable X Variable X 

Figure I 8 I0 Curvilinear relationsh+ Figure 1 8,l 1 Curvilinear relationshz$ 

mese are called CUR- relationships for obvious reasons. What might show 
 is relationship? What about temperatures and months of the year? Is there a good 
psychological example? Fr-ud argued that the more one was under-gratified or the 
more one was over-gratified, the more likelihood there was of fixation at a psychosex- 
ual stage. People perform worse on memory tasks both when there has been extreme 
sensory deprivation and with sensory overload. One's interest in a task might increase 
then wane with increasing practice. 

CALCULATING CORRELATION COEFFlClEMTS 

The two most frequently used coefficients are: 

Name Symbol Level of data used with 
Pearson r IntervaVRatio (PARAMETRIC test) 
Spearman p* Ordinal (NON-PARAMETRIC test) 
*pronounced 'ro', this is the Greek letter rho and is also often written as r,. 

CONDITIONS FOR USE 

* Differences or correlation Correlation 
Level of data Intervdlratio 
Type of design Related (correlations are by definition) 
Special note Data must be in the form of related pairs of scores 

The grand title of this coefficient might make you feel that this could just be a little 
complicated . . . and you'd be right! There is, however, a simple way of starting out. 
One formula for Pearson's r is: 

C (z,z, > ,.=- 
N -  1 



where z, is the standard score (or a-score) for the first value (variable X)  in each Pak, 
and z, is the z-score for the second value (variable Y). 

Suppose we were testing the validity of a new reading test by comparing it wib 
older version. We expect children to score roughly the same on both tests. 

Table 18.1 Reading test results 

Score Deviation 
on old from 

Child test mean 
No. (X)  (dl 

I 67 10.4 
2 72 15.4 
3 45 - l1,6 
4 58 1.4 
5 63 6.4 
6 39 - 17.6 
7 52 -4.6 

2 = 56.6 sx = 1 1.9 

Score 
on new 

test 
zx* (Y) 
0.87 65 
1.29 84 

-0.97 51 
0.12 56 
0.54 67 

- 1.48 42 
-0.39 50 

7 = 59.3 

Deviation 
from 
mean 
(dl 
5.7 

24.7 
-8.3 
-3.3 

7.7 
- 17.3 
-9.3 

s, = 13.9 

*Just to remind you: a z-score is the number of standard deviations a particular value 
is away from the mean. On the old test, the sd is 11.9, child number one's score of 67 
is 10.4 points from the mean of 56.6 and this is 10.411 1.9 standard deviations. Think 
in units of 11.9 - how many 11.9s is it away from the mean? This gives the standard 
(z) score of 0.87 

So Pearson's r just takes each pair of z-scores and multiplies them, adds this lot up 
and then divides by N-  1. There is a complicated-looking formula for doing this 
which removes the problem of calculating z-scores, however, and which can be used 
straight away (with a calculator) from Table 18.2. 

but if you have already calculated your deviations and standard deviations: 

b) r = 
E(x-x)(Y- F) 

(N - 1 )sxs, 
is a lot easier. Note that sx and s, are the population estimate forms of the standard 
deviation (using N- 1 as denominator) as explained in Chapter 13. 

Procedure using version a Calculation on our data 
1 Find CX and (EX) See column A, Table 18.2 
2 Add all x2 to get E x 2  See column B, Table 18.2 
3 Multiply EX' (step 2 result) by N 23256 x 7 = 162792 

values for calculating r by hand 

X (Score X)' Score Y (Score Y)' ( X X  Y) 
4489 65 4225 4355 
5 184 84 7056 6048 
2025 5 1 260 1 2295 
3364 56 3136 3248 
3969 67 4489 422 I 
1521 42 1764 1638 
2704 50 2500 2600 

2x2 = 23256 ZY = 4 15 Sy2 = 2577 1 ZXY = 24405 

@x)' = I5681 6 @Y)' = 172225 

4 Subtract (Ex)' from step 3 result 
5 to 8 Repeat steps 1 to 4 on the Y 

data 

9 Multiply step 4 result by step 8 
result 

10 Take square root of step 9 result 
11 Multiply Z X  by ZY 
12 Find X X Y  (multiply each X by its Y 

and add the results) 
13 Multiply step 12 result by N 
14 Subtract step 11 result from step 13 

result 

15 Divide step 14 result by step 10 

162792- 156816 = 5976 

See columns C and D, Table 18.2 
25771 X 7 = 180397 
180397 - 172225 = 8172 
5976 X 8172 = 48835872 

d48835872 = 6988.27 
396 X 415 = 164340 
See column E, Table 18.2 

24405 X 7 = 170835 
170835 - 164340 = 6495 

6495 + 6988.27 = 0.929 = 0.93 
result I For the significance check, df = N- 2. df =5, p <0.005, one-tailed 

SUMMARY 

Pearson's correlation coefficient (r) shows the degree of correlation, on a scale of + 1 
to - 1, between two interval level variables where each value on one variable has a 
partner in the other set. The higher the value of r, the more positive the correlation. 
The lower the value (below zero) the more negative the correlation. 

EXPLANATORY NOTES 

The correlation calculation is based on the idea of dispersion (check back to Chapter 
13 to revise this notion). Think of all scores in terms of their distance from the group 
mean. If there is a strong correlation then if a person is far above the mean on one 
variable they should also be far above on the other. Similarly, anyone way below the 
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mean should be way below on the other. In general, there sho 
. -  - each person's distance from the mean on both variables. If we mu 

from the mean ('deviations') then the maximum result would occur when 
strong relationship because high will be multiplied with high (and even where ,.he turO Difference 
distances are negative, the result will be positive). Look at the arrangements h we 
18.3 and you can see this happening with the different totals of the 

ark rank rank deviations. Imagine deviations on the A variable are the same each time. 

Table 18.3 
- -  - - - -  - - --- - 
PERFECT POSITIVE PERFECT 

NEGATIVE 
Deviation 

B d* 
d - 3 -9 Xd" = 64 
2 4 -2 -4 

I I - I  - I  - - I  I 1 - I  
-L -2 4 2 -4 
-3 -3 9 3 -9 

28 Totals -28 
-. 

For the perfect positive, the highest deviations are matched with the highest and "ice ~; - -- - -  - a -  

versa, resulting in the maximum product possible of 28. For the perfect negative, &e 
h e i  opposite occurs and the maximum product occurs of -28. These two results would 

produce the highest and the lowest possible r values respectively. A random eg 
of deviations gives an intermediate value of 4 which would produce a veq  low v a l u s  
for r. 

In fact, the Pearson formula doesn't just multiply deviation by devi 
variance for either or both group of scores were low, then r would Calculation on our data 
uses the standard scores, and these take account of the standard deviations in the 1 Give ranks to values of variable X see column C, Table 18.4 
samples as well. 

see column D, Table 18.4 

3 Subtract each rank on Y fr-om each See column E, Table 18.4 

SPEARMAN'S RHO 

CONDITIONS FOR USE 

paired rank on X 1 4 Square results of step 3 See column I?, Table 18.4 

5 Add the results of step 4 Total of column F = 64 

DATA 1 - where N is the number of pairs* 

DiEerences or correlation Correlation 
Level of data Ordinal 
Type of design Related (correlations are by definition) 
Special note Data must be in the form of related pairs of scores 

.- 6 Insert the result of step 5 into the 
, '  - formula: 

6 x 6 4  384 
62d2  

r s=  1 ------- = I--= -0.143 
r s = l -  7 (72 - 1) 336 

N(N' - 1) 

The following fictitious data give students' maths and music ,-lass test 
C o h ~ ~ . n s  C and D give the results in rank order form. 

6EdZ 
Formula: r, = 1 - 

N(N' - 1) 

. 7 Calculate r, and consult Table 9** r, = -0.143 - - 
8 r, has to be equal to or greater than Critical value for PS 0.05, where N = 7 

the table value for significance at the and test is two-tailed is 0.786 
level consulted 

9 Make significance statement Coefficient is not significant*** 
I 
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* Do watch the figure 1 here. Students often report wonderfully 'successf~ly resesults, 
about which they are understandably pleased, only to find that their resdt 

say, 0.81 has yet to be subtracted from 1 .  
** Note that in all other tests, the test statistic (t, U, etc.) is used on the vnlr 
determining significance. Correlation coefficients are also often used as descwve  
statistics to indicate the strength of the relationship and may be used in orher 
calculations as well (e.g. candidate selection in applied psychology). 
***If we'd made a one-tailed prediction that the correlation would be positive, fiere 
would be no point even consulting tables since the negative sign here tells us 'hat 
whatever the size, the relationship found is inverse (i.e. negative). 

When there are tied ranks 
The Spearman formula above is technically for use only when there are no tied rank, 
If ties occur the statistic becomes a weaker estimate of what it is supposed to measure, 
In fact, the formula is just a special case of what is done generally to correlate ranked 
values. The general approach is to cany out a Pearson calculation on the pairs of 
ranks. This is what you should do, then, if any values are tied. In Table 18.4 we 
would calculate a Pearson correlation on columns C and D. The resulting coefficient 
is still referred to as Spearman's r. Actually, the difference between the Spearman 
formula and using Pearson on the ranks, when there are ties, is rather slight, 
especially with large samples. For instance, with N = 40 and 75% of values tied the 
difference between the formula calculation and using Pearson on the ranks is around 
0.001 or less. Statisticians however, are correct in insisting that the formula for 
Spearman is not correct when ties occur. This will not trouble the computer user but 
means a bit more work with a calculator. 

WHEN N IS GREATER THAN 30 

The table of critical values for r, stops at N = 30. If N is larger than 30, r, (or 
Pearson's r) can be converted to a t value using: 

t is then checked for significance with N -  2 degrees of freedom. 

SUMMARY 

Spearman's Rho rs or p shows the degree of correlation between two sets of paired 
ranks on a scale of + 1 (perfect positive) to - 1 (perfect negative). 

EXPLANATORY NOTES 

As with the Wilcoxon signed ranks test, we are looking here at differences between 
pairs of ranks, one recorded on each of two variables. With Spearman's correlation, 
however, we don't want positive differences to be large to show an effect. Here, we 
want all differences to be as small as possible if we wish to demonstrate a strong, 
positive correlation. Consequently, the sum of the squared differences will be small. 
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 do^^ THE FORMULA WORK? 

E~~~ look at the formula you'll see that Ed2 is the only value that can change. 6 is a 
Dumber and N is fixed by the numberpf pairs of ranks in the sample. If there are no 
differences between pairs of ranks, Pd- is zero and thevalue to be subtracted from I ,  
in spearman's equation, becomes zero, because N ( N -  - 1 )  divided into zero is zero. 
Hence we get the perfect correlation coefficient of + 1. 

Table 1 8.5 A?zugza?n-solvirzg results 

Anagrams 
participant solved Rank 

I 19 5 
2 17 3 
3 18 4 
4  15 1 
5 16 2  

Seconds to 
solve first 
anagram 

8 
24 
15 
45 
32 

Rank 
I 
3 
2 
5 
4 

Rank 
difference d d2 

4  16 
0  0  
2 4 

-4 16 
- 2 4 

Zd=O 8d2=40  

Let's look at a perfect negative correlation. In Table 18.5 you'll see that the nzorr 
anagrams people solved the Zess time they took to solve the first one. Inserting I d  
into the formula we get: 

6 x 4 0  240 - I - - =  1 - 2 =  - 1  r s =  1 --- 
5 x 2 4  120 

The perfect negative correlation gets the value - 1. 

ADVANTAGES AND DISADVANTAGES OF SPEARMAN'S RHO 

The disadvantages are that the test is non-paranzetric and therefore suffers dlc 
associated weaknesses of these tests outlined in the last section. 

The advantages are that it is easy to calculate and can be used on non-intend 
data. 

Now we turn to a familiar theme. Consider the results for maths and music results in 
Table 18.4 and the reading test results in Table 18.1 above. I hope you'll agree t h a ~ ,  
whereas for maths and music it's pretty obvious (by an 'eyeball test') that nothing a; 
all is going on in terms of a relationship, for the test scores above it's equally obvious 
that there is a relationship. The scattergrams in Figure 18.12 show this too. 

The theme is that we can tell when a correlation is obviously significant (just as you 
could tell when the baby-sexer was successful) and you can tell when there is 
obviously nothing going on. How do we decide when a coefficient of correlation 
becomes significant? We need to know, for a particular number of score pairs (i.e. 
N = 7 in the two examples) the value of r above which just 5% of coefficients would 
occur if we were doing our calculations on randomly associated pairs. Let me 
clarify. 



Reading Tests 

X 
I 1 

0% 50% 100% 0% 50% 100% 

(a) Maths (b) X 

Figure 18.12 Test score relationships 

Suppose we have obtained for some participants a piece of writing on 'Myself and my 
family'. You are to rate each piece for se2f-confidence whereas I will rate them for 
warnzth in the feelings expressed by each participant towards their parents and 
siblings. We are predicting that the two ratings will be positively correlated. We rate 
by placing the pieces of writing in rank order on our two variables. We get the results 
shown in Table 18.6 with just three participants. We treat this as ordinal, ranked 
data. 

Table 18.6 Rankings ofparticipants' writing 

Self-confidence Warmth 
Participant A I I 
Participant B 2 2 
Participant C 3 3 

The strength of the correlation is + 1, perfect. But is it significant? How likely is it that 
my rankings would agree exactly with yours? In other worcls, what is the probability 
that I would produce my rankings by chance alone, for instance, by simply picking 
from a hat containing these three numbers? 

number of desired outcomes 
Remember that probability is 

number of possible outcomes 
The rankings I could have produced are shown in Table 18.7. 

The probability that I would produce the order I did (by chance) is therefore 116, 
because there were six possible rankings for me to produce. 

Table 18.7 Possible rankings on warmth paired with self-con$dence 

Your ranking on The possible rankings I 
self-confidence could have produced: 

Participant A I 1 1 2 2 3 3  
Participant B 2 2 3 1 3 1 2  
Participant C 3 3 2 3 1 2 1  

CORRELATION AND ITS SIGN~FICANCE 307 

Expressed in the usual way, probability was therefore 0.167. This is not low 
enough to be significant. We require a value less than 0.05. 

m a t  happens if there are four participants and our two sets of rankings match 
erfectly? The ranks one to four can be arranged in 24 different ways. Therefore, the 

Frobability of a perfect march IS now 1124 and this gives p = 0.042 - a value low 
,,gh for significance. 
ln the case of five participants, the probability of a perfect match is 0.008. The 

probability of being just one rank out, as in Table 18.8, for instance, is p = 0.033.' 

Table 1 8.8 Five-participant correlation 

Self-confidence Warmth 

partic~pant A I I 
participant B 2 2 
Part~cipant C 3 4 
participant D 4 3 
participant E 5 5 
N = 5  r3 = 0.9 
Probability of correlation of 0.9 = 0.033 
Probabllrty of correlation of + I = 0.008 

Therefore, total probability of either 0.9 or + i occurring is: 0.04 1 

Hence, the probability of getting either a correlation of + I  or of 0.09 is a total of 
0.041. We can count the correlation in Table 18.8 as significant then, since the 
probability of it, or a higher correlation, occurring by chance is, in total, less than 
0.05. The next possible value for the coefficient is 0.8 and the probability of this value 
occurring is far higher than 0.05. 

The CRITICAL VALUE for Spearman's r when N = 5 then, is 0.09 (one-tailed). 
When N = 6, tables give the critical value as 0.829 (one-tailed). Ifwe had numbers 

one to six in two separate hats and drew one from each hat to create six pairs, the 
probability of achieving a correlation between these pairs of more than 0.829 is 0.05 
or less. Another way of saying this is that if we were perverse enough to repeat this 
pairing operation very many times we would get a great number of low correlations 
and only 5% of results would be 0.829 or above. 

For N = 20, however, the value which only 5% of results would exceed is as low as 
0.38. As N increases so the distribution of the frequency of correlations lessens or 
'bunches up', as I hope Figure 18.13 makes clear. The values for N = 6, particularly, 
would not form such a smooth curve in fact. There would actually be a discrete 
number of steps - values which r, can take. But the rough outline of the shape the 
curves would take is as in Figure 18.13. 

Notice that as N increases so the critical value for 5% significance decreases. This 
is, in itself, a negative correlation. 

Note, too, that if, with N = 6, you predicted a negative correlation, as you might 
between say, self-confidence and feelings of dependence, then your calculated 

- 

I There are just four ways in which the warmth ranks can be arranged such that they are only one 
rank out &om the self-confidence ranks. There are 120 ways of arranging ranks one to five 
altogether: 41120 = 0.033. 
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CAUSE *.:is EFFECT 

d $& if you can detect f l i ~  in follodqg datementi: -, c . '  , - - - ,  - 

? Rerearch has ertab1ished3;-mng cbmlsiion between the lirhof-pfiW&l pUni$meTIiA, 
,, 'by parents agd the development ofagg'ression jn their children, Parents shoulQnot use 
* this form of discipline then, if .they don? want their rhiidmn -to end op aggressive. - - jg* 
,(,There is a 5ipifiSat-k cornlation between early weankg and later iwbbili in thi,, . < 
. ;infant, so don% huny "\reaning ifyotr v&t B@-tempered child, . , . 

' b 3 v i Z ~  t; , : Poverty is coprei5ted with crime, so, if ytju can abfiieve a higher incokfe, . ?dur - ch~ldren ' 
1' are less likely to become law-breaken. 

In each above it is assumed that one variable is the cause of another. 
Witli 7 i; significant correlation there are several possible interprerations 

1 Vari:li . i has a causal effect on variable R 
2 Vari:ii,, R has a causal effect on variable A 
3 A an,' : :!re both related LO s ~ , ~ n c  other linking facrl.trrs'1 

4 We h i .: rype one e n o r  (i.e. a fluke coincidence) 

A goo,? . :.,1111ple of situation 3 ~vould be the perfect correlatictn of ru.0 aill:~,: 
therrn~), : .~ tcrs, one in "C and the other in .'F. T h e  conxnon factor is ijf course ii. 
and on< ;:~'rn~orneter cannot affect the other. Similarly, physical p u ~ ~ i s h m c n t  n1:i) 
a methi .I.I :tf cuntrol used to a greater extent by parents who are also those more l i k ~  
to enccr~lr:igc o r  fail to control aggression (11- who tend to live in environments wl?, 
aggressi..~: 1s nlore likely to flourish. There again, interpretation 2 is inreresr!~ 
Perhap. .iggrc.ssion has a substantial heredita13t base and children born \vith 111, 

aggress~~!: ,iispositions i l ~ r ~ o k t .  more physical methods of control from their p a r r y  
i not an ;:=;ilanation I support, bur simply a possibility which can't be dismissed. 



When you are asked: 'A researcher concludes from a correlat~un result tha t .  , . (A 
is the cause of B) . . . Could there be an a l t e r n a t ~ ~ ~ e  ~ntcl-pretatlon? - try B causes A as 
the alternative. Then  try looking for comnlon causes of both .4 and B. Visually, with 
the arrows representing causal direction: 

Interpretation 1 Interpretation ? Inrerpretation 3 
A --, B B -+A otl?er variable(s) 

I I 

When cause is more likely 

1 THE PRIOR VARIABLE - One variable may be prior to the other. For instance, if tall 
people were found to be more successful, success could hardly have affected their 
height. I t  may of course make them 'walk tall' and it certainly affects others' perception 
of their height as shown by American research indicating that people tend to 
significantly overestimate the winning candidate in presidential elections. But later 
success can't influence the genetic blueprint for the physical development of height. 

A type 3 explanation is possible, however. Other genetic qualities of tall people 
might contribute: tcl suciess in latcr lifc, not thc hcight factor itsclf. 

2 IN EXPERIMENTS - In a non-experimental correlation between two measured 
variables it is hazardous to claim that one of the variables is h e  cause of the other. 

When a researcher conducts a highly controlled experiment in the laboratory, for 
instance on hours of food deprivation in rats and their errors in learning to run a 
maze, the independent variable can take several values and hence a scattergram of 
results like those shown in Figure 18.14 might emerge: 

I 1 1 1  -. A 

2 4 6 8 10 12 14 16 
Hours depr~ved of food 

A posit ive o r  negat ive corre lat ion? 

F~gut-e 1 8 I 4  Scatterpi17 o j  ruts' Ieui7iir7g lrsltlts 

Notice, in Figure 18.14, that measurement of learning, by comparing errors made 
with time passed, typically produces a negative correlation shape as in this figure. 

Similarly we might display words a t  varying brief intervals and measure the 
number correctly recognised each time. Here we can be more confident that A causes 
B, even though we've used a correlation. T h e  correlation simply serves a statistical 
purpose - it demonstrates a tre~ld between IV and DV. For the brief word display 
example, as display period increases, so d o  the number of words correctly recognised. 
T h e  design is still experimental. We can make the same assumptions we make in a 
traditional two condition experiment about the independent variable affecting the 

me nrissing rrziddle 

BY Selecri~lg certain grouph ~ r >  hc i ~ i ~ ~ l u d c t l  111 .i ~ o r r ~ l : ~ t ~ c ~ i ~ ; l l  <.I ilci\. .i ~.csc:ir~hcr co~il,i 
appear t ~ \  demonstrate a strrlng itirrelotiltnai r , i i c~ i .  I;or 1nst:lnic. such 3 c ~ t r r c . l a t ~ o ~ ~  

/ might hc announced hcr\rcer. t inanc~ri rlatus anl! ii~ri\:in:ed prcgiir~lciii .  I I I  tii~ii 

1 more ~1ilivantt.d pregn;incica \ve~.t. r c ~ ~ c ~ r t c < f  tr<\:lr !c,i\-cr inc.~.>nl~ litraicholcix. 'lhl,., 

could t ic i ise~l politically ~ I I / I L . ~ .  t!! h1~i111c \ i i<  p1v.$r ~ L > T  $1 il~g!~,,:: I-rir~h KILL, ~ i l ~ ~ i ~ g  \vi\h ih,. 
of being poor) (11. f!br ;I canipaigri :igain>l iit?: ,  lni~!!::i.., ;irid f i : r  hetrer *;r3>: 

education. 
The :icrual facts. hclivevrr. mar h a w  hciri ?~l>#,~ur;.ii  Ll~a.;ti! can:pl~i!g ot' L I ~ ! I \  

low i . . . . . .. lLl\b 

iat farn~ly income - --+ ibj iarni iy iflc:!t7ii c 

The ci.lective samples dratvn (a':  may shij\i. :I ,..Lr~mg corrclcltil~r,. h::r .: 1:- . -  

represcnrative sample (h) \Yon'~. 
An cq'posite effect may occur when the range is rrsirictid in :I diftrrrnr \\:I:  i 

'range' meaning the whole puss~bli. i.cmrinuuni ~>t'acrlrcs OII cither 1:ariablc.. Supl\i I 

company employed a n  c~ccupational psycholngist Ir> assess candidatel; for ptS-!i 
a b a t r r ~  of psychometric tests an3 also tip compare these later [vith the p rod~j '  
of those employed after one year in rhe ioh. Using [he clara sho~vn  in Figure ! ' : 
psychologist might conclude that the test rtxulrs aren't strongly related ::I, 

productivity, since the correlation calculated \rc~uld use only that iiara . I  

'selected' side of the diagram. Had i r  been pussiblc. L I ,  rnc.ahu1.e [he prt>ducri\-ii, . , ; r ,  
one year of those rcjccrzd, hawes-er. the c<\rrclaric~r~ n<lw using ,:/I rhe ,Iaiu ir:  1 1  

diagram, would have been a Itlt stronger. 

Con-elation when one vuriubb is no~rlinul 
In general, if one variable is a purely i~onlinal categor?, rvpe meilsur-c illen cc-rrel;~~ic, 
cannot be carried out, unless ir is dich~-~romous, like male fenlalt. ~ s e c  hrli,\: 
Consider the data in the first rwcl columns of Tnhlc 1S.c). Assumc thlir \x-c liavc ;15ki.. 

separate people to rate different car oxners  for trustuorthincss. .I'he variable irl '  L S :  

type is nominal. We can't or-~fcr the car types meaningfully (unless value is relet7ant. I: 
which case we could rank the \-alues). T h e  con-elation of car rypr with average ratlni. 
can't be carried out as the data s tan~i .  

Recall from Chapter 15 that x -  wils called L L  l~I.il t!(ric~(li1r1il0~ .A5 \veb\-e seen 111 r1.i: 

chapter already, correlation is LZISO a measure cif associaticm het\vren t\vcb \,ariahlcs. 
What we cull d o  with nominal data, such as that on car ci\ynt.rship, is to reduce rlii 
other, continuous variable to nominal level and conduct a X -  test on the result. This 1. 

I 
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Table 18.9 

% rating on Number 
Car owned trustworthiness N above mean 

(Trustworthiness mean = 58.99) ;' significant difference in trustworthiness rating between the two groups. 

78 12 8 Vauxhall T ~ Z ~ I  or artz$icially dichotomous? 
BMW 65 15 9 

5 1 I 4  6 
you might have reduced what was once interval level data down to a dichotomy, as 

Rover 
62 17 9 

above the meanhelow the mean calculation. Here the 
C i o e n  

49 2 1 7 
is said to be 'artificial' because there is an interval scale lying underneath. 

Ponche 
56 16 7 

tomies for two variables are both 'true' however (such as malelfemale), 
jaguar a correlation for these, called 4. 

95 46 

~f both variables are truly dichotomous they can both be given two arbitrary values 
only possible, however, where you have gathered several cases in e ated again. The result is called 4, the PHI COEFFICIENT, and 
the right-hand side of Table 18.9 imagine that 12 people assessed the Jaguar owner, sigrufican~e is even easier to test with this one because we get X 2  = ~4 and we check 
15 the BMW owner and so on. We can find the overall mean rating and, for each car The resulting X 2  is the same value we'd get from a 2 X 2x2 
category, record how many judgements were above this mean and how many were 
below. Then we can proceed with a standard 2 X 6 X2 test. 

bother with association when dzperence tests give the same result? 
Correlation with a dichotomous nominal variable uce that a 2 X 2 X Z  is like a collapsed correlation. Correlations and X.2 are tests of 
The special case, mentioned above, is when the nominal/categorical variable has just ociation between two variables. In a 2 X 2 frequency table we simply don't have 
two all-inclusive values. Examples would be malelfemale, car ownerlnon-car owner, ation about how the cases are separated (ranked or measured) or they can't be 
passlfail. Here, we are permitted to give an arbitrary value according to membership e point of tinding 4 or rpb is to look at the degree of association between 
of the categories, e.g. 1 for female and 2 for male. The number can be any value, so , on a -1 to $1 scale, rather than the differences (or the X 2  value). 
5 = pass, 10 = fail will do. We then proceed with the Pearson correlation as , if we test either the association or the difference for significance we 
The correlation is known as the point biserial correlation and is written as rpb . This 
can be turned into an ordinary t using the formula on page 304 which these association statistics come in useful. 
correlation into a t value. Significance is then found using N-  2 df. This may sound 
like a cheat because we emphasised earlier that Pearson's was parametric and that 
usual assumptions about data needed to be made. This is true on2y if you wan 
make certain assumptions from your result about underlying populations which 
mostly too complex for the level of this book. We will mention this again brie 
though when looking at the assumptions underlying multiple regression. 

art from the several uses already described, there are particular areas of research 
To  check this works, try finding out rp, and the resulting t value, using the data in ere a correlation is especially useful and popular. 

Table 18.9, and giving one value to each of the European cars (BMW, Porsche, 
post facto studies 
far the most common use of correlation is in the sort of study where a sample is 

Productivity i X 

, .  I x drawn and two variables are measured which already exist, i.e. the study is non- 
I 
I x  ental. Examples have been given in this chapter but others might be: amount 

and anxiety level; attitude on sexism and attitude on racism; locus of control 
X I  X X  x  ss felt in job. This is why non-experimental studies are sometimes referred to 

X I x  
x ~ x  * X  copelational' but, as I said in Chapter 5, this can be misleading because not all 

h studies use correlation, and correlation may be used in experiments. 
1 x x  I 

X X I  Reliability 
I 
I m e n  testing for reliability, the test-retest method would involve taking a set of 

not selected selected measurements on, say, 50 people at one rime, then retesting the same people at a later 
Test battery score date, say six months later. Then we perform a correlation between the two sets of 

Ftgure 18.1 6 Resnicted range of test-productivity correlation scores. Tests between raters (people who rate) for their reliability of judgement would 



..& 
also use correlation, as would a comparison between two halves or two equivale 
forms of the same test (see Chapter 9). 

Factor anabsis 

This uses a matrix of all correlations possible between several tern (a 'battery) taskm -- 
- by the same individuals. Factors statistically derived  om the analysis are said to . -- 

'account for' the relationships shown in the matrix. 

Twin studies 

Identical twins (and to some extent, fraternal twins) form an ideal MATCHED Pm - 

design. Very often scores for twin pairs are correlated. This is of particular Use in re of correlation where one -- 
heritability estimates and was relied on very heavily in the IQ inheritance debate - 
where a strong correlation between twins reared apart was powerful evidence for a 
genetic contribution. It was the strength of correlation for high numbers of twin pairs 
which first encouraged Leon Kamin to investigate Sir Cyril Burt's famous flawed 
data, but it was the uncanny coincidences in getting exactly the same coefficient, to %' three decimal places, with differing numbers of pairs, which led to allegations ,f 
fraud. 

--- ---- - - 
multiple regression 

Pearson's 
product-moment 
coefficient 
Phi coefficient 

point biserial 
correlation 

scattergram 

Spearman's rho 

variance estimate 

Relatiorkhip between M/O vaT;-hlnc 
I 

I Numerical value o , two m'ables - 

I Relationship betwearr rwo var 
, which gives a low I 

, relationship does r 
but a good curve 

I 
; Relationship where, as values rf --- 
, variable increase, related value 

other tend to  demase 

f relationshi 

dalue for r t 
tot ft a str-a 

,Lbw,- 

p between 

iables 
jecause the 
ight line 

"I "I I= 

!s of the 

, Relationship where, as.values br ,, ,, 
j variable increase, related values of the 

other variable also tend to  increase 

Measure of whether a correlation was 
likely t o  have occurred by chance or not 

I 

1 Measure of the degree of matching 
I measured by a correlation 

- . - - - - - - - - - - - . - - - . 
Percentage of variability in one variable - 
predictable from ahother using the 

' correlation coefficient beiween them 

Extent to which predictions of values of 
I one variable are likely t o  be incorrect 

using values of another variable 

- 
icle in the Tmes Educat~onal Supplement, 3 June 1988) 

. . . teaching the sound and shape of letters can give preschool children a head 
start.. . ch~ldren who performed best at the age of seven tended to  be those 
who had the most knowledge and understanding of the three Rs at the age of 

In the case of read~ng, the strongest pred~ctor of ability among seven-year- 
olds was 'the number of letters the chilu could identlfy at the age of four-and- 
three-quarten' . . . Tizard concludes that nursery teachers should glve more 
emphasis to  literacy and numeracy sk~lls . . . 

a) What conclusion, other than the researcher's, could be drawn here? 
b) Bnefly describe a study wh~ch could help us decrde between these alternative 

~nterpretations. 
e) What sort of correlation must the researchen have found between number of letten 

Identified at four and number of read~ng errors at seven - posltlve or negatrve? 
d) Suppose the correlation between adding abilrty at five and mathemat~cal ab~lrty at 

seven was 1-0.83 (Pearson). How would you describe the strength of this coefic~ent 
- 

el of signtficance would the correlat~on of 0.83 be at (one-ta~led) if the 
sample of ch~ldren had numbered 331 

2 Several students in your group have camed out correlations, got their results, know what 
significance level they need to  reach, but have sadly forgotten how t o  check In tables for 

coefficient of significance. They agree t o  do calculations on your data if you'll just check their results and 
I ddennrnation , . tell them whether to  reject or accept their null hypotheses. The blank column in Table 

18.10 is for you t o  fill in. 

3 Spearman's correlation can always be calculated instead of Pearson's. Is the reverse of th~s 
true? Please glve a reason. 

4 A researcher correlates scores on a quest~onnaire concemlng 'ego-strength' with 
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Table 18 I0 Exercise 2 

Coefficient Significance 
obtained N = level required 

a) r = 0.3 14 p < 0.0 1 Tests for more than two 
b) r=-0.19 112 p<O.OI - 
C)  & = 0.78 7 p < 0.05 -t conditions 
d) r = 0.7 1 6 p < 0.05 i- 
e) r, = 0.9 5 p < 0.05 + 
f) r =  0.63 12 p < 0.0 r no pred~dion made 
g) r = 0.54 30 p < 0.05 - 

measures ofther anxlev level obtalned by ratlng thelr verbal responses to sevelal 
Pictures Which measure of correlat~on should be employed? ~NTRODUCTION TO MORE COMPLEX TESTS 

a tells You she has obtalned a correlat~on coeficlent of 2 79, what might you 
advise her to do? Three students are discussing a practical project which has to be of their own design. 

ney've decided to investigate whether knowing a person's attitude to the environ- 
ment affects our overall assessment of them, measured as 'liking'. 

Tim: So one group will hear that our fictitious person (let's call her Jane) 
cares about global warming and the other group will hear the opposite. 
Helen: Yes! e m ,  but . . . hold on a minute; wouldn't it be important, well, 
more interesting to have a control group, you know, a 'baseline measure' 
wow! Posh word! 
Francesca: OK, so the third group gets nothing at all . . . or should they 
have an alternative 'neutral' bit of information about Jane, nothing to do 
with the environment - like a placebo group? [Now level with Helen on 
Brownie points for jargon.] 
Helen: Maybe we should have the group with no information and the sort 
of placebo group . . . but hang on! How can we test for significance 
between more than two groups? 

: . . . and so on. Having more than two conditions in your research is pretty common. 
Very often it makes sense to have 'treatment' A, 'treatment' B, no 'treatment' at all 
and even the placebo 'treatment'. There are two problems which Francesca, Helen 
and Tim are going to face, one practical and one (more seriously) theoretical. 

PROBLEM I - INCONVENIENCE 

Think what test would be appropriate for testing for significant difference between 
assessment scores in the first two conditions which Tim mentions, before reading any 
further. The appropriate parametric and non-parametric tests are mentioned at the 
foot of this Now, if the students are going to use this test for looking at 
significance between all their conditions just count the number of tests they'll have to 

, conduct. The combinations of four conditions, taken two at a time, come to six, but 
they might also like to look at the difference between, say, the don't care-about- 
global-warming condition and all the other three together. Perhaps the other three 
are similar whereas the negative information produces lower evaluations of Jane. 

I P m e t r i c  = unrelated I test; non-parametric = Mann-Whitney or Wilcoxon Rank Sum 
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The first, and less important problem which the students face, then, is the ough most of this section we will work with the same set of data. Let's ~ s s u m e  
inconvenience and time involved in conducting so many t tests - not a huge pr ;he soldents could test only four people in each condition. Obviously You would be 
if they can use a computer. cadviped to use more than this in your own investigations, but this low number will 

ns a lot simpler to understand and learn from. Let's also aswne  
PROBLEM 2 - CAPlTALlSlNG ON CHANCE 

The fundamental difficulty concerns what is often termed 'capitalising on chance'. If A: person doesn't care about global warming 
we conduct several significance tests we increase the probability that we will get a low condition B: no infomation about person's attitude on global warming given 
probability (and seemingly 'significant') result by chance alone i.e., a Type I error, . Condition C: person does care about global warming 
Suppose the null hypothesis is in fact true for a particular prediction. Changing th, 
focus to sex differences in perception, let's assume males and females don't differ at The data they obtained are displayed in Table 19.1. 

all on colour recognition. If we select two random samples of males and females and . %king' assessment of Jane test for difference, and repeat this process 20 times, we would expect to reach 5% 
, = negative (don't like at all) 12 = positive (like very much) 

significance on one of these tests. This is because that's just what our original 
significance estimate is based on - the critical value we have to reach (from tables) is 
calculated as that value which only 5% of tests would reach if the null hypothesis is information given about Jane's attitude to global warming: 

true, that is, the samples only vary by chance from one another. We will discuss this , Partici- Partici- 
issue a little further on under the heading of 'Error rates' on p. 337. Condition A pant Condition B pant Condition C 

doesn't care No. no information No. cares 

3 5 2 9 10 MULTI-LEVEL TESTS 5 6 7 10 8 

6 7 9 1 I 7 
All the tests we are going to mention in this section are designed to take this reasoning 3 8 8 I2 I I 

into account and to tell us when a group of samples (i.e. three or more) differ 17 26 36 

significantly among themselves. The tests we have already used for two samples are 4.25 6.5 9 

mostly just special cases of the more general tests introduced here. Some 
properly called 'multi-variate tests', deal with the situation where a researcher uses 
more than one independent variable simultaneously. These 'factorial approache+' 
will be encountered in Chapters 21-23. For the non-parametric tests in Chapter 19 
we will not dwell on the background theory for each test. We will simply learn how to 
use the tests and when they are appropriate. 
consult any of the commonly available books 
the end of Chapter 22. On page 379 there is a 
multi-level tests. Because ANOVA ('Analysis of Variance 
so widely and popularly used, I have included fuller explanations of the versions and 
calculations of this technique for investigating statistical dBerences among multiple 
samples and variables. 

TRENDS 

The fact of having three or more conditions in a research study introduces a new 
concept concerning the results. Not only might we wish to see whether the samples 
differ significantly among themselves, we might also wish to test the prediction that, 
as the level of the IV alters in one direction, so does the value of the DV. We might 
predict, for instance, that higher doses of coffee or amphetamines produce longer 
periods of staying awake or greater accuracy in vigilance tasks. We might predict that 
the therapy we are promoting produces more effective client improvement than, say 
psychoanalysis, and that a control group with no treatment would fare worst of all. 
Such dependent variable relationships are known as mends. 

I 
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othesis). If this probability is lower than the value we set (usually p = 0.05) we 

I - - -  

No. (doesn't care) 

NON-PARAMETRIC TESTS - MORE 5 6 2 7 6.5 I 1 0  9 ) 

I 

THAN TWO C O N D I T I O N S  7 9 10 1 1  
8 8 8.5 I2 

%-26 &=38 

Thls chapter rntroduces four new tests for non-parametric data categonsed as CALCULATION OF THE KRUSKAL-WALLIS TEST 
follows: 

Calculation on our data 
Unrelated 
-Differences: Kruskal-Wallls one-way analysis of variance 
-Trend: Jonckheere 2 Add the ranks for each group and use See the 'Sum' row in Table 19.2 
Related ' them in the following equation: 
- Differences: Fnedman 
-Trend: Page 

The difference tests are used when we move beyond two sample desrgns. 
They wrll give the probability that two or more samples were drawn from - 3(12 + 1) 
~dentlcal populatrons (not populatrons with the same mean). 

The trend tests assess the probab~lrty that the sample ranks increase 2 / 1 5 6 ~ ( 4 g +  169+361))-3x 13 
significantly in the dlrectlon predicted. 

All the rank tests lose a certaln amount of power, werghed by the advantage "' ranks for each condition (R,), square = (0.07692 x 579) - 39 
that they are 'distnbutlon free' -they can be used on data from any shape of it, divide it by the number of values in 

dlstnbution whereas parametrrc tests requlre a near-normal dlstnbutron pattern. 
' ' that condition (n,) and add the results = 44.525 - 39 

of these operations together; N = total 
= 5.537 

Unrelated designs H can then be treated as a X2 value With 2 df (i.e. 3 - I), X2 must be 35.99 
with for signjEz2eJp < 0.05). ~ & ? e  we 
df= C-1  cannot~eject &e null hypothesis that 
C = no. of conditions all these samples come from the same 

KRUSKAL-WALLIS - ONE-WAY ANALYSIS OF VARIANCE population 

CONDITIONS OF USE 

Differences or correlation Differences 
Level of data Ordinal - Type of design Unrelated 
Special note Not to be confused with ANOVA - see next chapter 

This is a generalised version of the Wilcoxon Rank Sum test, dealt with earlier. If we 
used the test, as described here, on the data in Table 16.3 we should come to the 
same conclusion about significance as we did when using the Rank Surn test. It will 
tell us whether three or more samples differ significantly among themselves. It tells us 
the probability that the samples were all drawn from the same population (the null 

1 '  - CONDITIONS OF USE 

Differences or correlation Differences (trend across samples) 
Level of data Ordinal 

' Type of design Unrelated 
Trend must be predicted 



This is appropriate when we not only want to know whether three or more ual or large sample sizes 
number of values in each condition is not always the same, or if n exceeds 10 
have to use the forbidding formula: 

- 
3 

Table 19.3 Nis the total of sample sizes, n is the total in any particular sample, and where 

Partici- Condition 
pant A to right pant B to right pant 

4 3 7 ' 8  . 8  2 Related designs 

CALCULATION OF THE JONCKHEERE TREND TEST 
NDlTlONS OF USE 

Procedure Calculation on our data 

Ordinal 

right. It's easier to start this process columns 4 and 6 .  The score of 7 in Related 

ftom the extreme left-hand column column 4 is exceeded only by 8,10,11 Calculates a X 2  known as Friedman's X2 or X Z ~  

first. See columns 3 and 5 in column 6 - don't count the tied 
score of 7 

2 The sums of these count columns are Sum of columns 3 and 5: 
added to give a value called A A = 2 8 f  11 = 3 9  

3 Now find the highest value that A 
could have been using the formula: 

B = C(C- 1)/2 x nZ B = (3 X 2)/2 X 42 .. ~ . .. . 

where = 3 X 1 6  

C = number of conditions and = 48 
n = number of people in each 

condition 

4 Calculate: P = 2A - B P =  78-48 = 30 7 - 2  

here we can reject the null hypothesis that the trend is a chance pattern, since 0 

30. 
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Procedure Calculation 
1 Here, we first rank each person's See columns 3, 5, 7 

scores across the three conditions. The Note: for person 'l', their score 0f2 
first horizontal line (row) in the table (condition B) was lowest and gets rank 
represents the first person's scores and 1, the score of 3 gets rank 2 and the 
each row represents another person's gets rank 3 
set of scores 

2 Find the sum of the columns of ranks See 'Sum' row in Table 19.4 

3 Insert the sums of the rank columns C.R~ = Z R ~  = ZRc = l1 

into the equation: 

where c is the number of conditions, N -3X4(3+1)  
is the number of rows (sets of related = r 1 2 / 4 8 X f ? 5 + h 4 ~ 1 ~ 1 ~ ~ - ~ ,  

& - -  -- \-- ' - - '  - - L / J  ' Y O  

scores, e.g. people, in this case) and R, = [0.25 X 2101 - 48 
is the sum of ranks in each condition 

= 52.5 - 48 4 xZF represents Friedman's = 4.5 
d f=c-1  df = 2, so the critical value reauired 4. 

-I k 
*-- -- ." 

5.99 and our result is not significant 
forps0.05 

CONDITIONS OF USE 1 
* Differences or correlation Differences (trend across samples) 

Level of data Ordinal 
Type of design Related 
Special note Trend must be predicted 

This is appropriate when we not only want to know whether three or more related 
samples are likely to have come kom different populations but also whether there is a 
significant trend as the rank totals increase &om lowest to highest. As with the 
Jonckheere test, before it makes sense to conduct the Page test, the samples should 
have produced total rank scores which increase in the predicted order. Let's suppose 
we predicted that, in Table 19.4: condition A scores < condition B scores < condition C 
scores 

h a t  column. We predicted L = 5 + 16 + 33 
I ZZ~~~YA scores (and therefore rank Total = 54 

total) would be the lowest, hence the 
$ order for the A rank total is 1 

From Table 14 (Appendix 2) we find that with conditions = 3 and N = 4 we need to 
: equal or exceed 54 for significance (p C0.05). So this trend test also just makes it to 
- 

Notice here that L gets larger as it approaches significance because the higher 
numbered rank totals get multiplied by the higher numbered column numbers. If 
scores in ~01umn 2 had been, contrary to our expectation, higher than those in 
column 4, then a relatively high rank total would have been multiplied by 1 rather 
than 2, thus lowering the possible value of L. 

Large samples 
ifN is greater than 10 use: 

12L - 3nc(c + 112 
z = Vc2(c2 - 1)(c + 1) where: 

n = number in the sample and c = number of conditions. 

capitalising on chance 
of it) so that the 

p~obability of obtaining at least one 
significant result increases above 0.05 I- 

[ ~ e s t  for significant differences between Friedman 
!-two or more related samples; data at [ ordmal level 
p.best for trend across three or more Jonckheere 
k independent samples: data at ordinal 1 level 

- ' Test for significant differences befween Kruskal-Wallis 

at ordinal level 
Page 

for scores to rise in a trend - 

Procedure Calculation 
1 Rank data as in Table 19.4 

2 Use the formula: From Table 19.4: 
L = ~ ( R , X C )  L = 5 X 1 (for column 3) 
where R, = the sum of a column of + 8 X 2 (for column 5) 
ranks and c is the predicted order + 11 X 3 (for column 7) 

ic- 1 predicted manner across several 
- pdltions 

". 
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EXERCISES 
I What non-patametnc test is appropriate In the following c~rcumstances? 

a) A researcher wants to  know whether there are significant differences between a 
group given a stimulant, a group given a placebo p~ll  and a control group, in the 
number of errors they make in recognising bnefly presented words I 

b) Part~cipants are asked to sort cards into categoty p~les. fim when there are only bo 
category plles, then when there are four categories and finally ~n to  eight categories, it 
IS expected that tlme w~l l  Increase across the three condrtions. 

C) Three groups of chlldren are given sets of nonsense words, w~ th  typically French 
spellings, and latertested for recall. It IS expected that French ch~ldren will recall bee, 
English children worst, wrth Engl~sh ch~ldren of one French parent fall~ng in between 
these. 

The set of procedures generally linown as ANOVA (analysis of variance) are 
powerful parametric methods for testing significance where more than two 
conditions are used, or even when several independent variables are involved. 
Methods with more than one independent variable are dealt with in Chapter 2 1 
- 'Multi-faaor ANOVA'. 

One-way ANOVA is dealt with here and tests the null hypothesis that two or 
more samples were drawn from the same population by comparing means. 

The test involves comparing the variance of the sample means (between 
groups variation) with the variance within groups (an average ofthe variances 
within each sample). If means differ among themselves far more than people 
differ within groups then the F ratio will be higher than I to a significant extent 
assessed from tables using the dfassociated with the 'effect' (the IV) and the df 
associated with the 'error' (the 'left over' variance within groups). 

Tests of specific comparisons (such as A against C, or A and B combined 
against C) are either a priori ('planned' before testing because predicted from 
theoretical reasoning) or post hoc (tested only because the difference looks 
significant once results are in). 

One or possibly two simple comparisons can be made using t tests and 
linear contrasts which make possible the testing of combined means where a 
set of coefficients must be calculated. 

Making several tests on data raises the probabiliky of obtaining a 'significant' 
result on a chance basis alone ('capitalising on chance') and the family-wise 
error rate must be attended to. 

Either the significance level for each test can be lowered 01- several types of 
test, devised for multiple situations, can be resorted to. These include: 
Bonferroni t tests, the Newman-Keuls test, Tukey's honestly 
significant difference test, and Scheffk's test. 

ANOVA MODELS - CONDBTIONS OF USE 

* Differences or correlation Differences (between groups of  means) 
Level of data measurement IntervaL'ratio 
Type of design1 Unrelated - between groups/subjects 

Related - repeated measures; within groups/ 
subjects 

Mixed - between and within group variables 

' The designs above are dealt with in this and following Chapters 20-22. This chapter deals only 
with an unrelated one-way design. 

I 



Special notes Greatest strength is use with more than one IV, each 
with several values, when each rV could be related or 
unrelated 

- - 
Parametric assumptions need to be met 

WHAT'S ANOVA ALL ABOUT THEN? 

Suppose Helen recalled from her A-level learning that t tests were more powerful and 
robust than non-parametric tests because they were 'parametric' and used interval 
level data (at least). She might (quite correctly) assume that either of the two tests of 
difference described in the last chapier (Kruskal-Wallis or Friedman), because fiey 
use only ranked data, might not be powerful enough to show a significant difference 
between sets of scores when in fact there is one (i.e. she suspects the danger of a Q , ~  
I1 error). She is quite correct and would be well advised to turn to the extremely 
popular set of methods which come under the general heading of ANALYSIS OF 

VARIANCE (ANOVA for short), so long as her data satisfj paranzetric assumptions. 
The thinking behind the most simple 'model' is relatively easy to comprehend. 1, 

Table 19.1 all the scores, taken as one set, vary. They vary for two reasons - one, 
because the groups differ and, two, because people differ within each group. In 
ANOVA the variation of all the data values together is divided into the variation 
between the conditions and the 'left over' variation - attributable to general random 
error within each condition. If the means vary a lot, relative to the remaining 
variation, then it is more likely that there is a real difference between conditions. This 
section relies heavily on the concept of variance so, if you're a bit hazy about this at 
the moment I strongly urge you to go back and refresh the concepts. Remember that 
we're looking at the spread of scores around the mean. 

Notice that the term 'variation' is used when talking about differences among data 
values, rather than 'variance', except when a variance calculation is being referred to. 
In general, 'variation' means (the non-technically defined) spread of scores or values 
within a set. 

The calculations in ANOVA can get rather complicated - a lot of number 
crunching rather than anything mathematically sophisticated - and it is to be hoped 
that the reader using this section will have access to one of the commonly used 
computer programmes available these days, such as S P S S ~ ~  (for windowsTM or PC 
or  MAC^^) and ~ i n i t a b ~ ~ .  I have, however, included calculation of the simpler . 
models in recognition of the view that calculating the formulae of tests by hand leads 
to greater understanding of what the test is actually doing. For the more complex 
models I've provided an outline, but if you require the by-hand calculation, please 
consult one of the texts indicated at the end of Chapter 22. 

THE GENERAL THEORY UNDERLYING THE ANOVA APPROACH 

If you look at the sample data we used earlier (Table 19.1) you'll see that, although 
there is overlap between scores in our three groups, the condition C mean is greater 
than the condition B mean which is, in turn, greater than the condition A mean. In 
mathematical symbols: < < 3iC. AS we have seen, the non-parametric difference 
tests on these groups fell just short of significance, though the trend tests were 
significant. 

The null hypothesis tested by ANOVA is that the three samples in the table come 
from populations with the same means and obviously, if we have a theory which 
predicts differences between the groups, we are interested in being able to reject this 

2 
- 

null hypothesis with confidence. We want a measure of the probability &at me 
daerenceS would occur if the null hypothesis is true. We expect the probability to be 
,mall. 

frequencvI r e  6 = no info group info group ratings rating1 

C = positive info group ratings 
mean B mean C 

I Assessment rating 

I figure 20. I Spread of data frmn Table 19.1 

Ifwe plot the scores for the three groups in the manner shown in Figure 20.1 we can 
see the position of the means and the extent of the overlap between groups. 1 hope 
you can see that if the variation of the scores in each group is relatively large then r i le  
overlap of scores from the three groups will be greater than when variation is small. 

ANOVA - THE FUNDAMENTAL CONCEPT 

I hope it is fairly clear to you that we would be more certain that a group of means 
differed significantly the more the distribution of the scores around them approached 
the sort of pattern shown in Figure 20.2a where, relative to the amount by zohich scoler 
vary around their individual means (the within groups, or sample variance), the means 
differ quite markedly. On the other hand, where the within groups variance is quite 
large, relative to the differences between the means, we would be ready to assume 
that all three samples come from the same underlying population (see Figure 20.2b). 
This can also be seen at the bottom of Figures 20.3a and 20.3b, where the thin 
horizontal bars represent deviations of individuals from their group means. 
The ANOVA test makes a direct comparison between the amount by which sample nzeilns 
vary and the amount each sample varies around its own mean. 

I In fact, when we discussed the t test, we needed some measure of the expected 
variation of scores around the sample means. In Table 14.3 we agreed that the means 
in the right-hand table looked virtually no different. You couldn't make this decision 
unless you took into account the extent of variation in the sets of scores as a whole. 
Suppose 12.5 and 12.75 had been the means but scores in the first group, for 
example, were of the order of: 12.5 1, 12.48, 12.505 and so on, whereas in the second 

I they were: 12.765, 12.745, 12.76. In this case, 12.5 and 12.75 look some way apart. 
: Often in this book we've said you can 'intuitively' tell that a real difference exists 

between two sets of data, but in each case this depended on you being able, perhaps 

1 without consciously recognising it, to take into account the relative amount of 
1 variation within the samples. 

H O W  DOES ANQVA MAKE THE COMPARISON? 

The heart of ANOVA calculations is the F ratio. In the simple 'one-way' case we are 
describing: 
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grand mean 
sample sample 

C  

d d;awn from here 

A m;a; ii meal C  

C C  C C  

Variance within groups is low - strong effect - 
D v l  grand mean 

Figure 20.2a and b Relationship bemeen variance and significance of effect 

variance estimate from sample means BETWEEN GROUPS VARIATION F =  - - 
variance estimate from within groups WITHIN GROUPS VARIATION 

In fact, the top and bottom of the equation amount to two estimates of the population 
variance. The bottom one is an average of the variances of each sample. Since the test 
is parametric we would have assumed homogeneity of variance so all the samples 
combined should give us a fair estimate of population variance as explained in 
Chapter 13. The top of the equation uses the means we've obtained to estimate how 
much the population must vary to produce means as far apart as these. It is assuming 
the null hypothesis is true and that populations do indeed have the same means. The 
logic is the reverse of that in the t test where an estimate of population variance was 
used to estimate the likely variation of means. Here we have (a sample of) the 
variation in means. 

The crucial point is, if the means vary a lot, relative to average variation within 
groups, then the top part of the equation will be large, F will be large, and we can 
reject, at some point, the idea that the population means are the same. For the 
situation depicted in Figures 20.2a, or 20.3b, we should get a high F and, when it is 
higher than the table critical value, we would reject the null hypothesis that the 
population means are equal. 

mean A  mean B 

Samples 

Variance within groups is high - weaklno effect 

A  A C B  

mean C  

iation 

A  B A  B  

within groups 
('error') 

C  B C C  

sample sample sample 
A B C  

I I I 
drawn drawn drawn 

from here from here from here 

Samples 

variation between group means 

Figure 20.3a If null hypothesis retained Figure 20.3b If null hypothesis rejected 

ANOVA the two components are those described above - the variation of values 
around group means ('error') and the variation of the group means ('effect'). 

A way to understand this is to look at the way each individual's score can be broken 
up. Suppose we look at the variable of age and that we have taken two samples, one of 
10 women the other of 10 men. Our sample of men has a mean age of 35 and one 
person (Andrew) in the sample is 47 years old. The mean age for the sample of 
women is 39. The 'grand mean' of all 20 ages is 37. We can summarise: 

mean age for female sample = 39 

mean age for male sample = 35 

grand mean = 37 
Andrew's age = 47 
Andrew's deviation from the grand mean = 10 

1 and this is made up of: 

Andrew's deviation from his sample mean = 12 

Deviation of Andrew's sample from the grand mean = -2  

THE VARIANCE COMPONENTS IN ONE-WAY ANOVA 

Central to ANOVA thinking is the idea that the total variation of all values around 
their GRAND hm.4~ can be broken into several variation components. ln a one-way 

N~~~ that 12 + (-2) = 10. This notion can be seen diagrammatically in Figure 20.4 - 
the route from Andrew's age to the grand mean is via his deviation from his group 
mean and his group mean's deviation from the grand n~ean.  I 
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Grand 
mean 

Male sample mean Female sample mean 

Andrew's age 

I 
31 33 35 37 39 41 43 45 47 

Figure 20.4 Conzpone?zts of a score i7z deviatio?zs 

In ANOVA we can consider each score in a sample as broken down in a similar 
manner. Moving from the individual to the group, then: 

For the individual: 

~ ~ d ~ ~ ~ ' ~  deviation from = deviation of Andrew's + deviation of Andrew from 
grand mean group mean from grand his group mean 

mean 

For the whole sample: 

Total variation = between groups + error 
variation 

W H Y  'ERROR'? 

In a sense, ANOVA estimates the extent to which each person's deviation from the 
grand mean can be 'explained' by the deviation of their group's mean from the other 
group means. The remainder, the within groups variation, is known as 'error' because 
it's the amount of the total variation not explained by the variation between the group 
means. It's a measure of how much people vary within their gioups, around their 
mean, as a result of unknown variables and not as a result of the IV. If every person, in 
each group, was a cloned robot then there would be no 'error' within groups. In each 
group everyone would perform at exactly the same level and total variation would be 
entirely made up of the between groups variation. 

In order to calculate the various estimates of variation in the three components 
given above, using variance, a central step in ANOVA calculation is finding the SUM 

OF SQUARES. We move on to that most crucial stage right now. 

SUMS O F  SQUARES 

In Chapter 13 we said that one equation for variance was very important in ANOVA 
work. This is: 

In ANOVA terms the top part of the equation above is known as the SUM OF SQUARES, 

b e  button1 part is the DEGREES OF FREEDOM for the particular variance calculation 
being conducted. 

Note that the top part isn't just the sum of squared xs but also includes what is 
known as a 'correction factor' which is easy to leave out when doing calculations by 
hand - be warned! 

~alculation of the sum ofsquares components 

Using the top part of the equation above: 
1 Totah sum of squares (SS,,,,,) x is each individual's score 

N is total number of scores 

(CX)'IN is the 'correction factor' or 
'constant' 

It is used as the second part of all SS 
calculations 

2 Between groups sum of C T? 
squares (SSgroups * Xx2 becomes: -, n where T is the total 

of values in each group and n is the number 
in each group' 

3 Emor sum of squares Subtract between groups SS from total S% 
(SS,,,,) (i.e. the variation i.e. SS,,,, = SS ,,,, I - SS,,,,, 
within groups) This is not a fiddle! The full method is to 

find, for each group, Cx2 - (2x)'ln (where 5s 
and n refer only to the group), and to add 
these results up. But it can be shown with 
algebra that: 

ss,,,, = SS,O,,, + s s e m o r  

This is what we said earlier about the 
division of variation 

'RULES' FOR ALL A N O V A  C A L C U U T i Q N S  

The calculations made in step 1 and 2 above are common throughout ANOVA. Step 
1 is always made - it's the sum of all the square; scores in the entire data set ~ninus 
what is known as the CORRECTION FACTOR: (CxU)IN. Other calculations of SS, as in 
step 2 always have the same form (when samples are equal in size): 

T is the total of each of the groups (or samples or conditions or 'cells') which are 
the focus of interest for the calculation and n is the number of values which contribute 
to that total. 

MEAN SUM OF SQUARES - T H E  VARIANCE EST11611ATE 

The actual variance estimate for each component is known as the MEAN SUM OF 

SQUARES (MS) and is obtained by dividing the obtained sum of squares by the 

This is where we're finding the variation of the set of means. However, rather than putting Y 
where x occurs in the equation, it's easier to work with totals. The division by 71 makes 
everything come out OK in the end bur you need to watch carefully for whar n is in each of the 
calculations, especially with more complex versions, later on. 



appropriate degrees of fi-eedom. It is the completion of the equation in the 
of squares' section, above. 

CAhCklLATlON OF ONE-WAY ANOVA O N  DATA I N  TABLE 19.1 

1 Calculate SS,,,,, (total sum of squares) Z.u = 3 + 5 + 6 + 3 + 2 + 7 + g + 8 + 

using the formula: 10 + 8 + 7 + 1 1  

(A)* = 3'+5'+ 6'+3'+2\72+92 ss,,,,,, 
+8% 10~028'+7\ $12- 

Note the difference between EX' and ((791~ + 12) 
.c .2 

2 Calculate SS,,,,, (between groups sum SS,,,,, = (17' + 26' + 362)/4 - 520.08 
of squares) using: 

= (289 + 676 + 1296)/4 
c T' (cx)' - 520.08 

n N 
(B)* = 226114 - 520.08 

where T is the total number of values 
in each group and 11 is the number of 
values per group. Note that n is alwa_ys 
the number of values in any set whose 
total is T. Check below if sample 
numbers are unequal 
*rhese two equations will be referred to as 
'A' and 'B' throughout the ANOVA 
calculations from now on 

3 Calculate SS,,,, (error sum of squares) 
using: 

sst,,, = ss,",,, - s s ~ u p s  SS  ,,,, =90.92-45.17=45.75 

4 Calculate df for df,,,,, = 1 2 - 1 = 1 1  
total = N- 1 df,,,,, = 3 - 1 = 2 
groups = C - 1 

(where C = number of conditions) df,,,, = 11 - 2 = 9 

error = total - groups 

5 Calculate each mean sum of squares by MS,,,,, = 90.9211 1 = 8.26 
dividing the sum of squares by df M S  ,,,,, = 45.171 2 = 22.59 

MS,,,, = 45.751 9 = 5.08 
6 

MSgroups Calculate F = - 

7 Look up significance of F in Table 11 df for numerator (between groups) = 2 
as described in the paragraph below df for denominator (error) = 9 

checking for significance with p < 0.05: 
critical value for F,,,, (2,9) = 4.26' 

F l ~ ~ l N G  THE SlGNlFlCANCE OF F 

w e  need to consult F ratio tables (pp. 465-6) and use these as f~llows. First go to 
he table for p < 0.05, since this is the highest value for probability with which we can 
claim significance. TO find the critical value we must use the degrees of freedom for 
he effect concerned - this is the numerator (since it goes on the top of the F ratio 

and the degrees of freedom for the error variance estimate - this is the 
denominator in the equation. As usual, if we achieve significance with p< 0.05 we 
could consult further to see whether our F value is greater than critical values for 
smaller values of p. In the F tables this means moving to the next whole page of table 
values (but see p. 258). 

ANOVA TABLE OF RESULTS 

~t is conventional to lay out the results of an ANOVA test as in Table 20.1 

Table 20.1 ANOVA test results 

Source of variation Sum of Mean sum F Probability 
(one-way unrelated) squares df of squares ratio ofF 
Between groups* 45.17 2 22.59 4.446 p <0.05 

Error 45.75 9 5.08 

Total 90.92 1 1 
"Often referred to as the variation for the 'effect' 

CONCbUSlON FROM OUR TEST (INTERBRETlNG THE ANOVA RESULT) 

Using ANOVA we are justified (by the narrowest of margins, assuming p < 0.05 I-  

acceptable) in rejecting the null hypothesis that the sample means are of groups with 
identical population means. 

INTERPRETING THE F TEST RESULT 165 ANOVA 

What we know from this result is that at least one ??lean dzffers si'zificandy from ut It.': ; S  

one other inean. We don't know which means these might be but we can see from thi 
group means (group A: 4.25 group B: 6.5 group C: 9) that ths most likely sig- 
nificant difference is between group A and group C, with rhc nexr likely contends1 
being the difference between group B and group C. In order to decide which group 
differ significantly from which, without cupirulising on chance (see p. 3 18j and just 
conducting several r tests, we need to consider what are known as A PRIORI and P C > < :  

HOC COMPARISONS. 

I Note the way of writing our critical values where the df in brackets are for the effect (numeraror~ 
first then the error variance estimate (denominator). 



a PRIOR1 AND POST MOC COMPARISONS 
- - .  - -  - 

Have a look at the results (Table 20.2) from a fictitious study on memory where the 
cell means represent mean recall of items from a 25-word list by different groups of 
participants being tested on Monday to Friday. 

Table 20.2 Mean recallper coi~dirion (da j~  of week) 

(a) Monday (b) Tuesday (c) Wednesday (d) Thursday (e) Friday 

xm At XV 
16.7 1 14.56 10.45 13.78 

2, Xi 
14.23 

Let's suppose that the 'complete' null hypothesis is true and that, for the population 
sampled, recall does not differ significantly across days of the week 
(p, = p2 = p3 = JJ-,, = kg) .  In other words, the theoretical means for each day of the 
week are all the same value. Suppose also that on this particular occasion of testing we 
had a fluke result where the mean for Monday does differ significantly from the mean 
for Wednesday, using an unrelated t test. On this occasion a type 1 error has occurred 
$we reject the null hypothesis that these two means come from populations with the 
same means. 

POST HOC COMPARISONS 

Post hoc comparisons are those we make after inspecting the results of our ANOVA 
test. Suppose, having obtained the overall results in Table 20.2 we decided to make 
all possible tests between pairs of means and count any significant differences as 
justification for rejecting the null hypothesis. In this case we would be bound to make 
a type I error, since we are bound to test Monday and Wednesday's means along with 
all the others. 

A PRIOR! COMPARISONS 

On the other hand, if we had decided, on the basis of our general theory, that only 
Monday's and Friday's means should be tested, because we believed people would, 
say, be more tired at the end than at the beginning of the week, we would not make 
this type I error. Whatever ourpn'orpredictioiz had been, we only had a 1 in 10 ( p  = 0.1) 
chance of making a type I error given the results occurred as they did. There were 10 
possible predictions to make (one with 2, 3, 4, 5; two with 3, 4, 5; three with 4, 5; 
four with 5) and only one of the results that we could have predicted was 'significant'. 
This assumes that the prediction concerned just two means (known as PAIRWISE 

COMPARISON). A priori ('PLANNED') comparisons, then, are comparisons we can 
make, having made a specific prediction, based on theoretical argument, before 
conducting our ANOVA test. This shozlld remind you of one and two-tailed tests 
because, in the simple two condition experiment, a one-tailed hypothesis is an a priori 
planned comparison. 

Making allpossible coi?zparisons prodzlces a far IzigIzerprobabili~b of nzakiizg a Qpe I error 
tlzail occl~rs $zue make selected and predeteni~i~led a pi-iori io)t~paiisoiis. In fact, deciding, 
in advance, to make all possible comparison tests is the same thing as conducting post 
hoc tests. The latter involves inspecting everything and testing what looks likely. The 
former amounts to the same thing because the prior plan is to test everything and see 
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&at turns up as 'significant', unless there is good theoretical argument for all 
possible dlffsrences being signif-icant. 

F~MILY-WISE ERROR RATE 

we ha1.c wid before that if yuu make 30 tests of significance on randomly arranged 
data ~ O L I  are more than likely to get one 'significant' difference. That is the log~c of 
significa~~ce resting. We Ioc.~k for results which would only occur five times in 100 by 
chance 3 1 ~ 1  count them as significant if we predicted them before testing. If we set 

a t  P = 0.05, then, and make multiple tests on randomly arranged data, 
knou. that there is a 0.05 chance that any comparison we make will be wrongly 

assumed to be significant; i.e. we will have made a type I error. We are said to be 
working with an ERROR m1.t PER C O ~ ~ P A R I S O N  of 0.05. If we are making several test. 
on our data it is possible to calculate something known as the FAMILY-WISE ERKI .~  

RATE which is the probability of making at least one type I error when making multipl 
tests. 

If you have jusr~'jiabL~~ predicted just one significant difference ('planned ! I ; :  

cornpanson') then there is no problem in testing this with a special r test (as used i, 
'linear contrasts' - see belowj, since you have a 0.05 chance of a type I error. If > I ,  

make two tests your chance of making c2r leusr oize type I error rises to near 0.01. J. .  
can compensate by setting your significance level, prior to restiizg, at 0.025. The n, 
test w ~ l l  be: 

where SAS,,,,,, comes from the overall ANOVA result and 1 1 ,  and 11, are sarni 
numbers. 

BONFERRONl T TESTS 

Rather than doing this however, you can use these tesrs. They are only recommencir 
though if you are making a -few comparisons. If you want to test all possli-I!.. 
comparisons then you should use one of the tesrs required for post hoc compariso~:. 
T h e s ~  tests are not dealt with here but will be found on computer programs, such .. 
SPSS ' " running ANOVA. 

LINEAR CONTRASTS - BESTING COMBINATIONS OF MEANS 

There may be occasions when you want to test for significance between coii~bina~z~)i: 
of means, for instance, in our days of the week and recall example, between : h ~  
combined mean for Monday and Tuesday against the combined mean for Thursda,. 
and Friday. When this occurs you need to make use of the LINEAR CONTFX-. 

approach. The mathematics is not covered in this text but, assuming you are using .; 
comn~ercial statistics package (such as SPSS""'), the only tricky calculation you'i! 
have to perform is to provide a set of COEFFICIENTS to let the program know, using 
numerical codes, which combinations of means you wish to test between. The tesr- 
themselves will use the F ratio on relevant sums of squares. You can also use linear 
contrasts to test simple comparisons between just two means - basically a t test. 



RULES F O R  DETERMlNlNC C O N T R A S T  COEFFICIENTS 

1 All coefficients must sum together to zero. 
2 The sum of coefficients for one mean or combination of means must equal the 

sum of coefficients for the other mean or combination of means but have the 
opposite sign. 

3 The coefficient for any mean not tested must be zero. 

Table 20.3 Coeficie~zts used for means 

Test of: Mon Tues Wed Thus Fri Explanation using rules 
Am against xw I 0 - I 0 0 Rule B - numbers sum to  zero 

Rule 2 - I and - I sum to  zero 
Rule 3 - other numbers are 0 

x, + 2, I I 0 - I - I Rule 2 -the two means 
combined against marked will be taken together 
xth+);; and contrasted with the two 

marked - I. Other rules as 
above 

xm + 2, - I  - 1  2 0 0 R u l e 2 - - I + - I  =-2;Wed 
combined against has +2 and will be contrasted 
x ,  with the other two together 

Choosing coefficients is something of an intuitive task. There is no one right answer. 
For instance, in the third row, Table 20.3 we cozrld have chosen: 0.5 0.5 - 1 0 0 

These would be used in either of two situations: 

1 Where all possible comparisons are desired, decided a priori. 

2 Where comparisons are only being made after examination of the ANOVA results 
and nor because of any theoretical prediction. 

There are several tests, each with variations and complications, for carrying out post 
hoc comparisons. I am just going to mention two of the most popular, with their 
associated characteristics. 

NEWMAN-KEULS T E S T  

This alternative is generally controversial because, under certain circumstances, the 
family-wise error rate gets high. This can occur when several pairs of means do not, in 
fact, differ significantly, i.e. where several null hypotheses are, in fact, true. This will 
only happen in studies with quite a lot of conditions, and, for studies involving only 
three conditions the Newman-Keuls gives a greater chance of showing real sig- 
nificant differences, with only slightly more risk of making type I errors than the 
Tukey, test. Again, the calculations for the Newrnan-Keuls and Tukey's test, below, 
are not dealt with here but will be found in SPSS~" and similar. 

SIGNIFICANT TEST 
.- ~ - 

This engagingly titled test is generally considered the safest you can use if you wish to 
cam out all possible 'painvise' (two means at a time) comparisons and keep the 
family-wise error rate down to 0.05. The price you pay is that the test is 'conservative' 
-you might miss real differences in keeping pour interpretations safe. 

EXAMPLES OF TUKEY, RESULTS 

~f we had conducted a Tukey HSD on our sample data, following the ANOVA result 
in Table 20.1 we would have obtained the result below (Figure 20.5), which is part t l i  

the SPSS~" (WindowsTh') output: 

Homogeneous subsets (h~ghed and lowest means at-e not s~gn~ficantly d~fferent) 

Subset I G G 
Group G ~ P  1 Grp 2 I I 

P P 
Mean 4 2500 6 5000 I 2  

i-lt?df i Eu1 ,J,t,o,- 
Subset 2 
Group Grp 2 Glp 3 4 2500 GIQ I 

6 5000 GIQ 2 
Mean 6 5000 9 0000 9 0000 Glp 3 - 

Flgure 20.5 Resulr of Tuke~ j  test iiz SPSS'"' 

This shows us that the means for group 1 and group 3 are significantly different 1 1 ~ 1  

that no other difference is. This means that groups 1 and 2 can be assumed to belong 
in the same 'subset' - their means do not differ significantly. This is also true ,I 

groups 2 and 3 :aken as a pair. But, as we know, it is too unlikely that all thre.6 corrlc 
from the same population. 

Whether group 2 'belongs' in reality with group 1 or group 3 we can't say on i!11 

occasion, but look at the data in Table 20.4. Here, again, the ANOVA resulr I ,  

significant. Here the Tukey result tells us that groups 1(A) and 2(B) belong t~geti ic.~ 
and their means are both significantly different from group 3(C)'s mean. 

Table 20.4 SPSS~*' result (Tukey) 

Group A Group B Group C Homogeneous subsets - (scores) - 
12.00 14.00 16.00 Subset I 
14.00 15.00 20.00 Group Grp I Grp2 
13.00 14.00 18.00 Mean 1 3.2500 14.7500 
14.00 16.00 19.00 Subset 2 

Means 13.25 14.75 18.25 Group GT 3 
Mean 18.2500 



For one plan?zed comparison (or possibly two, lowering the significance level) 
between pairs of means ('painvise') use individual (special) t tests or linear contrasts 
Where these one (or two) comparisons involve the means of conzbitzations of 
groups, use linear contrasts 
If several planned comparisons are to be made (painvise or with combinations) 
use a Bonferroni t test method 
If you want to compare all possible pairs of means, or make more than two pre- 
planned comparisons where there are several groups use Newman-Keuls (or 
Tukey's HSD for safety) 
If you want to compare all possible pairs of means where there are quite a few 
groups (five or more) use Tukey's HSD 
If you want to make all possible contrasts (i.e. not just 'painvise' but including all 
possible combinations of means against others) use the Scheffi test (not described 
here) 

WHERE ARE ALL THESE ALTERNATIVES? 

There are other specific alternatives depending on the ~ak icu la r  design of the study 
and on your specific purposes. The above comparisons are all found in statistical 
programmes like S P S S ~ ~  but you really should check in one of the advanced texts 
mentioned at the end of Chapter 22 before proceeding, in order to know that your 
analysis is valid. 

Unequal numbers in the samples 
Usually it's safest to attempt to get the same number of people in each sample but 
sometimes one is stuck with unequal numbers -we couldn't know, in advance, how 
many would answer a questionnaire in a certain way, for instance. People's results 
may be unusable or they may fail to show up for testing. In the case of one-way 
ANOVA this isn't too difficult. In  step 2 of the one-way ANOVA calculation above, 
we don't find the sum of all T', then divide by n. We divide each T' by its associated n. 
In the case of multi-way ANOVA tests, to be dealt with later, it is beyond the scope of 
this book to provide the relevant calculations. You could either consult one of the 
more detailed texts referenced at the end of the chapter, or check that your software 
deals with different numbers in each sample. .SI?ssTM just steams ahead and copes. 

Differences between means, or -- a priori comparisons 
combinations of means, which were 
predicted from theory before the data 
were collected 

Statistical technique which compares analysis of variance 
variances within and between samples in 
order to estimate the significance 
between sets o f  means 

Sum of squares of deviations of group 
means fi-om the grand mean; used to 
calculate the variance component related 
to the 'effect', i.e. distance between 
group means 

procedure for testing seveial planned 
comparisons between (groups of) 
means 

GX)'/N - the second telm in all 
ANOVA equations 

Given the significance level set, the 
likelihood of an error in each test made 
on the data 

The probability of having made at least 
one type error in all the t e a  made on a 
set of data 

Sum of all the squares o f  deviations of 
each score from its group mean, for all 
scores in a set of data where there are 
two or more groups; used t o  calculate 
an estimate of the 'unexplained' variance 
with which to  compare the 'explained' 
variance of group means around the 
gland mean 

Comparison of two variances by dividing 
one by the other; used in all ANOVA 
tests 

Mean of all scores in a data set, 
irrespective o f  groups 

Values to  be entered into an equation 
for calculating 'linear contrasts' - see 
below 

Procedure for testing between individual 
pain of means or combinations of means 
when planned comparisons (see below) 
have been made 

Sum of squares divided by degrees of 
freedom; a particular component's 
variance estimate in ANOVA 

Procedure for testing all possible pain of 
means in a data set for significance, so 
long as number of groups is relatively 
low 

between groups sums 
-- of squares 

-- Bonfetroni t tests 

con-ection factor 

error rates 

- (error rate) per 
comparison 

-- family-wise (error 
rate) 

error sum o f  squares 

-- F test 

-- grand mean 

linear coefficients 

linear con~asts 

mean sum of squares 

- --- Newman-Keuls test 



Conlparison ,:>f)usi two n?e-irll, 6on-I a i:.-!~l-~r15e Cflmpalison 
set o i  means - -. - - .-. - 
Tests whlch it was intended t o  make, r:idl-~i-!ed compal-isOns 
because o f  theoret~cal pi-ed~ctions, beF:!r!rl? 
data were collected 

Tests between means, o r  group; of . -. - ?o:t hoc iompal-isons 
means, only decided upon aftel- - -. - - - -. 
inspection o f  data 

i : Procedure for testing all possible pai1-5 of ' . lg i .?~ ' : ,  (HSD) test 
means from a data set where there are a 
relatively ial-ge number o f  groups: with 
low number of groups, corisidered ta:!-~e, 
conservative 

Procedul-e for testing all pcssible 5cheffe test 
combinations o f  means 

Altelnative name for the F test -- see . ,.,a~-lance ratio test 
above - 

. . 2 , : - L , ~ l ~  - ! * :  ;,. : , . . , ,_ ,  . . . .  . ;. _ , . ; ' -.)I-, $ 1  s ~n a second 
. . . ,,-.r;,:,, I .  , r . . j  2,  . I , '  . , a ; , , , - ,. .- . . . . ,  8 .. 1 ' . ' ! '  , . -  - .  . . : ,  I I .I one-way 
;.l./(;.',:: ., . , -. 3 . . . a .  . . . . , . . ' , : ,:: ,I-!? degrees of 
' : 'p.~(,~,,,., ;;;, , - m  j, : ,,>,-, :.,.-.: .. ~ 

3 I-, <,.. ;-..,-, .. . . - 
.- + , .  , : . I - , . Z  . . . . , . .  . . . . , . ;,m::;::ed and you 

l , ,  j -  . ..; - , ' . .  , .  , . . .. , ,  -, . 
> .  

. . .. . ;.i~e.' Tukey or 
, 4 ;  , , $, . , -  . , , . 'b,.: 

4 ;.;F,;, .: : ,  . ;; ... . . ~  . .? ,  . . 
p .  . . .  - 8 2  : : .  . :  : ,  .j!j~.;t:t~o~l that 

.-.! t.:, . . , .  , . . .  . . .  , - ., . *  ,?$lIrn?ate to  
,! ! ,  ' 

. . . . ,  .. 2 el~ife~-ence 
. '  :.~:,~~il be the 

wifbi;n subjects 
c. ; . ~ .  _ . 

t ,  . , . ' 8  ,. . , 

It., . ., . -  .= - - <  .- . - , . . .  . 

in? ~.... arcicn effect 
h , :  . - , 1 ,  . . . , , - . 

I. , . .  . 

m.r:;l effect . - . , #  r , , . .  . 1 otal .,-:!I j!'.-.,- . . 
ZPetween groups >i l i  

Between groups varlat can 
lnteracrion variation 

C 

* Error :I ' , I  I -  

USING TWO O R  M O R E  !NDEPENDENT VARIABLES 
-. 

THE STUDENT PROJECT EXPANDS 

Let's c.i:i:;>i\~e 'Tli~n, Hrlcn ancl F ~ ~ I I ~ Z C S C I I  (rcmc:~?hcr ~ h c ~ i i r  I:--[-c pu:>ncLl !!ii.: 
even f ; : r ~ ! ~ ~ r .  c)nc of ~ h c n l  ha5 rcaliscd ti-IJ: ;I-1: k>::;;;,!c L~I:,., : L - - ~ I L X ~ .  i x : . i r ; : ;  ~,t.:.i.. i 

Were lii.,-l): ro hold sirung vie~vs ~ b o u r  giiybal i \ a l . i ' ~ i i l ~ ~ .  1 Iclcil > . u ~ ~ . c c L -  iii;i; ~t - !h i , ,  

tested j3ct!pl~. tvho don'i care ahour glL>bnl \\.:l;n.lins cl~cn jb;;.h:~p>. :hi. ! ~ ~ \ i : l ! -  :'..*!. 

have I-:ccJ; difft.j.ejlt. Pr.rhap\ kit.o~ilc \i.h,: L l i : i ~ . r  ;:ire :'. ..!,iid !IJ: i. .!:I;\ t. ..! : ' i : ! ,  



negatively the person who did care and seen the person who didn't care as positive 
since that person thinks as they do. They realise that what they should have done was 
to take samples from among a group known not to care and a group known to care 
about global warming in order to test this more complicated hypothesis. 

The example of ANOVA which wc. have already considered involved the manip- 
ulation of just one IV (with three values). Very often, researchers test the effect of turo 
independent variables at the same time. 

Suppose we had tested the sex stereotyping hypothesis that people will rate an 
article more highly on writer's expertise when they are told the author is male than 
when they are told the author is female. We may well find no rating difference for the 
male and female authors. But suppose we investigate further by adding another 
condition - one article is about a traditionally 'male' topic, say car maintenance, and 
the other is on a traditionally 'femaleJ topic, say baby care - remember we're talking 
about stereotypes here, not reality! Now, what we might find is that ratings of the male 
and female author do not differ overall, nor do the ratings of the two articles. What 
might occur is that the male author is rated higher on the 'male' article and the female 
higher on the 'female' article. This is known as an INTERACTION EFFECT. Results of 
multi-factor studies, such as this one, are often displayed in a diagram like that in 
Figure 21.1 where, in this fictitious case, a typical interaction effect is shown. There 
are, however, no overall differences between participants given a 'male' or 'female' 
author, nor between those given the car or the baby article. It is said that there are no 
MAM. EFFECTS. These two 'effect' terms I shall attempt to explain more fully in a 
moment. 

'male'author 
--- 'female' author 

expertise 
rating 

0 
car baby 

article article 

/ , 
d' 

Figure 2 1 . 1  6zteraction between author factor and type of article factor 

FACTORS AND LEVELS 

In multi-factor ANOVA designs we introduce some new terminology. Each IV is 
known as a FACTOR and each of these has several LEVELS. For instance, in the author 
assessment example, one factor is the described sex of author, with levels of 'male' 
and 'female', whilst the other factor is type of article - 'male oriented' or 'female 
oriented'. 

Designs are often referred to by their factor structure. The sex of author design is 
an example of a 2 x 2 factoiial design (two sexes of author; two types of article). 

I shall now describe a fairly recent, slightly more complex design. In 1986, 
Alexander and Guenther reported a study in which they manipulated the moods of 
three groups of participants by getting them to read statements. These led to states 

MLIL-1-1-F4r TOR ANOVA 345 

described as either 'elated', 'depressed' or 'neutral'. They then read them a list of 
,quai numbers of positlrre and negative personality traits to see whether mood 
affected the type of trait recalled. Apparently it did. This is an example of a 2 x 3 
 rial design (two types of trait; three types of mood). 
(Note: this, along with suitably doctored versions of the malelfemale author or place- 
dependent memory studies would make interesting topics for student projects.) 

Designs can become very complicated indeed. A 1984 study by Samuel and 
Bryant (discussed in Gross 1994) involved testing four ages of child (factor 1) on 
three types of task (factor 2) using three types of material (factor 3) - a 4 x 3 x 3 
design, David et al. (1986) used a 4 X 2 X 16 design in the investigation of road 
accidents and Gulian and Thomas (1986) used a 2 X 2 X 3 x 4 design where males 
and females were tested in high or low noise, under three different sets of instructions 
about the noise across four different periods of testing! There is no limit to the 
complexity of designs which can be used apart from the researchers' patience with 
data analysis and the size of the willing participant pool. 

UNRELATED AND RELATED DESIGNS 

If all the factors of a complex ANOVA design are between groups, i.e. independent 
samples for each 'level' - it is known as an UNRELATED design. If all participants 
undergo all combinations of conditions (appear in every 'cell' of the data table) it is a 
related or REPEATED MEASURES design. If at least one of the factors is unrelated, and 
at least one a repeat measure, then we refer to a MIXED design. 

Table 2 I .  I ANOVA designs 

Description of study 

I Effect on perception of a 
person of knowing whether 
they are concerned or 
unconcerned about global 
warming and when no such 
information is given 

2 Effect of mood (depressed, 
neutral, elated) on recall of 
positive or negative traits 

3 Investigation of different 
times taken by same people 

Levels Factorial design 
level I - knowing person one way unrelated 

is unconcerned ANOVA; three levels 
level 2 - knowing person of single IV 

is concerned 
level 3 - no information 

Factor I : Mood (unrelated) 3 X 2 ANOVA mixed 
level I - depressed design 
level 2 - neutral 
level 3 - elated 
Factor 2: Trait type (repeat 
measure) 
level I - positive 
level 2 - negative 



to name coloun of colour 
patches, non-colour words 
or colour words 

4 Effect of psychoanalysis, 
humanist therapy or 
behaviour modification on 
groups of male and female 
clients 

5 Effect of age (old vs. young) 
on recall performance using 
three different memorising 
methods on each group of 
participants 

6 Effect of coffee, alcohol or a 
placebo on performance of 
a visual monitonng task 
under conditions of loud 
nose, moderate noise, 
~ntermktent noise and no 
nolse - all groups have 
different partrcipants 

7 Extroverts and introverts are 
given either a stimularrt, 
placebo or tranquiliser and 
observed as they perform an 
energetic and then a dull 
task 

8 People with either high or 
low race prejudice observe 
either a black or a whrte 
person performing either a 
pro-social, neutral or hostile 
act Their ratings of the 
penon observed are 
compared 

INTERACTION 

An important feature of 'factorial' designs (two-way or more) is the possibiliv of 
detecting interaction effects. Very o f  en, in testing the effect of a single vanable, one is 
drawn to the speculation that an apparent lack of effect may be o b s c u ~ g  a difference 
in performance between types of people or on different sorts of taslzs. Here are some 
examples: 

1 Are people better in the morning or in the afternoon at performing tasks requiring 
good attention? No significant difference might be obtained yet, if Eysenck 
(1970) is correct, we might ehTect to find that extroverts perform better in the 
afiernoon and introverts in the moming. 

2 Students were given arguments to convince them that their college should initiate 

a 
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a new, harder exam system. They were given either three or nine strong or weak 
,rgurnents. This produces four conditions. Overall, nine strong arguments 
produced greater agreement than did three, but nine weak arguments produced 
even less agreement than did three (Petty and Cacioppo 1984 - see Figure 2 1.2). 

j h a dramatic study, Godden and Baddeley (1975) showed that people tested for 
memory did better if they recalled in the same place as they had been when they 
had learned the original material - either on land or under water - they used 
,Cuba divers! Here, one IV is place of learning and the other is place of recall. 
hteraction occurred in that words were not better recalled under water or above 
!ground and it didn't matter, overall, where the words had originally been learned. 
The two groups who did best were those both learning and recalling in the same 
place. 

An interaction effect, then, occurs when the effect of one factor is dependent upon 
which levels of other factors are considered. In example 3, just above, differences in 
performance associated with learning under water or on land depend on whether 
recall is performed under water or not. In example 2, the effect of three rather than 
nine arguments needs to be considered along with the strength of the arguments since 
weak arguments create opposite effects to strong ones. 

MAIM EFFECTS 

These are our familiar effects from a single IV. A MAIN EFFECT occurs when one of the 
Ws, irrespective of any other variable, has an overall significant effect. For instance, 
in example 2 above, strong arguments produced significantly more agreement by 
students overall (disregarding number of arguments given). 

SIMPLE EFFECTS 

A SLMPLE EFFECT occurs when we extract a part of a multi-factor ANOVA result and 
look at just the effect of one level of one IV across one of the other IVs. For instance, 
there may be a simple effect of time of day on extroverts, or of female author 
assessment across the two types of article. Simple effects can be investigated for 
significance using t tests, planned contrasts or even a one way ANOVA. For instance, 
if, in the mood and memory study, we predicted that positive traits would be recalled 
most by elated, less by neutral, and least by depressed participants, we could conduct 
a one-way ANOVA across these three conditions. But simple effects can only be 
investigated without 'capitalising on chance ', as with all other comparisons and contrasts, as 
explained on page 318. 

. - - *  ---- - - -- - -- - ; .T- - - ,--- ------ -- - . - " - . - - - r - - * c - 7 - ~  - - <  

ous kinds of interaction and main effect are possible. Have a look at 51 :3 - 
try to interpret what has happened. Note that it IS possible t o  have main and - 

- interaction effects occumngtogether. 
. . - - - -- - - 

DATA IN A TWO-WAY UNRELATED ANOVA DESIGN 

Let's assume that our students did originally think of this more complex design and 
that the data they obtained from 24 people, 12 who care about global warming and 
12 who don't, are arranged as shown in Table 21.2. They can't just go and get a 
furrher group of non-caring people, test them in the three conditions, add these to the 



data pool and conduct a two-way ANOVA because they'd be 'capitalising on  1 Calculate SS,,,, as before, using the 
chance'. The two groups must be randomly selected from their populations. formula opposite 

Each of the six sections in Table 21.2, below, which contains a set o f  data and a 
mean (AlB1, A1B2 etc.) is Imown as a 'cell' of the table (one group). I 
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amount of 
agreement 

' p A ~ ~ ~ T I O N I N G  THE SUMS OF SQUARES 

m e n  we calculated the sums of squares for the one-way ANOVA we had three 
te-,ns: 1 SS ,,,, 2 SSP",, and 3 ~ ~ e m r .  

- For two-way ANOVA, we divide the sums of squares up as shown in Figure 

O'. . arguments: . . - strong Here, just think of the between groups SS in the one-way example being split up . . . --- weak 
into variation for the two conditions plus vaiation for the interaction between the two 

'0 
' con did on^. What's left ('error') is, again, the variation of people within their groups. 

3 AS 1 said earlier, I would hope that readers will not need to calculate tests at this 
9 

no of arguments level or higher by hand. Most would, I hope, be using a computer program. 
- Consequently, I have included here a step-by-step approach to the calculation of two- 

Figure 21 2 Agreement afcer three or nine strong or weak argulnents (afier pew and 1 way ANOVA, with explanation, but excluding all the arithmetic detail. Tne 
calculations are, in any case, already familiar, since the same formula for calculating 

- components is used throughout. What the reader does need to pay attention 
- to is the meaning of each of the components and their role in the overall analysis. 

Table 2 1.2 Overall assessment rating of Jane (0 = negative; 12 = positive) 

Jane's attitude to global warming (Factor A): 
doesn't care IS neuttal cms Group 

(condit~on A I) (condit~on A2) (condition A3) totals 

Cacioppo, 1984, in Atkinson et al., 1993) 

Interactions 

group 1 

Absence of lnteract~on - 

m 

group 2 

U 

A B C  A B C  A B C  - Factor B k Group A1 B I Group A2B I 
Cond~ t~ons  Cond~t ions Conditions L Participant (group): 

a No maln effects; ful l  d. Main effect for 'condi t~on'  f. M a ~ n  effect for 'groupt , very concerned about 

Pmup 
Interaction 

3 2 10 
global warrntng (Group 5 7 8 
BI) 6 9 7 

3 8 I I 

T,,(PIBI) = 17 T,,,(&BI) = 26 T,,(.LOBI) = 36 79 
X,,,, = 4.25 X,,[ = 6.5 x,,, = 9 

U U 

A B C  
Condit~ons 

b. lnteractlon andmai? 
effect for 'condi t~on 

1 , 1 1 1 0  

A 
Cond~tions 

c. lnteract~on w ~ t h  s~mp le  
effect for cond~t ion c 

Figure 2 1 3 Interaction effects, 7nai?z and sintple effects in two-way ANOVA 1 C A l r U L A T l O N  OF T W O - W A Y  (UNRELATED) ANOVA 

j Calculation oftwo-way ANOVA on data 

Conditions 

e. Main effect for  'condition' 

A B C  
Group A l B2 Group A2B2 Group A392 

A B C  
Cond~ t~ons  

g. Main effect for,'groupr 
and 'condition 

not bothered about global 5 6 5 
warming (Group B2) 4 5 3 

7 6 5 
7 5 4 

Note on line charts for ANOVA results: 
some people argue that charts in the style shown are 
misleading because there are no values between condition 
.and 6 and therefore the n e s  should not joined up as if 
there were Here, we'll fol low the standard convention, 
however, of graphically representing the direct~on of effects 
even though we can recognise that the complaint valid 
and the llnes should not be read as representing values 
between discrete values of the Independent variables. 

T,,, (P I 52) = 23 T,,, (AJB2) = 22 T,, (A3B2) = 17 62 
X,,, = 5.75 X,, = 5.5 X,,, = 4.25 

Totals for 
conditions T,,,,+ 40 48 53 141 

8x2 = (3, + 5' i 6' etc) = 947 
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TOTAL SS 
n sums of squares as for the one-way example by dividing each Sum 

by its appropriate df; results are shown in Table 21.3 
EXPLAINED SS - (total between groups SS) divided into: r lculate F for all effects as before by dividing each effect (two mains and one 

Between groups factor A = ssFactorA by the error tenn; results are in Table 21.3 

Between groups factor B = ssFactor * Calculating the SS,,,,, value is a short cut to get the value for the interaction SS and 

- is 
from now on. Taking the main effects from the 'cells' value leaves a 

Interaction Ax B 
= SSlnt residual amount which is an estimate of the variation related to the interaction of the 

mo independent variables. 
ERROR (the 'unexplained'variation 

with~n groups) 
= "~rror  _ Table 2 1.3 Summary o j  variance componentsfor two-way unrelated ANOVA 

21.4 Division ojvanation in a mo-way unrelatedANOVA design 
" 'source of variation Sum of Mean sum F Brobabillity 

( 2 x 1 ~  
- ; (two-way unrelated) squares df of squares ratio ofF 

Note that-is the same as before, the square of the sum of all scores (14112, N Between groups: 
10.75 2 5.375 1.72 NS (p > 0.05) 

divided by the total number of participants (24); this value is also used in 12.042 1 12.042 3.853 NS (p > 0.05) 
equation (B) below lnteractron (~nfo x gl-oup) 39.583 2 19.79 6.333 p <0.01 

Calculate SSfaccofi (information condition) using 
56.25 18 3.125 

equation (B), as before cr2 1 18.625 23 5.156 --- 
T is the total of each condition (T,,,,) n N 

is the number in each condition = 8 ss,, = 10.75 Finding the signzscance of F 

We need to consult F ratio tables as explained for the one-way example. Here, we 
SSfaaofi (participant attitude group) = 12.042 consult for all our effects - that's the three F values shown in Table 21.3. In each case 

using equation (B) above. T is now T,,,; is the the effect MeanSS is the numerator and the error MeanSS is the denominator. For OX 
number in each group = 12 

SS,,I, - the variation produced by all the 
cell totals around their mean. Here, T is T,,,,, , the 

ss,,~,, = 62.375 Obtainedvdue df Criticalvalue P 

values 17, 26, etc., which are the totals ofscores in Main effect - information 1.72 2,18 FoO,(2,18) = 3.55 <0.05 
each cell shown in Table 21.2; n is the number in Main effect - group 3.853 1,18 Fo,,(1,18) = 4.41 <0.05 
each cell = 4* Interaction (info X group) 6.333 2,18 FoO,(2,18) = 6.01 (0.01 

5 Calculate SSf2ctorAxfactorB - the interaction SS SShf, X ,o,p = 62.375 using: 
- 10.75 - 

SSfacror~factor~ - SScells - SSfdctorA - SSfactorB - 12.042 
Calculate SS,, using: = 39.583 
Ss-0, = ssto,~ - S~,,II, SSC~O, = 56.25 

6 Calculate degrees offi-eedom. 
For each factor this is (levels - 1) 
For the interaction effect, multiply together the df for each of the components of 
the interaction (i.e., in this case, information and group) 

Degrees of freedom: 
Total = N- 1 = 23 
FactorA(inf0) = 3 - 1  = 2 
Factor B (group) = 2 - 1 = 1 
Interaction = 2 X 1  = 2 
Error = total dj- effects d j  = 23 - 5 = 18 

INTERPRETlNG THE RESULT 

It appears that neither IV had a significant effect, taken in isolation, across all of its 
levels, irrespective of levels of the other IV (there was no 'main effect'). Thai is, 
varying the information about Jane's global warming attitude had no consistent effect 
on all the people tested taken as an undivided group. Nor did the concerned group's 
attitude toward Jane differ significantly from the unconcerned group's attitude if we 
ignore the division of this group according to what information they were given about 
her. 

There is, however, a significant interaction effect (see Figure 21.5). The two groups 
of participants do differ in attitude to Jane when we take into account the separate 
conditions of attitude to global warming factor. It appears that the strongest effect 
comes from the difference between the two groups when they are told that Jane is 
extremely concerned about global warming. If predicted, the simple effect of 'knowing 
Jane is concerned' could be tested across the two participant types - do care and 
don't care - as a simple comparison. I 
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9 - Interaction effect appears to origina,te 
marnly from this difference 

/ ------ -- -- -- 
3- 

inteiaction effect 

-1 

1 

levels 

-- main effeds 

2 -  
- 

-- mixed model 

0 I 1 
doesn't neutral cares 

care 

Attitude of target person 

F~gure 2 1.5 Environmental attitude andperception ofperso 
known 

THREE-WAY ANOVA CALCULATION 

I hope You would never be unfortunate enough to find yourself needing to calmlatea 
k e e - w a ~  unrelated ANOVA by hand (not a likely event in the twenty-first century), 
I will list here the components that would need to be found, however, so that you can 
understand what a computer printout is telling you. It's imponant to lay out your 
data clearly even ij you're using a computer, since othemise you'll get in a mess 
wondering what all the components of the results table are. Imagine that our dogged 
students originally used a further condition (C) which is a new 'public' condition 
where participants either do or don't have to declare their ratings to an audience of 
students! In this three-way design you'd need to find 

-- simple effect 

EXERCISES 
I Do the exerclse on page 345 ~f you haven't done ~t already' 

TOTAL SS - 2 lmaglne that two groups of students, one vegetanan, the other meat-eatlng (Factor I - 
Between Groups ss - SS Factor A*  1 ; groups I and 2) are asked to memonse anlmal words, vegetable words and flower words 

- SS Factor B 2 
(Factor 2 - cond~t~ons A, B and C). There's no research I know of to  predlct any part~culal- 
result so suppose, In each example below, that the stated results occurred Pick out the 

- SS Factor c 3 dlagram from Flgure 2 1.3 whlch you thlnk best deplds the result obtalned To avo~d 

- SS lnteract,on AB ( S S  cells AB -1 -2) * * 4 repet~t~on, assume that 'differences' when mentioned are slgnlficant 
a) Vegetanans and meat-eaten differ. No  other effect 

- SS I,, ,,,,t,o, A, (SScel lsAc -1 -3)  5 b) Vegetanans and meat-eaten dlffer and there are dlfferences across cond~tlons as a - 
S S , n ~ r a c t , o n ~ ~  ( s s  ,,,,,Bc - 2 - 3 )  6 whole No  ~nteraction. 
- I c) There are overall dlfferences across condltlons only 

SS ~nteract,on ABC (SS,,II, ABC - 1-2-3-4-5-6)+*+ I d) There 1s a difference between groups on one condltlon only and no other effects 
Error SS (TOTAL SS - ss ABc ) e) There 15 only an lnteractlon effect between eatlng style and memory c0ndrtlon There 

Figure 21 6 Divkzon of vananon in a t h ~ e e - ~ a y  unrelated design 1s no overall difference between eatlng styles or between memob' condrtlons 
9 There 1s an overall difference across cond~tions but this 1s significantly more * 

Use overall totals of condition A ipzonng the other two factors for one of the groups 
** S S ~ e ~ ~ s m  is found using the totals of conditions A and B ignoring c as a factor, i.e. 3 Suppose the following data were obtained from a study of the soclablllty of boys and girls 
the totals of AlB1, AlB2, AlB3, A2B1, A2B2, ~ 2 ~ 3  with no slbllngs who have or haven't attended preschool of some kind before *artlng 
*** SSce~~smc uses the total of all cells, A1B 1 C1, AlBl ~2 etc. school Calculate the two-way ANOVA and comment on the effects 

I 



Preschool children NO preschool children 
Sociability scores Sociability scores 

Boys 45 23 25 56 49 12 14 21 18 9 

42 39 
Girls 35 48 45 35 34 35 38 48 

4 Suppose we measure people on a variable called 'sociability' - '5' for short. We  then 
investigate their performance on a wiggly-wire task where touching the wire with a ring- 
on-a-stick causes a bunerto ring and records an error, Suppose it is true that high s 
people perform well in front of an audience but poorly alone and that low 5 people 
pelform quite the other way round. Overall, high and low 5 people tend to  perform at 
about the same level. What effects would you expect kom ANOVA? Sketch the 
expected effects or choose the appropriate diagram from Figure 2 1.3. 

1 REPEATED MEASURES ANOVA 

Th~s chapter deals w~ th  one-way or mult.1-factor ANOVA when at least one of 
the factors 1s repeated measures. 

The one-way ~epeated measures model partials out the var~at~on wh~ch IS 

assumed to  relate to  vanat~on among the lnd~v~duals In the sample. 
It may be that ~nd~v~duals d~ffer very much from one another Th~s var~at~on IS 

Iknown as the between subjects varlatlon If, nevertheless, they all d~ffer In the 
same way across cond~tlons, 1.e between conditions, then most of the total 
var~at~on w~l l  be accounted for by the between conditions variation and the 
between subjects variation, leav~ng very l~ttle res~dual 'error' (wh~ch IS 

actually the interaction of subjects wrth condrt~ons, as ~f cond~t~ons were one 
factor and total for ~ndlvlduals In the sample were levels of another factor). Thus, 
a h~gh value of F w~l l  occur 

In multi-factor repeated measures des~gns, each maln effect, and each 
~nteract~on, has I~CS own assoc~ated error term, calculated from the ~nteractlon of 
~nd~v~dual totals w~ th  the mar or ~nteractlon effect. 

In a mixed design unrelated factors are dealt w ~ t h  much as In the unrelated 
random~sed model. The~r main effects, plus interaction for the unrelated 
factors only, plus error together make up the between subjects variation. 
The within subjects var~at~on IS made up ofthe main effects of the 
repeated measures factors plus thell- interaction plus therr interactions j with the unrelated factors, plus the reidua error for within subjects. 

At the end of th~s chapter some recommended further and more techn~cal 
read~ng on ANOVA procedures 1s ~ncluded 

i Up till now we've worked in detail on designs which use only independent samples 
throughout, known as 'unrelated designs'. Suppose we now look at a design which 
includes a repeated measure. In this case, a group of participants is tested at least twice 1 in diiierent conditions (levels) of an IV. For instance, let's look at a fictitious 
experiment based on an investigation of 'levels of processing' and as originally 
conducted by Craik and Tulving, (1975). Participants are asked one of three possible 
questions about each of a set of presented words: 

1 Is it in capitals? 

2 Does it rhyme with ? 
1 3 Does it fit into the sentence ? 

1 These three conditions are known as 1 'physical', 2 'phonetic', 3 'semantic', based on 
I 

i 
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the assumed type of processing the pamcipants have to perform on the presented A 

word for each type of question. There are 45 words altogether, 15 for each me of - 
tquestion. The conditions are presented in a randomised manner (see Chapter 6) 
The hypothesis is that participants will recall significantly more at each level, i,e: 

A mean, <mean, <mean,. The data in Table 22.1 might have been produced by such 
an experiment. 2 

Table 22.1 Number of words recalled correctly 4 2 
8 

Conditions 
Participant Physical (1) Phonetic (2) Semantic (3) 'subs 

RATIONALE FOR REPEAT MEASURES ANOVA 

If you think back to Chapter 20 you'll recall that the one-way ANOVA is based on 
comparing the variation within samples with the variation between them (between 
their means). Above, we have three samples of scores (but each sample consists of the 
same people). As before, the more the scores vary within each condition, the less 
confident we are that the condition means differ significantly. But, in a repeated 
measures design, such as this one, the variation within each condition is related to the 
variation in all the others. Rather than the variation in each condition being thought of 
as three separate samples of the variation in the general population, we laow that part 
of the variation in each column is predictable from knowing the variation in the 
others, because it's corning &om the differences between the same people. These overall 
differences between people (in the 'T,,,,' column in Table 22.1) are known as the 
BETWEEN SUBJECTS variation. 

Please note here that I have kept to the use of the term 'subjects' because much 
other work you conduct with ANOVA will use this term and I wouldn't want to 
confuse people more than ANOVA tends to anyway. It is a generic term referring to 
animals or even plants (in biology) as much as to human results. Some computer 
software refers to 'cases', but not in a medical sense! 

. : Total 5s = 32 

10 

; Total SS = 41 
!- Between subs SS = 9 
I Between conds SS = 32 

Error SS = 0 

Table 22.2~ 

Participant 

Condition 
B 
4 
4 
4 
4 

16 

Condition 
B 

Condition 
B 
4 
4 
4 
6 

18 
f 

BETWEEN SUBJECTS VARIATION 
Total SS = 4 1 1. Between subs SS = 9 

Have a look at the fictitious and extremely idealised data in Table 22.2b. In a crudely Between conds SS = 8 

simplistic way, what repeat measures ANOVA does is to say, we know participant 4 Emr SS = 24 
(let's call her Sally) is better than the rest. Her score causes variation within each 
condition. But we caE ignore this variation because it's completely regular - it is 
accounted for by the between subject variation. We want to know if she varies between j Imagine that Table 22.2 represents three dzfferent Sets of results which might Occur 

conditions like the rest. with four participants. In Table 22.2a we have the per~ons-as-robots eXPerimental 

.b - 
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dream result which scientific minds would adore! Each person perfoms at exactly the THE D ~ Y ~ S ~ O N  OF VARIATION - 'BETWEEN SUBJECTS' AND 'WITHIN 
same level and only the 'treatment' (IV) has any effect on performance - the eEect S u B ~ ~ ~ B S '  VARIATION 
being perfectly regular. Here, the total variation (assessed, as always from 

sums of variation in related ANOVA is split into the BETWEEN SUBJECTS van at ion^ squares) is completeb accounted for by the variation BETWEEN CONDITIONS. 
Table is said to be cpaka(led outy, and WITHIN SUBJECTS variation which cOnsiSts 22.2b participant 4 performs two points better than the others, but is affected 
by the treatment conditions just the same. So here the variation between conditions and Between conditions Varia~ion --how the individuals differ as a result of the different 

between subjects together completely explain overall variation in the 'cells' ofthe table. conditions, irrespective of any differences between the individuals themselves 
There is still no 'unexplained' error. 

Finally, in Table 2 2 . 2 ~ ~  a trifle more like reality, subject 4 perfoms as in T~~~~ I firor remaining - the interaction of 'subjects' with conditions, h a t  is, the extent to 
22.2b except that the scores are in the reverse order. There is interaction between which different people respond unsystematically across the conditions. This is the 
people and conditions here. This is exacth like the concept of interaction i, rhe 

residual or variation and, the smaller it is, the greater confidence 
previous two-way unrelated example - see the exercise just below. Note that bemeen 

we can have in the effectiveness of the IV. 
subjects SS is unchanged from Table 22.2bJ but the between conditions SS is very much 
reduced. We can have little faith in the now narrow difference across conditions, TOTAL SS 
especially considering the 'unexplained' variation (sometimes called c ~ ~ ~ I D U A L ~ ) ,  left 
in the 'error' SS and unaccounted for by overall subject or condition differences. is BETWEEN SUBJECTS- Between subjects SS 
produced by the unsystematic ways in which people have varied across the conditions 
(in this case there's just one 'deviant' actually!). 

WITHIN SUBJECTS - Between conditions SS One-way related ANOVA can be understood by comparing it with the 
unrelated design earlier. Think of there being two factors - conditions and subjects - - Error SS 

(the 'left over' SS, as before, but and the 'cells' are the individual scores by each person on each condition. 
with between subjects SS removed) 

;-r;, - -'-,,5'-'1-.7TT 7-r--) .j-zTi - r.l;;-*---- - - --- --- . 7 -  
- -,- - -  - -. - p=. 

i k ah &K&,- kd.fwu have d e  time A d  patieke (or~coinpher sofwa&)~~ke 
; each of-the fables in Table 222 in turn and try calculating the two-way, unrelatd -$; 
; , A ANOVA ,which would reswk from -treating the data as produced by two variables, o 
: dql 'condg ind$e,other <?!I$_'ybs1, with,only one resultfor each combioati(mv 
r ,*9r-4D < + ?- 

L- . d l ) ;  h ; J i i ~ - ~ ~ & : ~ ~ ~ f e , c e l l s .  You shouldobtain the sums of squares shown;$, 
I und$r-e&kbbled da& m%he e m r  SS above becoming the interaction _. LA I I&&e&nn:condi. and.%ubs', Note. there is no @&er ermr left after calcuiating this % 
j - interaction, as t h e  would be in a two-way unrelated ANOVA, since there is only o i  

vdue per conds X subs cell and there can be no variation within this! 

THE POWER OF REPEATED MEASURES DESIGN 

This technique demonstrates the true power of the repeat measures design. We are 
able to reduce the value of the bottom portion (denominator) of the F ratio - the 
estimate of population variance from within sample variation - by extracting variation 
within conditions which we can attribute to differences between people. The smaller 
the denominator, the larger is F and the better estimate we have of the iikelihood of 
the difference between conditions being a chance fluctuation; i.e. there is a lower 
probability of a type I1 error. In the one-way unrelated example each score in each 
sample was in no way related to scores in the other samples. Hence, all the variation 
within conditions was 'error' or unexplained variation from any number of random 
variables. However, in the repeat measures design some of that variability, attributable 
to individual differences, is accounted for. 

Figure 22.1 Division of variation in a one-way related A N O V A  design 

CALCULATIONS FOR REPEATED MEASURES ANOVA 

As with the two-way unrelated, I shall include the calculation steps and explanatory 
notes but not the number crunching arithmetic steps: 

Calculation of one-way repeated measures ANOVA on data in Table 22. B 
1 Calculate SS,,,,, using formula (A) as before ( 2 ~ ) ~  

x x 2  - - 
Note: N is the total number of values not the 

(A) 

number of people. Each provides three, 
N 

hence, it is 15 (three conditions X 5) here SSraral = 112.93 

2 Calculate SSsub, (between subjects) using, as ZT' G x ) '  
ever, equation (B) 

12 N 
(B) 

Here T is T,,,, and N is the number of 
conditions for each T,,, = 3. Note: ?z is not S S ~ ~ b s  = 8.93 
the number of people here; it is the number 
of values making up each T,, 

3 Calculate SSCond, (between conditions) using 
equation (B), as for SS ,,,,, or SS ,,,,, earlier. SS,,,,, = 89.73 

T is TCond,; n is the number in each 
condition = 5 

4 Calculate SS,,, by using: SS ,,,, = 112.93-8.93-89.73 

Sscmnr = sstOLd - sssub5 - s S c n n d s  
= 14.27 
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5 Calculate degrees offreedom. task under both quiet and noisy conditions. Values shown are errors. 
Total = N- 1 - - owlterbalancing would be employed, of course, to even out order effects. 

- 14 Between subjects = (5 - 1)* - 
4 Between conditions = (3 - 1) - - 
2 Error = total -between subjects -between conditions - - 
8 

*treat 'subjects' as a factor with five levels Simple task Complex task 

6 Mean squares and F ratios are calculated as before and the results are shown in 
(A l l  (A2) 

Quiet Noisy A l  Quiet Noisy A2 BI B2 Subs 
Table 22.3. Note that we are only interested in the Fvalue for between conditions (BI) (B2) total (BI) (B2) total total total totals 
(our IV) and the error MS is divided into the within conditions MS. 3 AlBl A182 A2BI A2B2 

Table 22.3 

Source of variation 
(repeated measures - Sum of Mean sum F Probability - 
one-way) squares df of squares ratio ofF 
Between subjects 8.93 4 2.23 
Within subjects 1 04 10 
Between conditions 89.73 2 44.87 25.2 1 p < 0.00 1 
Eltor 14.27 8 1.78 

Total 112.93 14 

lNTERPRETlN6 THE RESULT 

Here, our hypothesis that the mean numbers of words recalled in each of the three 
conditions of processing would differ significantly is strongly supported by our 
repeated measures analysis. 

For this, and the mixed design which follows, the calculations get rather complicated 
and it is difficult to conceptualise how the variation components are being accounted 
for. Here, then, I haven't included the equations, since they are the same as those 
used before. I again hope you'll have access to computer calculations of ANOVA. 
Though you might wish to check the calculations, the important point is to 
understand what the different components are doing, as I emphasised earlier. If you 
can understand what you have to do in these two models, and the three-way 
unrelated, then you can manage and interpret all other possible combinations of 
ANOVA model (in terms of within or between subjects variables). 

In this design, the same group of participants undergo all levels of all factors - if 
they have the energy and stamina! Although this is often not covered in introductow 
texts it is, in fact, quite a common design in projects, where people may be hard to 
come by and you can get your friends and/or family to do, say, two versions of the 
Stroop test under two conditions, say fast presentation and slow. 

Imagine that the fictitious data in Table 22.4, below, are from a hypothetical study 
in which one group of air traffic controllers performs both a simple and a complex 

Participant 4 ; 
I 3 4 7 7 12 19 10 16 26 
2 5 5 10 3 13 16 8 18 26 1::; Totals 3 4 7 9 4 8 13 15 9 21 30 16 29 45 

5 15 20 14 19 33 

24 21 45 24 61 85 48 82 130 

What is new in the two-way related ANOVA calculation is the existence of an error 
- ' term for each of the effects (main and interaction). We do with each factor what we 1, 

did with the single factor, in the one-way. We look at the interaction of subjects with 
the factor - how far their scores vary across the conditions in a way contrary to how 

. the condition totals vary. i - 
i 

For each effect (main and interaction) we consult the relevant interaction cells as 
we would for the three-way unrelated design. In calculating the error for factor A 
(SS,,,,J, for example, we consult the factor A X subjects interaction cells. These are 
the eight values in the columns labelled 'A1 total' and 'A2 total' in Table 22.4. We 

---4--- are looking for the error or 'leftover' variation not accounted for by subject variation 

l 
and condition variation - just as in the one-way example. Hence we calculate SS,,,,, 

- for these cells. There are tzvo values per cell total (from the two B conditions) so n 
here is 2. We then subtract the SS for factor A and the SS between subjects, as we did 

! in the one-way version. 
? 

Calculation of two-way vepeat measures ANOVA on data in Table 22.4 
1 Calculate SS,,,a, using formula (A) as before SS,,,,l = 371.75 

Note: N is the total number of values = 16 

2 Calculate SS,,, as before SSsubs = 60.25 
3 Calculate SSfa,,,, . Use totals for A (45 and 85) SSfac,,, = 100 

in Table 22.4. = 4 

4 Calculate SS ,,,, by iinding SS,,ll,As - see SScells~~ = 173.75 
explanation above. Then 

SSerrorA = 13.5 
S?errorA = S S c e l l s ~ ~  - SSfacrar~ - SSsubs 

5 Calculate SS,,,,, . Use totals for B in SSfacror~ = 72.25 
Table 22.4. n = 4 

6 Calculate SS,,,, as for SS,,,, but this time S S c e l l s ~ ~  = 142.75 
use cells for B X S. These will be the eight 

SSerroi~ = 10.25 
totals in columns B1 and B2. 

SSerrorB = S S c e l l s ~ ~  - SSfacrar~ - SSsubs 
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7 Calculate S S ~  a,1,, a,r,, - the interaction S S c e ~ ~ s ~ ,  = 272J5 
factor. For this, put the totals of AlB1, MIXED DESIGN - ONE REPEAT MEASURE AND 

SSAB = 100 - -- 
A2B2, A2B1 and A2B2 into the standard FACTOR 
equation to fmd SS ,,,,,, , . ?z will be 4 

#--- 

8 Calculate the error term for the interaction - 
''etT0rAB 

SScrrorAB = SStoral - SSsuhs - SSfac~orA - SSfacrurB 
= 15.5 

- SS,,,, - SSctTQr~ - SSAB 

9 Degrees of freedom: 

Total = N -  1 = 16 values - 1 
Between subjects = 4 - 1  
Between conditions (A) = 2 - 1 
ErrorA = 1X3*  
Between conditions (B) = 2 - 1 
Error, = 1 x 3  
Interaction (AB) = l X l  
Error, = 3 X l X 1  

*ErrorA is the interaction of factor A with subjects; hence we multiply df for 
A X df subjects. 

Mean sum 
Source of variation Sum of of squares F Probability 
(two-way repeat measures) squares df (SSldf) ratio of F 

Between subjects 60.25 3 20.08 

Within subjects 
Factor A (task) 1 00 1 100 22.22" p < 0.02 
En-or~actm~ 13.5 3 4.5 
Factor B (noise level) 72.25 1 72.25 2 1.13 p < 0.02 
Eflor,5noa 10.25 3 3.42 
Interaction,, (task X noise) 1 00 1 100 19.34 p<0.05 

15.5 3 5.17 
Total 371.75 15 
+Each effect is divided by its associated error MS. 

INTERPRETING THE RESULT 

We have significant main effects for both factors (task complexity and noise) and a 
significant interaction effect. In fact, it is the interaction which requires scrutiny since 
it appears to be the much worse performance by controllers on the complex task in 
noisy conditions, relative to all the other conditions, which has produced the 
significant results. 

the example below, assume that we now have noo groups of participants doing the 
experiment described in the one-way repeated measures test. One group have the 
items presented visually, the others listen to them. Note that, in the calculations, an 

I term is found for both the between and within subjects effects. Note, also, that 
effect which includes the repeat measure factor is also counted as 'within 

In this example, therefore, the interaction between groups and conditions 
gets counted as within, since it includes the within subjects conditions factor. 

Table 22.6 Number of words recalled correctly 

GROUP I (Visual) 
Participant 

I 
2 
3 
4 
5 

Tcd,,  

GROUP 2 (Auditory) 
Participant 

6 
7 
8 
9 

10 

Tcetls 

Tconds 

Physical 

5 
3 
4 
6 
5 

23 

5 
4 
9 
3 
6 

27 
50 

Conditions 
Phonetic 

8 
5 
8 
6 
4 

3 1 

3 
9 
7 
6 
8 

3 3 
64 

Semantic 

9 
10 
12 
I I 
10 
52 

4 
3 
7 
6 
5 

25 
77 

(= 'levels') 

Tsubr 

22 
18 
24 
23 
19 

TsmPl = 106 

12 
16 
23 
15 
19 

Tgroup2 = 85 
C x =  191 

Note: the calculation for between (unrelated) conditions, below, produces exactly the 
result which would occur if we conducted a one-way ANOVA on the two group 
results for auditory vs. visual, ignoring the existence of the repeat measures 
conditions. 

Calculations for mixed design - one between subjects and one repeat factor 

1 SS ,,,,,, is found by using equation (A) as in previous SS ro,,l = 186.97 
tables. Note that N  is total number of values again, 
not people 

2 SS,,,, is found using equation (B) as previously. T is SS,,,, = 46.97 
T,,,,; 7z is total for each T,,, = 3 
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3 SS ,,,, is found using equation B. T is T ,,,,; n is 
number of values per group = 15 

4 sSe~o,",~en is SS,",, - SS,",,I 
5 SS ,,,,, in is found from: SS ,,,,, - SS ,,,, 
6 SS,,, is found using equation (B). T is T ,,,,,; rz is the 

number per condition = 10 

7 SS ,,,,, is found using equation (B). T is T ,,,,,; n 
therefore = 5 

8 SS ,,,, , ,:,, is found from: 

SSC,lI, - SS,",,I - ss,,, 
9 SS ,,,,,,, is found from: 

SSwirhin - SSrep - SSunrc~ x rcp 

10 Degrees of freedom: 
Total = N- 1 = 30 values - 1 
Between subjects = Subjects - 1 

Between (unrelated) conditions = conds - 1 
Errortbetween = between subs - between (unrel) 
conds 

Within subjects = total -between subjects 
Between (related) conditions = conds - 1 
Interaction (unrel X rel) = unrel conds x re1 conds 
Errorlwithin = within subs - bet conds(re1) - int 

Table 22.7 

Source of variation 
(mixed model: 
2(unrelated) 
X 3(related)) 
Between subjects 

vislaud 
errorlbetween 

Within subjects 
level of processing 
interaction 
vislaud x level 
errorlwithin 

Sum of 
squares 

46.97 
14.7 
32.27 

140 
36.47 
60.2 

43.33 

Mean sum 
of squares F Probability 

df (SSldf) ratio ofF 
9 
I 14.7 3.648 Not sig 
8 4.03 

20 
2 18.24 6.73 1 p <O.OI 
2 30.1 11.107 p<O.OOI 

16 2.7 1 

Total 186.97 29 

INTERPRETING THE RESULT 

It looks as though levels of processing has an effect but that this effect is limited to the 
visual presentation group only. There is a ?nai?z effect for levels but also a significant 
interacrion and, by inspection, we can see the progression upwards of words recalled 
for the visual but not for the auditory presentation group. These are fictitious data - if 

BETWEEN SUBJECTS SS 
Between (unrelated) conditions SS 

~ Ssunre, 
E r r o r  SS (for unrelated conditions) 

SSerroilbetween 
WITHIN SUBJECTS SS 

- Between (repeat) conditions SS 
ssre, 

In our example: 

Main effect for visual1 
auditory conditions 
Found by subtraction 

Main effect for 'levels' 

lnteraction of level of processing lnteraction SS (for unrelated 
with visual/auditory presentation and repeated conditions) 

'Sunre1 x rep 
/ Error SS (for within subjects) The residual variation.Thli 

SSerror/within is the error term for any 
within subjects component: 

Figure 22.2 Division ofvanatio7z in a mixed design (one related alzd one unrelated~actol:.: 

anyone actually does this study, please let me know the result! Note that there i< ni 
main effect for presentation type, the auditory group not doing worse overall t h ~ i l  .1,. 
visual group. 

We've reached a point where it makes sense to stop. You now have the principles it1: 

any inore complicated design. As I've said once or twice, I doubt you'll be calcularing 
at this level by hand. You should now be able to interpret the terms produced wheri 
submitting your data to software analysis. Should you need to carry out rnm- 
complicated calculations, the principles are just more of those presented. In a twit 

unrelated plus one-repeat measure design, for instance, you'll need to work out ihc 
SS for two unrelated factors, alzd their interaction, and subtract these from hr 
between subjects SS, before proceeding to find the within conditions factor SS and 
the SS /or all the interactions of it with the unrelated factors. The calculations arc 
obviously lengthy, but if you are careful to lay out the data accurately and follow each 
step in the manner already explained you should get there in the end. If you requii: 
further theoretical understanding or need to check more detailed calculations thcri 
please consult one of the texts I've referred to below. The last mentioned, by Winer 
is treated by many, in awe, as the 'bible' for ANOVA theory. Howell's is deep a i  
times, but excellent, modern and uses actual research examples throughout. 

FURTHER READlNG ON ANOVA TECHNIQUES A N D  THEORY 
Hays, W'. L. ( 1  974)  Starisricsfol. the Social Scierices, New York: Holr Rinehart Winston 

Hays, \ X I .  L. (1988)  Sruristics, New York: Holr Rinehan Winstan 

Howell, D. C. (1992) Starisrical Mcrhods for P .~ysholo~ ,  Boston: PWS-Kent 

Winer, B. J. ( 1  971)  Srarisrical Ri~lc$les ill Esperirllzllral Desipl, New York: McGraw-Hill 



Variation associated with the differences between subjects 
between participants' overall totals in a variation 
repeat measures design; this variation is 
partialled out o f  the overall error which 
would be used in an unrelated design 

Variation, calculated in a repeat measure between conditions 
design, which comes from how scores variation 
between the conditions vary when the 
variation between participants' overall 
totals has been removed 

A term for the remaining variation in a residual 
repeat measures design when variation 
between subjects and between 
conditions has been removed; the 
remaining 'unexplained' variation 

EXERCISES 
I As in Chapter 20, use random number tables to  genetate three sets of eight scores. This 

time, assume that the three sets are from the same eight people and conduct a one-way 
I-epeat measures ANOVA. Again, complain t o  your tutor if the results are significant! 

2 Produce an outline 'source o f  variation' results table for a mixed design where there is 
one repeated measures factor with three levels and one unrelated factor with four levels, 
eight people in each. As in Chapter 20, put values into the 'degrees o f  freedom' column, 

3 Below in Table 22.8 is an incomplete fictitious results table for a two by three ANOVA. 
For each statement below choose between truelfalse 01- choose the correct answer: 
a) There was a significant main effect for groups. T/F 
b) There was a significant main effect for conditions. T/F 
c) There was a significant interaction effect between groups and conditions. TIF 
d) The design was fully unrelated. T/F 
e) Total degrees o f  freedom were: 36 4 1 42 (choose an answer) 
8) There were three gl-oups. T/F 
g) There were three conditions. TIF 
h) The number of participants was: 7 2 1 14 

Table 22.8 Fictitious datafor question 3 

Source of variation SS df' blS F Significance of F 
Between subjects 13 

Groups 14.88 I 14.88 4.55 0.054 
Error between 39.24 I 2  3.27 

Within subjects 
Conditions 1 6.33 2 8.17 1.32 0.286 
Groups X conditions 48.90 2 24.45 3.94 0.033 
E m r  within 148.76 24 6.20 

OTHER USEFUL COMPLEX MULTI- 

VARIATE TESTS - A BRIEF SUMMARY 
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This chapter gives a vely brief lool< at some other more complex statistical 
techniques which might be useful in project work o f  some kinds but which really 
necessitate the use of a personal computer. 

MANOVA is a method for conducting analyses o f  variance on several DVs 
together, taken as a combination. 

Analysis of co-variance (ANCOVA) adjusts the means o f  samples 
according t o  the extent t o  which scores on the variable measured correlate with 
another variable, known as the co-variate. The example used is that one group 
may start a training programme lower overall in numeracy than a second group. 
Scores on the final test for both group are known t o  cotrelate with initial 
numeracy level. Thus initial numeracy level confounds the real change in ability 
by the group originally lower on numeracy. ANCOVA takes the numeracy-final 
score correlation into account and gives, in a sense, the difference between 
means estimated t o  occur if the groups started out equal. 

Multiple regression uses the con-elations o f  several predictor variables 
with a criterion variable. It adds the predictive power o f  each variable until 
the optimum level o f  prediction o f  the criterion variable is achieved using some 
or all o f the predictor variables. R~ is a measure o f  the overall prediction of 
variance in the criterion variable. An example o f  the use o f  the method in 
ptadice is for the selection of personnel using a battery o f  tests and other 
obtained measures, knowing the con-elation of each of these with overall 
performance. 

The method uses the basic method o f  regression. This estimates the best fit 
of a line through a scatter of related score pairs such that residuals (the 
distances between actual score on Y and scores predicted by the regression line) 
are minimised. 

E 
b o s t  as an  afterthought, because this book  has gone as far as it really ought w i i h  ' advanced rests, I wou ld  just l ike r o  ment ion ihree more  sophisticated forms o f  P 

, analyses, mainly because quite simple student projects sometimes generate data o n  
which these techniques can be used if a computer program is available. 

d 

8 .' y7- 
,$- .I ' 



Put simply, this is a set of statistical procedures which tests the significance of rnult+le 
DVs as a set. Suppose you had gathered data evaluating your college course where 
students assessed usefulness, interest, enjoyment and so on. With MANOVA it i, 
possible to test these DVs as a set across the various conditions of the IV, which, in 
this case, might be part-time, full-time and evening students. It would be possible 
here to conduct a one-way ANOVA for each of the assessment scores separately, or, 
tests if only two types of student were involved. MANOVA does this but also 
estimates the significance of any difference across levels of the N takilzg all assessments 
(DVs) together. 

This will be easier to explain using an example first. Suppose we conduct a quasi. 
experiment using two groups of students, one a day-time class and one a part-time 
evening group. These are the only two groups available and we want to see whether a 
group using a new interactive computer package for learning statistics and research 
methods, with less traditional teacher contact, does as well as a conventionally taught 
group. The trouble is that the groups did not start off equal on competence in 
nurneracy. The evening group, who used the computer package, contained more 
adults returning to education after several years and were generally weaker, though 
there is a lot of overlap between the two groups and the range within each group is 
wide. In addition, when we investigate end-of-year test results as a whole, we find 
that initial numeracy level correlates quite strongly with 'final achievement', no., 
matter what class the student was in. We suspect that the independent learning 
package did help the evening group but the di£ference between groups is not 
significant. Our results are confounded by the initial numeracy available There are 
several other variables which could be responsible for the final difference between the 

computer 
package 

initial Achievement 
mean if numeracy Observed numeracy 

---- 
r-:- 

Assumed effects Adjuste 
of teaching programme lachievem control group 

(and other variables) - - L--7- 1 mean 
initial 

numeracy mean if numeracy 
fully determined 

'Adjusted-' 
lachievementl 
1 mean I 

Observed 
achievement 

L -.--=l'- 1 

Figure 23.1 Observed and adjusted means in A N C O V A  

6 - 4  
' groups - evening students are more mature, perhaps more committed, and so on. 
. fiere are the usual problematic uncontrolled variables differing between any two 

goups, especially when they are not the result of random allocation, as in this case. 
However, we do have an element of control over the numeracy variable because we 
happen to h o w  how it correlates with final achievement scores. ANCOVA permits 

to 'partial out' the effect of the numeracy differences (known as the co-VARIATE). 
&es us an estimate of the means of the two groups which would occur 6 in a 

both groups started from equal positions on numeracy. The fictitious data in 
Table 23.1, and Figure 23.1 illustrate this approach. 

. Table 23,1 

Means 
I 

I ; Groups Student scores observed adjusted 
, programme Numeracy 23 45 33 18 65 72 54 44.29 

Achievement 55 63 58 48 63 68 60 59.29 62.64 I 

Control Numeracy 81 78 45 23 78 65 59 6 1.29 

I Achievement 71 75 53 42 65 54 53 59.00 55.64 

Difference between obtained means: N/S 

Difference between adjusted means: p = 0.029 
Correlation between numeracy and achievement = 0.794 

-' Notice that in the fictitious data, the two groups end up pretty equal on achievement, 
even though the programme group started out well behind on numeracy which has a 
lot of influence on achievement scores. It is important to note that ANCOVA does 
ma things. First, if groups start out similar on the co-variate it only takes out the 
variance which is assumed to be caused by the co-variate. This reduces the error term 
of the standard ANOVA calculation. That is, we've reduced the 'unexplained' error 
in the bottom half of the F ratio calculation. This, in turn, gives a more accurate 

- estimate of significant differences between means. Second, if the groups differ on the 
co-variate to start with, ANCOVA is used to conduct the analysis of variance on the 
estimate of what the means would be if they didn't differ on the co-variate. 

Multiple regression can be used when we have a set of variables (XI, X,, X3,  etc.) 
each of which correlates to some known extent with a variable (Y) for which we 
would like to predict values. We may wish, for example, to predict likely satisfaction 

/ in a job from a number of selection measures: abilities, age, interests, qualifications 
and so on - see Figure 23.2. 
To explain this complex method, it is &st necessary to explain briefly what is meant 

/ by neoxsssron. We need to think back to correlation (Chapter 18). Remember that 
i we can plot the relationship between two sets of paired scores on a scattergram. The 
I 
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Y (criterion) 

X4 

Figure 23.2 The concept of nzultiple regressiolz 

80 
'residual' or 

70 - 'prediction' error 
(Y - 3) 

60 7 0 0 C 
50- 0 

0 00 

so far so good. We have looked at a way in which values of a variable may be predicted, 
some extent, from known values on another variable, if we have conducted a 

calculation on a decent-sized sample (prediction errors will be much 
greater, the smaller the sample used). The interesting part comes when we ask, 'If we 
were partly able to predict achievement because we knew students' initial numeracy 
scores, could we make a better prediction of achievement if we had information on 
&er correlating variables?' This is the nub of multiple regression. We do what we did 
above for all the variables for which we have correlations with achievement and we 
combine these individual correlations to obtain an improved prediction of achieve- 
ment. Take a look at Figure 23.4. 

Numeracy 
Figure 23.3 Scattergram of correlation between numeracy and achievement 

correlation pattern for numeracy and achievement score, from the ANCOVA 
example above, is plotted in Figure 23.3. The idea behind regression is that, if we 
know scores on one variable (the PREDICTOR VARIABLE) we can, to an extenr 
dependent on the size of r', predict scores on the other variable (the CRITEIUON 

VARIABLE). This is done by using a regression line, which is the line of 'best fit' placed 
among the points shown on our scattergram. What is meant by best fit? Well, if we're 
estimating scores on Y from scores on X it makes sense to find the line which creates 
the lowest differences between what we would predict for Y (Y) and what the Y 
values actually were. This 'prediction error' (also called a 'RESIDUAL') is the vertical 
distance between each point on our scattergram and the regression line, when we've 
decided where it should fall. In other words, the regression line minimises these 
vertical distances - all the values (Y - Y ) .  The mathematics involved is somewhat 
complex and involves the use of calculus. However, for those readers with a vague 
memory of school algebra, you might remember that the equation of a straight line 
can be written as: Y = b X +  a. Here, b is the slope of the line and a is the point where 
it cuts the Y axis (i.e. when X = 0). Statistical programmes will kindly calculate a and 
b for us. In our example, a takes the value 42.5. b.is 0.318. Substituting one more 
value for X gives us two points with which to draw the line shown in Figure 23.3. 

a)  Co-variation of two 
variables 

Figure 23.4 Multiple regression - concept of co-variatiofz 

b) Co-variations used for multiple regression 

In Figure 23.4a we see a representation of the situation when two variables, A and B, 
vary together to some extent. The shaded portion represents the amount of 
correlation, or rather, the variance which they share in common. Remember that the 
square of the correlation coefficient is used to estimate how much variance in one 
variable is 'explained' by variance in the other. In Figure 23.4b the big circle, labelled 
'ACHY, represents the variance of our students' scores on the end-of-year test 
('achievement'). Other variables might also correlate with achievement score, such as 
teacher liking (TL), teacher interest (TI) and motivation (M). There are two more 
variables on Figure 23.4b. One is 'P' which stands for scores on a test which measures 
people's ability with patterns (recognising them when rotated, imagining abstract 
relationships visually, and so on). We will assume that numeracy and pattern 
recognition are somewhat correlated and that both correlate with achievement, 
numeracy more strongly. CM stands for career motivation and for the sake of this 
example we'll assume that, whilst motivation in general does correlate with achieve- 
ment,'career motivation does not at all. Teacher liking and teacher interest turn out 
to be almost the same thing in terms of their correlation with one another and 
achievement. Assume we have test assessments of our students for all these 
variables. 

In multiple regression a statistical prediction of one variable i s  made using h e  
correlations of other known variables with it. The extent that each predictor variable 
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predicts values of the criterion (achievement, in this case) is known as its R J ~ F R ~ ~ ~ ~ ~ ;  - 
COEFFICIENT. Here, N is a good predictor of ACH, and so is P to a slightly lesser 
extent. The very important point however, is the issue of how much 

-; ' SatistlcaI procedure used t o  lnvestlgate contributes to the prediction of ACH. This is the amount of variance it shares with ;- zdlfferences between two means which 
ACH but not with N. You'll see that TL doesn't tell us much more about ACH than 

-1 ' may be adjusted t o  allow forthe fact TI does. M's contribution is unique. What is CM appearing for then? well, 2 .. thatthe two groups differ on a vanable 
motivation test will have variance to do with career motivation and (we are assums 

, whrch correlates wrth the DV (the 'co- 
career motivation has nothing to do with achievement on the end-of-year test. H ~ ~ ~ ~ ,  
if we set up a test of career motivation we can assess the contribution of this to overall 
motivation and then subtract this out of the contribution in variance that motivation A vanable which correlates wrth the DV 

makes to test achievement. Career motivation is known as a r ~ ~ r ~ ~ ~ ~ ~  v w L E ,  ' and on which two groups, who are being 

because, if not accounted for, it suppresses the amount by which we can predict . Invedlgated for d~fference, d~ffe~: The 

achievement from motivation as a whole. The regression coefficient for each biasing effect ofthls confounding variable 

predictor variable is related to its correlation with the criterion variable but also talCes can be adjusted for ~n ANCOVA 

into account these inter-correlations between all the predictors. - Vanable which IS belng predicted In 
In multiple regression then, there is an equation which predicts Y, not just from x - ,-egression procedures 

as in simple correlation and regression, but from the regression coefficients of XI, X,, 1 statistical procedure for tesbng the 
X, . . . and so on, where the Xs are predictor variables whose correlations with Yare 1;- of one or more IVs on more than 
known. The equation would take the form: ; ' one DV 
Y =  b , + b , ~ , + b , ~ , + b , ~ , .  . . andsoon, 2 ' statistical procedure ~n which the 

where the bs are the regression coefficients for each of the predictors (Xs) and b, plays 
the role of a in the simple regression equation. 

Programmes for multiple regression calculate R, the MULTIPLE REGRESSION 

COEFFICIENT (YOU can, of course do this by hand!). R is a measure of the correlation 
between 1 Y, using the conzbirzed regression coefficients, and 2 the actual values of Y. 
The more predictors we have, which share some unique variance with Y, the more 
variance in Y we can account for. As with simple correlation, R2 is an estimate of the - -  

amount of variance in Y which we have 'explained', this time using a combination of 
predictors, not just one X variable. This technique is typically employed when 
occupational psychologists are attempting to construct predictive measures of job 
performance by combining the predictive power of variables such as: years of 
experience, age, qualifications, test scores and so on. In the same context, it is also 
used in the construction of a single test to decide which combination of many items 
are the best predictors of a criterion. A 'stepwise' program will offer the value of R2 as 
each extra item is added to the overall predictive equation. We might find, for 
instance, that item 23 of a test of computing aptitude (potential) is the strongest 
predictor, on its own, of test results after one year of computer training. Item 19 adds 
more predictive power, so do items 12, 6, 28 and so on, whereas, later on in the 
analysis we fmd additional items adding virtually nothing of significance (in the 
technical sense) to the prediction of Y. It is important to remember that this does not 
make item 19 the 'second-best predictor' because this is only true in the context of 
taking item 23 first. Multiple regression calculations take into account the inter- 
correlations between all predictor variables. Also, it does not mean that any one 
individual's score can be predicted to the level of general accuracy found. As ever, 
with psychological variables, the predictive accuracy refers to samples as a whole. A 
large company may well decide, though, that over large numbers, they would be 
fairer and more efficient in their selection if they used this form of analysis of their 
selection resources. 

correlations of several predictor vanables 
wrth a cnterion vanable are summed t o  
give a better predict~on of that vanable 

A value lnd~cating the strength of 
pred~ctron ofthe combined set of 
predictor variables being used in multiple 

- regression 

i Variable being used t o  predict a criterion 
vanable in I-egression procedures 

Procedurs o f  predicting a criterion 
variable (Y) from a predictor vanable 
(X) using the 'line of best frt' around 
whlch correlated pain of X and Y scores 
are ananged 

Value ind~catlng the extent t o  whrch 
each predictor variable pred~cts scores 
on the criterion variable In multiple i regreisron procedures 

Difference between an actual score and 

j what b would be as predicted by a 
predlctor vanabl: using a regression 

i procedure (Y - Y) 
Vanable whose common variance can be 
partlalled out ofthe variance of a 
predlctor vanable so that the latter can 
more accurately predict values of a 
critenon variable (In rnultlple regression 
procedures) 

ANCOVA 

co-variate 

criterion variable 

MAN OVA 

multiple regression 

multiple regression 
coefficient 

. predictor variable 

regression 

regression coefficient 

residual 

suppressor variable 
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24 1 Steps in choosing the appropriate test 
-- 

, . Decision I Does the hypothesis pred~ct d~fference or correlat~on? 

What analysis to use? '  cisio ion 2 At what level of measurement are the data? 
Note. If the level IS interval and you wish to conduct a parametric test, check 

that your data satisfy the patametnc test assumptions before 
pmceed~ng, If the assumpt~ons cannot reasonably be met, you will have 
to convert your data to tanked dab. 

: Decision 3 Is the deslgn related or unrelated? 

Trying to choose an appropriate test can leave you with a floundering feeling, since 
there are so many tests and there can be a lot of data and several hypotheses. The first 
golden rule is not to panic! Stay calm. Next . . . 

Take one hypothesis at a time 
Choose the test for this hypothesis 
Calculate the test 
Decide whether the result is significant 

TESTS FOR TWO SAMPLES 

Most tests covered in detail in this book assume you have just two samples and that 
you want to test for a difference or a correlation between them. If t?is is your position 
then just ignore the bottom part of Figure 24.1 on page 378, below the section titled 
'More than two samples'. Tests for more than two samples are dealt with after the 
general system for making decisions has been outlined. 

So how do we choose the appropriate test? This really should be quite simple if you 
follow the three steps in Box 24.1 and use the flow chart in Figure 24.1. Notice that 
the decision you have to make at each step is indicated on the flow chart. 

PARAMETRIC TEST ASSUMPTIONS 

Remember (from Chapter 17) these are: 
1 Interval level data required 

2 Samples drawn from a normally distributed population 
3 Homogeneity of variance (. . . with some divergence from these allowed) 

EWMPLES OF CHOOSING A TEST 

Take a look at Table 24.1. The data were produced by asking male and female 
- - 17-year-olds to estimate their own IQ, by measuring their actual IQ, measuring their .' height and measuring their mothers' IQs. 

1 Table 24.1 Male a n d f m a l e  IQ  dam 

i - , - 
I Males 
; Estimated Measured Height 

IQ IQ (cm) 
i I20 107 160 

1 l I0  112 181 
95 130 1 75 

I 140 95 164 
! 100 104 163 
k -  I20 92 158 

Mother's 
IQ 
100 
105 
102 
97 

1 20 
131 

Females 
Estimated Measured Height 

1Q IQ (cm) 

1 00 97 155 
95 92 165 
90 104 ~n 

l I 0  112 162 
85 130 173 

100 95 159 
105 107 164 
1 00 101 165 

Mother's 
IQ 
1 05 
97 

115 
96 

100 
1 20 
1 02 
131 

Assume that mother and offspring can be treated as matched pairs. 
Assume that estimated IQ cannot be treated as interval data. 
Assume that this researcher will treat measured IQ as interval level data (though as 
explained earlier, there is debate about this). 

TY*, ^ T  *--->r- --,--..----.--I r - - >  - ^ 
- - - ,  

sing the decision chart (Figure 24. I), try to select ~riate test for each of the 
following hypotheses: 

,'I Male IQ estimates are higherthan female esfima 

:2 Female measured IQs are higherthan 

The taller people are, the higher,their 
Female mesured IQs are higher than 

. " -  - 

male mea 

IQ 
their mati- ired IQs 

Hypothesis 1 Decision 1 : we are looking for a dzrerence 
Decision 2: we shall have to convert the estimated IQs to ranked, 

ordinal data 
Decision 3: the design is unrelated; we have separate groups of 

males and females 
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Our choice is therefore Mann-Whitney (or Wilcoxon rank sum). e in question are in the form of scores or numbers produced by 
Hypothesis 2 Decision 1: we are again looking for a dz3erence - -buolans estimating or 'rating' events or behaviour, on some arbitrary scale, it is 

Decision 2: these data are being treated as internal level st always safest to convert the numbers to ordinal level (by ranking them). 
Decision 3: the design is unrelated, as before same goes for scores on an unstandardised questionnaire or opinion survey. 

Our choice is therefore a t-test for unrelated samples. inal data appear as a set of ranks ('ord' for order). 

Parametric assumptions must be met: T ~ ~ T S  FOR MORE THAN T W O  SAMPLES 
The interval level data assumption has been made. 
IQ tests are standardised to ensure that scores for the general population are To discover which test is appropriate you need to go through the three decisions 
normally distributed on them. Hence, the samples must come from a normally -, described for two sample tests. When you use Figure 24.1, look below the 

distributed population. section marked 'more than two samples'. What is important, if you have more than 
Using an 'eyeball' test, variances are not too different. This is not a big problem ,I. two samples, is that you don't just split your samples into sets of two and carry out a 
anyway, since although we have an unrelated design, the numbers in each group -i;- test, say, on all the various combinations. Each time you carry out a test the 

are equal. probability level for significance is 0.05 and if you do two tests you obviously increase 
your chance of getting a 'significant' result by chance. This is known as 'capitalising 

hIypothesis 3 Decision 1: a positive correlatz'o?~ is predicted between height and d chance' and is discussed more fully in the introduction to Section 5. 
IQ. We can treat male and female as one group -- your decisions, in choosing a difference test for more than two samples, can be 

Decision 2: IQ is being treated as interval. Height is ratio level Organised as follows: 
and therefore, at least interual level Are pararne~ic assumptions met? 

Decision 3: correlations are automatically related designs 
ES: Use ANOVA method unless non-parametric method preferred 

Our choice is therefore Pearson's correlation coefficient. Single factorial unrelated - one-way unrelated 

Parametric assumptions must be met: 
- 

repeat measures - one-way repeated meas- 
ures 

Arguments are the same as for hypothesis 2 except that the design is related; Multi-factorial all factors unrelated - unrelated 
height is known to be normallv distributed. all factors related - repeated measures 

t at least one factor unre- - mixed Hypothesis 4 Decision 1: a dzfference is predicted 
lated and at least one Decision 2: measured I Q  is being treated as interval level data 

-+- , related Decision 3: matched pairs are a related design 
NO: Unrelated differences - Kruskal-Wallis 

Our choice is therefore a t-test for related samples. trend - Jonckheere 
Parametric assumptions must be met: 

* Arguments are covered above. 
Related differences - 

trend - 
. Friedman 
- Page 

For each of the cases where a parametric test is chosen you could of course have 
chosen a non-parametric test, if you just wanted to use a simpler but possibly less SOME ~NFORMAT~ON ON COMPUTER PROGRAMS 
powerful test. 

Here are some general hints to keep in mind when choosing tests: 

Correlations must always be, logically, related designs. 
X 2  tests the dzTerence between observed frequencies and expected frequencies. This 
is why it is placed where it is on the chart. However, the net result is to tell us 
whether there is a significant association between one variable (say, being a 
smoker [or not] and having poor health [or not] ). It is called a 'test of 
association'. 
If data appear as frequencies, in categories, a X 2  test is indicated. Even though the 
numbers in the categories are cardinal numbers, if it means that all you know is 
that, say 22 people are in one category, and you know no more about them and 
can't separate them in any way (by rank or score) the data are in frequency form 
and the categories concerned can be treated as a nominal scale. 
If a test or other psychological measure has been standardised, it can be treated as 
producing interval level data. 

Computers have taken the donkey work out of statistical description and testing, of 
, that there is no doubt. In preparing this book I have been able to calculate tests in a 

few seconds which would have taken me several minutes a few years ago, armed only 
with a calculator. However, as any tutor will argue, it is only by calculating at leas? the 
easier tests that you come to realise just what the test is doing, why it shows what it 
does, what its limitations are and so on. By grappling (or playing) with numbers you 
get to realise what's going on. I would definitely recommend therefore that you 
calculate some tests to begin with and check for significance in tables. By just taking 
what the computer says you can end up with only a passive and superficial 
understanding of statistical testing, and simple mistakes can easily be missed because 
final results don't strike you as obviously impossible. 

That said, once you do understand what's going on I see no point in masochism. 
Computers in this domain are doing just what they were intended for, not pumng 
You out of work but leaving you free to concentrate on things which require new and 
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I A level syllabus from 
I 1998 examination I 
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thought. Computers used to be a luxury. Now they're ubiquitous and even 
college department can afford the cheapest program which will be 

A-level work. Below then, I've given a brief description of a few 
which I hope you'll find useful. They need to be approached with 

,,,tience because they each use slightly different language, at times, for the same 
concepts. 

S~ssTM 
This was unfriendly on mainframe but now comes as a h4AcTM or M S D O S ~ ~  
version or under  WINDOWS^^ with all the usual refinements of that environment. 
Data is entered in spreadsheet format but every row is always a 'case' (participant). It 

do everything in this book and far beyond, including factor analysis, reliability 
tests, item analysis, multiple regression, multi-factor ANOVA and so on. It is now 
,xtremely friendly and 'talks' to other applications, such as word processors and 
sPadsheets. It can still be operated with the mainframe language if required. It 
produces wonderful editable charts though it does this rather slowly. The problem 
here is cost. 

Written by Concord Informatics Ltd. and distributed by the Association of Teachers 
of Psychology (your tutor should belong!), this is cheap, cheerful and wrinen 
specifically for A-level psychology work. It can be obtained for the &nstradTM PCWs 
or any lBMTM compatible PC. It uses all the A-level (AEB) tests (Wilcoxon signed- 
ranks, Mann-Whimey, t tests, Pearson's and Spearman's correlation and Chi- 
square). A speciality making it more useful for teaching than either of the others, is a 
print-out of the calculation steps in the test so you can see how the answer was 
obtained! It will mostly only work on two samples at a time but will hold up to 20 
~ 0 1 ~ s  of data at once so you can do several tests - but beware of 'capitalising on 
chance'. 

In - 5  

EXERCISES 
The follow~ng exel-clses ale all based on tests for two samples only. Exel-c~ses involving 
choice o f  more complex tests are included at the end of the Irelevant Chapters ( 1  9-22) and 
also In the text o f  the ANOVA Chapter - see p. 345. 

I 

This is an old favourite and also comes in spreadsheet format, though its old language 
can still be used, and has to be used for some procedures. It is difficult to see why 
some of the most common tests aren't on the menu system but the language isn't 
hard (for instance 'nest c3' does a t test on a set of differences in column 3). If you 
enter any non-numerical data into a column by mistake it doesn't let you know until 
you go to calculate (having entered, say, 60 items) that your column is defined as 
'alpha-numeric' and the only way to change this seems to be to wipe out the whole 

I. column and start again. Apart from these vagaries, it's pretty powerful, and does 
ANOVA, multiple regression, box-plots and so on. Its charts can't be edited as is 
possible in SPSS. The charm is the price in this case. There is a tutor version at 
around E70.00 and a student version at E40.00 from Addison-Wesley publishers. 
The student version doesn't have quite the complexity, but is more than adequate for 
A-level and early degree work. 

STATPAK 
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What be cawed out on the followtng data? Where there a choice, 
the more powe~ful test 

to be of a s~m~lar level of attractiveness What test would be used to  compare the 
slmlla~ty of the two sets of rat~ngs for male and female partners? 

Height (In crn) of girls bred on. ~ ~ ~ d l ~ ,  4. Chapter 17, shows two diztnbut~ons of scores (A and B) Suppose the 
All Bran Bread and dripping 

172 1 62 
researcher felt that these departed s~gn~ficantly from the pattern of a normal d~stnbut~on 

18 1 172 '> which test could settle the matter? 
190 154 - - Two gt-oups of people are selected One has a vev h~gh 'init~at~ve-tak~ng' score, the 

165 143 
other group's score 1s quite low They are asked to  select ~ u i r  one of three poss~ble 

167 167 
actlvltles which they would prefer to  do The cho~ces are rock-cl~mb~ng, dancing or 

The was Interested m whether one of the diets tended to produce taller glrli 
a book What test would demonstrate s~gn~ficant differences between the~r - rho1ce~7 

Table 24.2 Snookerplayers -position in league table 

Smoking and drinking playess Abstemious players 
Terty Davis 2 Steve Griffiths 
Alex Hendty 6 Steve Higgins 
Fred Longpole 10 Chris Cushion 
Alf Gamett 9 Betty Baulk 
Bob Black 4 Susan Swerveshot 

In this case, we want t o  lvlow whether abstemious players get significantly higher 
placings. 

3 No. of businessmen No. of businessmen not 

standing on window ledges standing on window ledges 
Tokyo 46 598 
New Yorlc 103 524 

lfthis was what happened when the stock market clashed in 1987, was the crash 
significantly far worse in the USA? What test w~l l  tell us? 

4 Students observe whether males or females do or don't walk under a ladder. They want 
to  see whether one sex is more 'superstitious' than the other. What test do they need 
to  use? 

5 20 people pelform a sensori-motor task in two conditions, one in a quiet room, alone, 
the other in a brightly lit room with a dozen people watching. An electronic timer- takes 
an accurate record of the number of errors made in each condition. 
a) What test would be appropriate for investigating the significance of the differences in 

performance between the two conditions? 
b) Assume everybody detet-iol-ates in the second condition. What test would be 

appropliate for seeing whether individuals tend to deteriorate by about the same 
amount? 

- - 

10 The t~me is recorded for the same group of partcipants to  read out loud a 1st of 
rhym~ng words and a l~st of non-rhyming words What test 1s appropriate for show~ng 
whether the rhym~ng words take sign~ficantly less t ~ m e  to  tread? 

-. - I I A group of management personnel undergo an ~ntensive course on lace Issues. Essays 

wntten before and after the course are content analysed and rated for attrtudes to  lace 

8 What test would be appropriate for demonstl-at~ng a s~gnlficant change of att~tude as 

I expressed ~n the essays? 
5 12 A group of people attempting to  give up smok~ng have been assessed for their progress 

3 on two occasions separated by SIX months. Raw scores have been d~scarded and we 

7 only know for each cltent whether they have ~mproved, worsened or- stayed about the 

1 
same. What test would show any s~gn~ficant change over the penod? 

6 A psychologist claims to  have a very well standardised measurement scale. What 
statistical test would be used to check its test-retest reliability? What test would be used 
to  check its validity on a CI-itei-ion group who should score higher than a control group? 

7 A set of photos of couples are rated for attractiveness by a panel ofjudges who late the 
males separately ii-om the females. The hypothesis tested is that people in couples tend 



,rime from comparison with other accounts, but what informs us here are the 

This chapter gives a brief introduction t o  the methods employed by qualitative 
researchers who treat qualitative data as meaningful and an end in itself, rather 
than reducing originally qualitative data t o  frequencies o r  treating it as subsidiary 
t o  quantitative data gathered in the same research project. 

Qualitative data is often organised into categories t o  some extent but the 
categories are analysed for their meaning and, often, for their unique qualities and 
insights provided. Analogies are employed as in early investigative work in any 
science. 

Original quotations are used and are usually checked out with the participant 
before inclusion in the context proposed by the researcher. 

Qualitative researchers often allow theory t o  develop during the research 
process rather than test preordained and fixed hypotheses as in the quantitative 
model. This principle o f  operation is basic t o  grounded theory. 

Validity, for qualitative researchers, is established through several means: 
the naturalistic and realistic nature o f  the data obtained 
triangulation - use o f  several perspectives 
the fact that the research cycle is repeated; participants are re-intelviewed and 
early hunches followed up further, for instance 
consultation and rapport'with participants, reducing their wariness, reticence, 
o r  need t o  obscure true opinions and thinking 

Qualitative data consists of any information, gathered during research, which has not 
(yet, at least) been quantified in any rigorous way. 

QUALiTATIVE DATA AND HYPOTHESIS TESTING 

Because of the over-powering paradigm of natural science, it is often assumed that 
hypotheses can only be tested with quantified, empirical data. But we use qualitative 
data very often in supporting or contradicting our predictions and explanations. 

Much of our reasoning about people's motivations and decision-making is based 
on qualitative evidence. We may explain the unusual or depressive behaviour of a 
friend in terms of her unique situation in being a single parent and having just lost a 
supportive parent. 

We canpredict that persistent young offenders will feel more alienated from 
middle-class society. We can demonstrate this with the sheer strength and animosity 
of the content of their accounts. We are not limited to simply counting the number of 
aggressive responses. No doubt it will be argued that 'strength and animosity' must 

,,UP- 

differences in content. 
The positivist may well feel tempted to create a standardised questionnaire from 

the offenders' data for use on offenders elsewhere, or on a control group. 
The point being made, however, is that some psychological researchers have 

argued forcefully for the need to use the qualitative content gained in their research. 
1t is the unexpected meaning contained in offenders' accounts which will be of use, 
not the trivial but true fact that their accounts will somehow differ from non- 
offenders' accounts. It is what offenders say, and we may never have heard, which 
research uncovers and highlights for debate. The qualitative researchers might argue, 
too, that insights gained in interviewing a group of offenders can be generalised with 
oc much validitv as auestionnaire results. A perspective on the world, quite novel and .----- < - 
unexpected, may emerge from the interview and give another interviewer a new range 
of ideas to broach with different offenders, or with 'control' teenagers who don't 
share the ideas. 

We have seen elsewhere that individual case-studies can add important informa- 
tion to the pool of knowledge and ideas which constitutes our understanding of 
humans and their behaviour. The value of Watson's study of 'Little Albert' was not 
that it was entirely quantitative. In a single-subject study we learnt just how easy it 
was to condition a child's fears and we acquired interesting information about how 
these generalised and failed to extinguish. It seems a bit futile to argue that we should 
compare with a control child to ensure that the stages Albert went through did not 
occur just by chance. There is extremely valuable qualitative information contained 
within many reports of even traditionally organised research. The interviews with 
Asch's participants, post testing, are illuminating and it was necessary to ask 
Milgram's participants why they seemed to chuckle as they thought they delivered 
fatal electric shocks to an innocent victim. The extent of their stress, which forced this 
nervous laughter, is far more readily got at through the interview process and 
discussion of the meaning of what participants said. 

TWO APPROACHES TO QUALiTABlVE DATA 

Looking through the literature on qualitative data, two general views seem to emerge 
on what to do with it. These correspond to the positivist-non-positivist dimension 
but it must be stressed that this is a dimension - there are not just two views but a 
wide variety. 

For the positivist, unquantified data is accepted in a subsidiary role. It is seen as 
having the following uses: 

it can illuminate and give a context to otherwise neutral and uninspiring statistics, 
as when Asch tells us how his conforming participants behaved and looked 
uncomfortable; 
it can lead us to hypotheses testable in quantitative terms, as with the children of 
unemployed parents mentioned in Chapter 4. 

The qualitative researcher, however, sees qualitative data as meaningful in its own 
right. In fact, the use of the term 'qualitative method' usually indicates a commitinent 
to publish the results of research in qualitative terms, remembering, of course, that 
such a researcher is not averse to loolung at things quantitatively, shou!d the 
opportunity arise and be found illuminating. 
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QUALITATIVE ANALYSIS OF QUALITATIVE CONTENT 

We saw earlier that content analysis can be used to deal with originally qualitative 
information. The data is rigorously analysed and reduced to quantified units, 
susceptible to statistical significance testing. 

The qualitative researcher too has to categorise data. The whole data set may have 
been produced from any of the following sources: 

Participants' notes and diaries 
Participant observer's field notes 
Informal or part-structured interviews 
Open-ended questions (interview or questionnaire) 
In-depth case-study (mixture of interviews, observations, records) 

and might consist of speech, interactions, behaviour patterns, written or visual 
recorded material. They might also include the researcher's own ideas, impressions 
and feelings, recorded as the research project was progressing. 

The set of data will need order imposing upon it. It has to be organised so that 
comparisons, contrasts and insights can be made and demonstrated. The qualitative 
researcher however, will not be categorising in order to count occurrences. Instead, 
data will be categorised in order to analyse and compare the various meanings 
produced in any one category. From interviews with drug addicts, for instance, on 
their experiences in trying to break the habit, various fears and perceptions of the 
'straight' world may emerge which are unique and qualitatively different from others. 
Each has a special value in painting a picture of personal experience, invisible to non- 
addicts, but of great utility to a rehabilitation therapist. The Bruner and Kelso (1980) 
study described in Chapter 7 is another example of qualitative content analysis of this 
kind. 

The richness of the unique qualitites of category items is therefore preserved in 
qualitative analysis. To use an analogy, at home I may file articles on 'travelling in 
India' in one category, but hardly because I need to count how many I have! 

METHODS OF ANALYSIS 

It is not possible to give precise guidelines on the analysis and presentation of 
qualitative data. There is no universally accepted paradigm. The decisions will be 
influenced by the theoretical background or model from which the researcher is 
working. Several quite specialised methods of analysis have been developed for 
different sorts of data (conversations (see Box 25. I), non-verbal communication, 
pedestrian behaviour and so on). What follows is a set of points applying to 
collections of data produced from the types of source mentioned above. After that, 
the reader will be directed to several specialised texts which have more to say on 
various qualitative or 'new paradigm' methods. 

Categorising 
The qualitative researcher will inevitably begin with a large quantity of written notes 
and material (audio and video recordings will have been transcribed). 

As the notes are read and re-read it should be possible to start grouping items 
together. As a simple example, if you had asked student colleagues to discuss, during 
informal interviews, reactions to their college course, statements they make might fall 
into the following groupings: 

' -*'F 25.1 Transcribing speech 

, Edwards and Potter argue that how one chooses to report or drsplay recorded speech 
(TRANSCRIPTION) will depend upon, not just techn~cal dec~sions, but a theoretical posrtlon. If 

' ' only words are recorded, m*ng the speech appear as text in a book, then thls displays a 
lack of interest in what people do with speech or in the difference between talk and text. In 

: turn, this might refledthe poiition of a researcher who sees the speech as a fairly direct 
refledion of internal mental processes. Analyses of discourse may vary somewhat but many 
researchers now stick fairly close to a system devised by Jefferson (1 985). What follows is 
partly quoted (*to *) from Edwards and Potter's 1992 text and partly condensed. 

/I signifies overlapp~ng or simuttaneous speech: 

(") 
Dean: That was the - impression that vetyllclearly came out 
Gurney: In other words, your - your whole thesis 

Alternatively, the start and end of overlapping speech may be marked with extended 
square brackets thus: 

N: Oh:: do:ggone 1 [thought maybe we could] 
E -  [I'd - like to get ] some little slippers but uh, 

Numbers In round brackets indicate pauses, timed to tenths of seconds, while the symbol 
(.) represents a pause which IS hearable blrt too short to measure: 

! now Prime Min~ster (.2) how you resfpo::nd (.) to this clam of - blame(.) may 
be of ;cia1 s~gnlficance 

A break in the volcing of sound is marked by a single slash: 

1- as I reca::ll (1 -0) with Mister Ghobanifafr (*I 

! :  single elongation of the previous sound 
underline added emphasis 
t1.l 1 upward/downward turn in intonation 

abrupt stop 
*hmm represents audible intake of breath before 'hmm' 

I < I >  speeded uplslowed down pace of speech 

I / social contacts quality of teaching available resources 
7 link to career timetable facilities (canteen, etc.) 

I . . . and so on. 
Some statements will fall into more than one category. Traditionally, the analyst 

1 would make several copies of all data so that items can be cut and pasted into various - - - - - - - - - - - - 

categories and clusters. The modern, labour-saving way is to use the computer and a 
1 flexible database system. 

Incdigenous categories 
Prior to development of the researcher's own categories and groupings, the analyst 
usually looks at those used by the participants themselves. An example would be a 
group of students who call themselves 'the brains' whilst others get called "he 
Neanderthals' by staff. Later on, the analyst might compare these titles and propose 

i explanations of their derivation. 
1 
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Researcher's categories ~ o s t  researchers see it as important that quotations, especially those intended for 
:- publication, are checked out first with the original speaker. Some categories may emerge quite clearly on analysis or during data colIection. 

studying the organisation of a school, for instance, it might emerge that teachers are 
split into those who do and do not get involved in after-school activities. More likely, SEPARAT~NG REPORT COMPONENTS 
though, will be dimensions along which people vary, for instance, teachers in their 
attitude towards student discipline. These could range from the severe, kough : A qualitative research report will contain raw data and summaries of it, analysis, 

moderate to lax. This might sound like a quantitative dimension. However, the inference and, in the case of participant observation, perhaps feelings and reactions of 

qualitative researcher is more interested in the perspective of each person. so the the observer at the rime significant events occurred. These are all valid components 

positions along the dimension &om severe to lax are only roughly ordinal but are for inclusion but it is important that analysis, inference and feeling are clearly 

determined by specific reasons given. People are in a category along the dimension, separated and labelled as such. 

'Severe' would be those who say 'you have to show them who's boss' and the like. 
'Moderate' teachers might say 'It's no good being the strict parent with them. They EARLY AND FINAL ANALYSIS 
get enough of that at home and they don't respect it.' 

Most qualitative researchers agree that some analysis of data can occur during, rather 

Typologies than after, the collection stage. This can direct the researcher to areas and avenues of 

i 
questioning not originally prepared for. Obviously it is important that such EARLY 

Where categories and dimensions are descriptions of people, some researchers may 
ANALYSIS does not produce blindness to some other areas. In comparison to 

cross these in order to produce a matrix of 'types'. A teacher who is 'lax' on &e quantitative research, however, it is possible to construct hypotheses after the data 
discipline dimension, but also 'caring' rather than 'distant' may turn out to have an collection has begun rather than before it starts. Patton (1980), an evaluation 
identifiable approach to students, different from all other staff, in that she particularly , researcher, states: 
tries to raise self-esteem and enable students to take control of their own lives. 
Researchers sometimes give names to these types. In this case the type might be The cardinal principle of qualitative analysis is that causal relationships 
'therapist'. It is important to remember, however, that the type is mere analogy. Any and theoretical statements be clearly emergent from and grounded in the 
types created are products of the researcher's current scheme of looking at the data 1 phenomena studied. The theory emerges from the data; it is not imposed 
and not lasting realities. 1 on the data. 

All sciences use analogy and metaphor. In order to tell us what atoms are like, 
physicists describe electrons and neutrons as little balls. Electrical theory borrows the Grounded theory 

analogy of current 'flowing' like a river. Analogy is necessary in order to communicate .,. - 1 
Patton's statement is very close to the basic principles of 'GROUNDED THEORY' 

under these circumstances. It tells us what something unique and novel is like, not advocated by Glaser and Strauss (1967). This publication was a forceful presentation 
what it is. of the 'unstructured' approach to observations of human behaviour discussed in 

Creating the matrix oftypes, however, is useful in several ways. The reasons why a 1 Chapter 7. These writers argued that observers should a) enter a research situation 
person fits none of the types created might well be worth investigating and lead to f with no prior theoretical ~reconce~tions, and b) create, refine and revise theory in the 
fresh insights. Conversely, a type might be produced which no one fits. light of further data collected. 

i The result expected is that 'grounded' hypotheses, generated through actual 
Quotations 1 observation, would be more true to life than those deduced by prior commitment to, 

The final report of qualitative findings will usually include verbatim quotations from j behaviOurism or Piagetian In fact, grounded theory is an import from 

participants which will bring the reader into the reality of the situation studied. At sociology, but several of the qualitative or 'new paradigm' social psychologists have 

times, the researcher will, of course, be summarising the perspectives and under- 1 "'rporated its principles. 
- - 

standings of participants in the study. But it is important that these summaries, which 
must, to some extent, be interpretive, or at least selective, are clearly identified as 
such. The quotes themselves are selections from the raw data which 'tell it like it is'. 
Very often comments just stick with us because they typify perfectly a perspective or 
stance in life. Here are a few: 

'Everybody else out there seems to be having a great time except me' 
'I just want everyone to like me' 
'It's no use me speaking out. Nobody wants to listen and they'd tell me it 
was wrong anyway' 
'Live for tomorrow, that's what I always say. You can't undo what's been 
done' 

THE FINAL REPORT 

The iinal qualitative research report, then, should give an account of early hypotheses 
that were formed and the extent to which these guided or changed the direction of 
further enquiry. Very often, in this sort of research, a point emerges in one interview 
and 'the researcher might think 'If only I could go back and ask all the other 
interviewees about this'. Where possible, this is just what does happen. To some 
extent, the final report can be a diary of insights and question development. To  the 
extent that the researchers attempt reflexivity (Chapter 11) the report will also 
contain an account of the researcher's questioning of their own decisions along the 
way and may contain discussion of the researcher's self-assessment of bias, emotion, 
doubts and misgivings. 
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RELIABILITY AND VALIDITY before getting some idea of how the work typically proceeds (there is no one right or 

Qualitative researchers argue that their methods produce more valid data for reasons way, and that's a lot of the f i c u l t y  here). Having said that, if the student is 

already discussed (Chapters 4 and 11). They would also argue that they have prepared to put in the time and effort then I'm sure many tutors would be delighted 

developed safeguards against lack of reliability. Some of these follow. to see more qualitative work coming their way. Just don't do it as an easy option! 

Triangulation ~ ~ ~ & $ i n g  discourse 
- T~ illuminate the point, above, that there is no one right way to analyse qualitative 

Borrowed from surveying, and used in evaluative research, this means comparing mo 
different views of the same thing: interview with observational data, open with closed data, have a look at what Potter and Wetherell (1993) have to say on the non- 

questions or one researcher's analysis with another's. similarity of discourse analysis to traditional quantitative methods: 

Analysis of negative cases 
This is the consideration of why certain cases just don't fit the major patterns 
outlined as a result of analysis. The willingness to do this openly is held to be a 
validity check. Others can accept the proffered explanation or not, and can call for re- 
analysis, analyse raw data themselves or attempt some form of replication. 

Repetition of the research cycle 
Qualitative researchers go around the 'research cycle' several times. The researcher 
checks and rechecks the early assumptions and inferences made. As patterns and 
theories are developed, so the researcher goes back in again to gather more 
information which should confirm tentative hypotheses and/or help to further refine, 
deepen and clarify categories. 

Participant consultation 
Participants are consulted and provide feedback. Qualitative researchers 'at the non- 
alienating end of the [research] spectrum' (Reason, 1981) involve the participants in 
evaluation of tentative conclusions and r e h e  these in the light of feedback from this 
process. Reason makes the point: 

..s 

Once we start to do research which does not conform to the general 
requirements of experimental method, we run the risk of being accused of 
being mere journalists; indeed we run the risk of being mere journalists. 

Reason's answer to this criticism is an eloquent argument summarised in these last 
two safeguards. Journalists, he argues, tend to do one round, depart and write fairly 
impressionistic accounts, with little, if any, feedback process. 

ON DOING A QUALITATIVE PROJECT - IT ISN'T EASY! 

The last two points above are reasons why students may find a qualitative project 
harder than they might at first have thought. Students may well be drawn towards 
'doing a qualitative project' because they feel unhappy with figures and are 'not 
mathematical'. This would be one of the worst reasons I can think of for doing a 
qualitative project. Because the methods are so tied up with the philosophy rejecting 
positivism, I believe that you can't really understand what qualitative research is 
trying to do without a good understanding of what it rejects in the quantitative 
approach. It would be silly, for instance, to start with a basically quantitative 
supposition (e.g. I believe smokers are more anxious than non-smokers) and then 
discount quantification for the sake of it or from number phobia. A n  understanding 
of quantitative weaknesses will strengthen a qualitative project, but the main reason I 
express caution is that doing a good qualitative project will be hard. The student will 
have to go through quite a few examples of the approach and much raw (verbal) data 

Analysis in those [quantitative] settings consists in a distinct set of 
procedures: aggregating scores, categorising instances, performing various 
sorts of statistical analysis and so on. It is sometimes tempting to think that 
in discourse work there is some analogous set of codified procedures that 
can be put into effect and which will lead to another set of entities known 
as 'the results'. To  see things in this way would be very misleading, 
although, given the authority which accrues to these procedures, it is 
tempting to try . . . Much of the work of discourse analysis is a craft skill, 
something like riding a bike or chicken sexing, which is not easy to render 
or describe in a codified manner. Indeed as the analyst becomes more 
practised it becomes harder and harder to identify explicit procedures that 
could be called analysis. Nevertheless, there are a number of considera- 
tions that recur in the process of analysis 

The procedures then highlighted are: 
1 Using variation as  a lever: variation between speakers is of obvious interest but 

variation within one speaker's discourse, even if only slight, can give great insight 
into what the person is doing with their speech. This is reminiscent of 'internal 
reliability' except that here, rather than treating this as a 'nuisance', as in 
quantitative measurement, it is treated as some of the most valuable information 
available. 

2 Reading the details: rather than discount detail in the interests of 
generalisability, as is traditional, analysts might see almost innocuous details as 
indicators of the purpose behind utterances. Potter's example is the use of 'rarest' 
(rather than, say, 'uncommon') in referring to curable cancers, in a television 
programme whose aim was to cast doubt on the useful products of cancer 
research charities. 

3 Rhetorical organisation: discourse is inspected for the way it undermines 
alternative perspectives on an issue, through argument, whilst preserving a 
seeming 'factual' orientation. Such rhetoric 'draws our attention away from 
questions about how a version relates to some putative reality . . . and focuses it 
on how a version relates to competing alternatives. 

4 Accountability: aspects of discourse which are rhetorical usually relate to the 
-individual's 'accountability'. This is not a theory of pure self-interest, irrespective 
of the truth. It suggests that, since there is rarely, if ever, a 'pure truth', discourse 
is constructed with counter-arguments in mind so that a more solid case can be 
presented. 

5 Other discourse studies: this group of qualitative researchers (and most others) 
do not try to produce an alternative set of rigid procedures and conventions for 
studies to follow. Nevertheless they would argue that study of, and reference to 



other researchers' work is a way to develop the 'analytic mentalitv'. More 
specifically, this may prompt fruitful lines of enquiry, in particular, where an 
attempt is made to reproduce earlier findings in new studies. t- 

Potter and Wetherell are anxious not to claim that there are no common ,, 
'mechanical' procedures for this sort of analysis, only that use of any such pre- 
ordained method will not automatically guarantee that 'interesting results will fall out 
in some way'. 

FURTHER READING 

Burgess (1984) discusses the taking and organising of field notes in great detail. 
Patton (1980) discusses in depth the content analysis of qualitative data. Potter and 
Wetherell (1987) include a step-by-step guide to discourse analysis. Brornley (1986) 
declared the partial aim of setting out rules of procedure for gathering and analysing 
case-study data. 
Burgess, R. G. & Bryman, A. (eds) (1993) Analysing Qualitative Data, London: 
Routledge is a useful practical volume. 
Edwards, D. and Potter, J. (1992) Discursive Psychology, London: Sage is very 
readable and contains the extract of analysed speech included in this chapter. 
Hayes, N. J. (in press) Introduction to Qualitative Research, Hove: LEA is likely to be 
very useful since it will contain chapters by a variety of qualitative researchers 
exemplifying their approach through their own work in enough detail for 
(student) reader to be able to use the method in their own project. 
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1:. PSYCHOLOGICAL RESEARCH 

The chapter deals with two major sets of responsibilities carried by professional 
psychologists, whether their work is applied or research oriented. 

First, psychologists have responsibilities as a research community to  
publish only well-founded results with conventional suppolt, open to analysis by 
colleagues. 

They also need t o  pay attention to  possible social effects of research results 
and assess these in the prevailing moral and political climate. 

Second, they need to  follow strict codes of conduct, devised by both the 
British Psychological Society and the American Psychological Association, when 
working with participants. 

These codes cover, confidentiality (of results and those who produced 
them), privacy, deception (which has been held to  lower the public's trust in 
psychological research), debriefing (informing participants and returning them 
to  their pre-test state), mental and physical stress and discomfort, 
recognition of participants' rights to withdraw and the special power 
of the investigator, problems with involuntary participation and 
intervention. 

There are various techniques which gain information but guarantee privacy 
and confidentiality and several have been suggested for avoiding the need to  
deceive, but psychology has the peculiar characteristic that informing people of 
what is being tested has the effect of altering their likely 'natural' behaviour. 

The arguments for and against animal research are outlined. 

The British Psychological Society (BPS) and the American Psychological Association 
(APA) have both agreed guidelines on the ethical issues involved in psychological 
research. The BPS currently has a booklet of statements (1993), covering a wide 
range of issues, and also a code of conduct (1985) adopted through a postal ballot of 
all its members. The 1992 revision of the 1978 principles is entitled Ethical A-inciples 
for Conducting Research with Human Participants and introduces 'with' as well as 
changing 'subjects' to 'participants' -not trivial amendments. The APA (1987) has a 
more comprehensive set of ethical principles comprising ten major categories, each 
with several sub-principles. The general public can bring complaints to the ethics 
committee who then adjudicate. The psychologist concerned can be reprimanded, 
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dismissed or required to alter behaviour or attend relevant training. This breadth of 
principles and disciplinary power reflects the far wider application of psychology to 
the general public as consumers in the USA. Most of the major principles are similar 
to those which are relevant in the doctor-patient relationship. 

The 1992 (BPS) Principles cover the following areas: consent, deception, debrief- 
ing, withdrawal from an investigation, confidentiality, protection of participants, 
observational research, giving advice (to participants) and monitoring of colleagues in 
the profession. Section 2 of the Principles, entitled 'General', runs as follows: 

In all circumstances, investigators must consider the ethical implications 
and psychological consequences for the participants in their research. The 
essential principle is that the investigation should be considered from the 
standpoint of all participants: foreseeable threats to their psychological 
well-being, health, values or dignity should be eliminated. Investigators 
should recognise that, in our multi-cultural and multi-ethnic society and 
where investigations involve individuals of different ages, gender and social 
background, the investigators may not have sufficient knowledge of the 
implications of any investigation for the participants. It should be borne in 
mind that the best judge of whether an investigation will cause offence may 
be members of the population from which the participants in the research 
are to be drawn. 

Both the British and United States' principles stress that psychological research 
should lead to better understanding of ourselves and to the enhancement of the 
human condition and promotion of human welfare. Both stress the need for an 
atmosphere of free enquiry in order to generate the widest, most valid body of 
knowledge. But both also stress that this free atmosphere requires a commitment to 
responsibility on the part of the psychologist in terms of competence, objectivity and 
the welfare of research participants. 

Since 1987, the Royal Charter of the BPS has been amended, taking us some way 
towards the American model described above. The Society now maintains a 'register' 
of 'chartered psychologists'. These are people who practise psychoiogy either in an 
applied or a research capacity. Members of the register use the formal letters 
'C.Psychol', can be struck off for unprofessional behaviour and, it is hoped, will 
become recognised as bona fide 'trademarked' practitioners whom the general public 
can recognise and trust. 

In the 1990s most research institutions now have an ethics committee to vet 
research proposals (of staff and students) for unacceptable procedures in any of the 
areas which we are about to consider. 

Before taking a look at the rights and protection of individual participants, we can 
consider how psychologists are expected to commit themselves to fkeedom of 
information. 

In general, a psychologist cannot claim to have demonstrated an effect and then 
withhold raw data or information on procedures and samples used. Persons who do 
this are generally considered to be charlatans. Where psychologists are prepared, as 
most are, to be completely open with their data, they would still not allow the alleged 
results of their work to affect people's lives, by policy formulation for instance, before 

research community has thoroughly verified, evaluated and replicated results 
re possible. They should not 'rush to publish'. 

There are occasions, in fact, when any scientist may feel that publication of results 
is *otentially harmful or even dangerous. (One is reminded of the scientists who first 
became fully aware of the horrerldous power of the nuclear fission process.) In such 
cases, the investigator is expected to seek the opinion of 'experienced and disinter- 
ested colleagues', an option recommended several times in the BPS statement for 

1 . dilemmas. 
A significant example of the dangers avoided by these principles is that of Cyril 

Burt's work on separated identical twins which appeared to provide very strong 
of a substantial genetic role in human intellectual abilities. The early 

bdings played a part in the political debate which produced the British 'I 1-plus' 
and a two (originally three) tier secondary education system, whereitl 

the successful 20% of children passing the exam received a grammar school 
- education. Only after Burt's death did Leon Kamin (1977) establish beyond doubt 

that Burt's data was inconsistent, to a degree way beyond acceptability and probably 1 fraudulent. Kamin demonstrated that Burr was persistently vague about the exact 
4 tests in use and had not made it at all easy to check his raw data. The cult of the 'great 
3 expert' had also inhibited investigation of Burt's work by 'lesser' researchers. 

Joynson (1989) has recenrly reopened this debate, arguing that these accusations 
are ill-founded and that Burt should be exonerated. 

Findings on racial difference (in intelligence or personality, for instance) almost 
always stir up controversy, which is hardly surprising. For this reason some 
psychologists have been led to argue that a moratorium should be held on 
publication. They argue that, since race is always inextricably bound up with culture 
and socio-economic position, most responsible researchers would announce results 
with great qualification. However, they cannot then stop the lay racist or ignorant 
reader from using the unqualified information in discriminatory or abusive 
practices. 

Psychologists have also discussed the problem of projective or personality tests 
being used by the lay selector for jobs or other positions. 

They have also argued that professional psychological researchers should exercise 
integrity over the sources of their funding, increasingly likely to come from industry 
with an interest in the non-academic use of findings. 

Apart from any ethical considerations, there is a purely pragmatic argument for 
guaranteeing anonymity for participants at all times, If psychologists kept publishing 
identities along with results, the general public would soon cease to volunteer or 
.agree to research participation. 

An investigator can guarantee anonymity or request. permission to identify 
individuals. Such identification may occur, through the use of video recordings as 
teaching materials for instance, as in Milgram's film Obedience to Authority. Research 
Participants who have been seriously deceived have the right to witness destruction of 
any such records they do not wish to be kept. If records are kept, participants have the 
right to assume these will be safeguarded and used only by thoroughly briefed 
research staff. Usually, though, results are made anonymous as early as possible 



during analysis by using a letter or number instead of a name. smiling and confident. Within 20 minutes he was reduced to a twitching, 
There are very special circumstances where an investigator might contravene the wreck, who was rapidly approaching a point of nervous collapse. 

confidentiality rule and these are where there are clear, direct dangers to human life, He constantly pulled at his ear lobe and twisted his hands. At one point he 
An investigator conducting participant observation into gang life would have a clear pushed his fist into his forehead and muttered, 'Oh God, let's stop it.' 
obligation to break confidence where a serious crime was about to be COmmiaed. A (Milgram (1 974) ) 
psychiatric patient's plan to kill himself or a room-mate would be reported. ~h~ 
ethical principles involved here are broader than those involved in conductin The 

of this experiment were used to argue that many ordinary people are 

scientific research. g capable of behaving in a manner, under pressure, which is retrospectively considered 

The participant obviously has the right to privacy, and procedures should no+ h, cruel. Atrocities are not necessarily carried out by purely evil Persons. 
- -  "L planned which directly invade this without warning. Where a procedure is potentially 

intimate, embarrassing or sensitive, the participant should be clearly reminded of the 
right to withhold information or participation. Particular care would be required, fo, 

instance, where participants are being asked about sexual attitudes or behaviour (and 
remember the 'randomised response' technique in Chapter 8). 

This principle is difficult to follow in the case of covert participant observation, 
and serious criticism has been levelled at users of this approach on these grounds. 

Investigators would usually send a copy of the final research report to all 
participants, along with its justification and contribution to scientific knowledge and 
benefit to society in general. This procedure can be difficult where covert observation 
in a field situation has occurred, and expensive where a survey has used a very large 
sample. 

DEBATE 

Any discussion of ethical principles in psychological research inevitably throws up 
Milgram's famous demonstrations of obedience fairly early on in the debate. Several 
ethical issues are involved in this study so let me just describe it briefly and then ask 
you to think about what these issues are. Almost certainly you will have already heard 
about the experiment and fuller details are given in, for instance, Gross (1992). 

Volunteers were introduced to another 'participant' who was actually an 
experimental confederate. The volunteer became a 'teacher' who was 
asked to administer electric shocks, increasing by 15 volts for each mistake 
made by the confederate. 375 volts was described as 'Danger: severe 
shock'. A tape recording of screams and refusals deceived the teacher- 
participant into believing the confederate was experiencing great pain and 
wished to end the session. The teacher-participant was pressured into 
continuing by 'prods' from the experimenter such as 'The experiment 
requires that you continue' and 'You have no choice but to go on'. T O  
Milgram's surprise, 65% of participants delivered shocks to the end of the 
scale (450 volts) even though the confederate had ceased responding at 
315 volts. Milgram had consulted 'experienced and disinterested col- 
leagues' - psychiatrists predicted that no more than 0.1% would obey to 
the end. The teacher-participant often displayed extreme anxiety. One 
even suffered a seizure. An observer wrote: 
I observed a mature and initially poised businessman enter the laboratory 

_ ?  - - _ -  ."_ . ,- -_ _ - - _"  ." .-_ Ir-_n . _ - d - 

stthe aspects ofthig'experiment which you consider ts'be unethical. should the;.:.>-: 
search have been carried out at all? Do the ends (scientific and surprising knowledge) 

b 

1 DECEPTION 

'4 Milgram's participants were quite grossly deceived. Not only did they believe they 

I were shocking an innocent victim and that the victim suffered terribly, but also the 
- whole purpose of the research was completely distorted as concerning the effects of 

punishment on learning. 
DECEPTION, or at least the withholding of information, is exceedingly common in 

psychology experiments. Menges (1 973) reviewed about 1 000 American studies and 
found that 80% involved giving participants less than complete information. In only 
3% of studies were participants given complete information about the N, and 
information about the DV was incomplete in 75% of cases. 

f S o m e  of this deception seems fairliinnocuous. Some participants are told a baby 
2 is male, others that it is female, and their descriptions of it are compared. Participants 

performing a sensori-motor task, where the true aim is to record the effect of an 
observer on performance, are told that the observer is present to note details of the ' skilled behaviour involved. Children are told not to play with a toy because it belongs I to another child who is next door. Students are told their experimental rats are 
'bright'. Even the use of placebos is often a deception. 

Some deception is more serious. Participants have been told that test results 
demonstrate that they are poorly adjusted. Female participants are given feedback 

f that they are considered attractive or unattractive by the men who will later intenlew 
; them. Bramel (1962) gave male participants false feedback about their emotional 
1 reaction to photographs of men such that their responses seemed homosexually 
1 related. Participants in Latani: and Darley's (1976) experiments thought they were 
,f overhearing an authentic epilectic seizure. The DV was the speed or occurrence of 
1 reporting the seizure. 

I So what can the investigator do if deception is to be used? 
First, the 1992 BPS Principles recommend that, wherever possible, consultation 

; should be conducted with individuals who share the social and cultural background 1 of the participants. 
Second, in some cases it is possible to obtain permission to deceive. Volunteers can 

1 be asked to select what sort of research they would be prepared to participate in from, 
4 for instance: 
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a) Research on recognition of commercial products bf Students very often suspect that the manifest structure and explanation 
b) Research on safety of products a study in which they participate is false. Ring found that 50% of their participants 

c) Research in which you will be misled about the purpose until afterward - claimed they would be more wary and suspicious of psychology experiments in the 

d) Research involving questions on attitudes on and Rowan (1 98 1) put it 'Good research means never having to say you 
Third, debriefing should be very carefully attended to. 

In all research studies, the investigator has a responsibility to debrief each participant. 
The true purpose and aims of the study are revealed and every attempt is made to 
ensure that participants feel the same about themselves when they leave as they did 
when they arrived. Where participants have been seriously deceived, this responsibil- 
ity incurs a substantial effort in reassurance and explanation. The DEBRIEFING itself 
may have to involve a little more deception, as when children are told they 'did very 
well indeed' whatever the actual standard of their performance and when any 
suspicion that a participant really is 'poorly adjusted' is not communicated to them. 

Applying this to Milgram's experiments, participants who went to the end of fie 
scale were told that some people did this quite gleefully, in order that they could then 
compare their own unwillingness to proceed, and felt anxiety, fairly favourably. 
(Milgram has never reported that any participant did proceed at all happily.) 
However, at least 26 out of 40 participants knew, when they left, that they were 
capable, under pressure, of inflicting extreme pain, if not death, on an innocent 
human being. It seems hardly possible that these people left the laboratory feeling fie 
same about themselves as before they entered. In Asch's (1956) classic paradigm, 
too, participants find they have 'conformed' to silly answers to simple problem8 
because a group of confederates answered first. These participants also exhibited 
great anxiety during the experimental sessions. 

DOES DEBRIEFING WORK? 

Milgram sent a questionnaire to his participants after the study and 84% said they 
were glad to have participated, whereas only 1% regretted being involved, the 
remainder reporting neutral feelings. 80% believed more research like Milgram's 
should be carried out. 75% found the experience meaningful and self-enlightening. 

Some writers discounted this broad range of appreciative and illuminating 
comments as an attempt by Milgram to justify an ethically unacceptable study. Ring 
et al. (1970) decided to evaluate the consequences to the participant in a study 
which, even though the investigators were critical of Milgram, not only included the 
deceptions of the original study but also used a dishonest primary debriefing before a 
second honest one. They showed that an initial, superficial debriefing dramatically 
reduces any negative participant evaluation of the research. However, they also found 
that one third of participants reported residual anger and disappointment with 
themselves even after the second, complete debriefing. 

.f: IF YOU WON'T DECEIVE, W H A T  CAN YOU DO? 

several investigators, finding gross deception at the Asch or Milgram level quite 
- unacceptable, have turned to role-play or simulation. A description of successful 

Mixon, (1974) who used the heading above for his title, is given in 

Ring was among the advocates of role-playing, whereas Aronson and Carlsmith 
. (1968) argued that essential realism would be lost. Horowitz and Rothschild (1970) 

conducted a replication of Asch's design using a 'forewarned' group, who were told 
that the experiment was a fake but were asked to play the part of a na'ive participant, 
and a 'pre-briefed' group who knew the experimental aim in detail. The forewarned 1 p u p  'conformed' at a similar level to the traditionally deceived group, whereas the 

i - fully informed group did not conform at all. 
These latter participants seemed to behave in accordance with what most people 

believe would actually occur in the Asch set up. This is, after all, why Asch's study is 
so renowned, gripping and well-recalled by the psychology student. It defies common 
sense. The prognosis for role-play, on this evidence, in demonstrating such counter- 
intuitive effects, therefore, seems not so good. However, the capacity in normal 
students during role-play for aggressive authoritarianism and subservience, was 
demonstrated convincingly and against prediction in Zimbardo's classic study 
described briefly below. 

This does not mean that deception of the Milgram intensity is therefore ethically 
acceptable. Both the BPS and the APA ask that the uncertain investigator seek 
opinion, again, from those 'experienced and disinterested colleagues' who are not 
fervently committed to the investigator's desire to confirm theory with the particular 
hypothesis to be tested. 

There is no argument against the principle that psychological investigators should 
guarantee the safety of their participants and that everything possible should be done 
to protect them from harm or discomfort. The difficulty comes in trying to decide 
what kind of stress or discomfort, physical or mental, is unacceptable. Humanists and 
others might argue that any traditional experimental research on 'subjects' is an 
affront to human dignity. At a lesser extreme, those who see value in the human 
experimental procedure have nevertheless criticised some investigators for going too 
r- - 

i Ldl. 
The fact that even a few participantifeel quite negative about themselves well after 

the experiment, and that many participants felt extremely upset during it, has led 
many researchers to the position that deception and stress this extreme are ethically 

j MENTAL STRESS 

unacceptable. 4 Examples of studies involving a possibly substantial degree of mental stress were 
Besides the question of ethics, it is unwise of investigators to indulge in a great deal 4 given above. These involved deterioration of a person's self-image or t$e strain of 

J 
1 



feeling responsible for action in the LatanC and Darley study. A further example 
causing some dissent, is that in which a child was asked to guard the experimenter,; 
pet hamster, which was removed fmm its cage through a hole in the floor when &, 
child wasn't looking. 

But not all mental stress emanates from deception. Participants may be exposed to 
pornographic or violent film sequences. Extreme psychological discomfort, i, the 
form of delusions and hallucinations, was experienced by participants undergoin 

!4 'sensory deprivation' (deprived of sound, touch and sight) such that they often 
terminated the experience after three days. Zimbardo's (1972) simulation of auaor- 
ity and obedience had to be stopped after six days of the 14 it was supposed to 
Students played the part of aggressive, sadistic and brutal prison guards far too 
Their 'prisoners' (other students) became extremely passive and dependent. Within 
two days, and on the next few, participants had to be released, since they were 
exhibiting signs of severe emotional and psychological disorder (~ncontrol l~b]~ 
crying and screaming) and one even developed a nervous rash. 

There is an obligation for investigators, not only to debrief, but also to attempt to 
remove even long-term negative effects of psychological research procedures. 40 of 
Milgram's participants were examined, one year after the experiment, by a psychia- 
uist who reported that no participant had been harmed psychologically by their 
experience. The 1992 BPS Principles urge investigators to inform participants of 
procedures for contacting them should stress or other harm occur after 
pamcipation. 

PHYSICAL DISCOMFORT 

Many psychological experiments have manipulated the variables of, for instance, 
electric shock, extreme noise level, food and sleep deprivation, anxiety or nausea 
producing drugs and so on. 

Watson and Rayner (1920), as is well known, caused 'Little Albert', a young 
infant, to exhibit anxiety towards a white rat he had previously fondled quite happily, 
by producing a loud disturbing noise whenever he did so. Apparently Albert even 
became wary of other furry white objects. 

His mother moved away and so Albert was removed from the project before he 
could be deconditioned. 

This procedure developed into that of 'aversive conditioning' which is intended to 
rid willing clients of unwanted or destructive behaviour. 

The term 'willing' creates difficulties. In the sensitive case of gay men submitting 
themselves to aversive therapy, it has been argued that treatment is unethical, since 
the men are succumbing to a conventional norm structure which treats their 
preference as undesirable or 'sick'. In general research work, a 'willing' participant 
may act under social pressure. They may wish to sustain a 'real man' image, to bear 
as much as, or 'beat', their peers. They may feel they are ruining the experiment or 
letting down the experimenter (the special power of the investigator is discussed 
below). 

For these reasons, the investigator has a set of obligations to participants to ensure 
they do not suffer unduly or unnecessarily. These are outlined in the following 
section. In any research where discomfort might be expected the investigator is 
expected to seek opinion and advice from professional colleagues before going 
ahead. 

THE RIGHT T O  NON-PARTICIPATION . 

2 ' The investigator is obliged to: 

1: 1 Give the participant full information as to the likely level of discomfort and to 
emphasi~e the voluntary nature of the exercise and right to withdraw at any time. 

2 Remind the participant of thls right to withdraw at any point in the procedure 
where discomfort appears to be higher than anticipated. 

- 3 Terminate the procedure where discomfort levels are substantially higher than 
8 3  anticipated and/or the participant is obviously disturbed to an unacceptable level 
l i  - 

# - NOW we can see one of the most objectionable aspects of Milgram's study. His 
experimenter flagrantly contravened all three of these principles. The duty to respect 
b e  participant's right to withdraw and to remind the participant of this right are both 
stressed by the APA. Yet, contrary to this, each participant wishing to stop was 
commanded to continue in the interests of the research programme. Continuance 
was 'absolutely essential' and the participant had 'no choice but to go on'. The APA 

" -even stresses special vigilance when the investigator is in a position of power over the 1 Dartkipant. This was, of course, the very position forcefully exploited and examined 
t x r  - 1 , in h e  Milgram study. 
I T t  is usual to obtain the informed consent of research participants. As we shall see -- -- 

I- below, this isn't always possible before the research is conducted, though for - laboratory experiments consent can always be obtained. In research with children, 
h - the informed consent of parents must first be obtained. For obvious reasons, children 

cannot be subject to great stress, even in the unlikely instance that parents agree 
(though there was little Albert). 

Two factors working against informed consent are the investigator's need to 
deceive on some occasions, and the significant power attaching to the investigator 
role. 

In general, then, the investigator is obliged to give the participant every chance not to 
participate, both before and during the experimental procedure. Working against 
this, as we have just said, is the position of influence, prestige and power of the 
investigator. Torbert (198 1) says: 

. . . the unilaterally controlled research context is itself only one particular 
kind of social context and a politically authoritarian context at that. It 
should not be surprising that some of its most spectacularly well-conceived 
findings concern persons' responses to authoritarianism. 

An additional dimension to this power emerges when we consider the common 
position of United States' psychology undergraduates who often face an obligatory 
participation in a research project of their choice. In some cases an exemption is 
offered but it costs one additional term paper, making the choice more apparent than 
real. 

A further issue for ethical concern has been the practice of obtaining prison 
inmates or psychiatric patients for stressful experimental studies, where inducements, 
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such as a pack of cigarettes or temporary release from daily routines, are minimal and 
would not normally 'buy' participation outside the particular institution. 

The 1992 BPS Principles lay particular emphasis on the way in which consent is 
obtained from detained persons and also on the special circumstances of children nn,-l -- -"U. 

adults with impairments in understanding or communication. 

In participant observation studies, and in naturalistic (covert) observation, the 
persons observed are quite often unaware of their participation. This seems fairly 
unobjectionable where completely unobtrusive observation is made and each 
observee is just one in a frequency count; for instance, when drivers are obsemed in 
order to determine whether more males or more females stop at a 'stop' road sign. 

In participant observation people's private lives may be invaded. Humphreys 
(1970) investigated the behaviour of consenting homosexuals by acting as a public 
washroom 'lookout'. Persons observed were completely unaware of the study and of 
the fact that their car registration numbers were recorded in order to obtain more 
background information later on. 

Some field studies canied out in the public arena involve manipulations which 
interfere with people's lives. A street survey obviously delays each respondent but 
here consent is always sought first. In Piliavin et al.'s (1969) studies on bystander 
intervention, a person looking either lame or drunk 'collapsed' in a subway train. In 
one version the actor bit a capsule which produced a blood-like trickle on his chin. 
Predictably, the 'lame' person got more help than the drunk, with the 'blood' 
condition having a lowering effect on helping. Piliavin's study, in fact, contravenes 
the principles of openness (no deception), stress avoidance and informed consent 
before participation. 

Doob and Gross (1 968) delayed drivers at a traffic light in either a very smart, new 
car or an older, lower status one. Effects were predictable in that it took drivers longer 
to honk at the smarter car. 

If these results are fairly unsurprising, couldn't willing participants simply be asked 
to imagine the situation and consider their likely response? Would simulation work 
here? Doob and Gross used a questionnaire as well, and found no difference between 
the reports of how long independent samples of students thought it would take them 
to honk at each car. Oddly, of the 11 students who said they would not honk, all six of 
those who would not honk at the low status car were male, and all five of those not 
honking at the high status car were female. 

The 'as if' findings were so different from actual behaviour that the defenders of 
field research seemed vindicated in their claim to more realistic data. However, by 
199 1, a computer simulation had been devised, and this produced results confirming 
the original findings. 

Some aspects of brief INTERVENTION with na'ive participants have been dealt with 
above. Several studies have involved intervention on a substantial scale but with 
willing participation. For instance, psychologists have worked with parents and 

children in the home in an effort to demonstrate the beneficial effects of parental 
on the child's learning and intellectual performance. In these studies a 

group is necessary for baseline comparison. In hospital experiments with new 
drugs, trials are halted if success is apparent on the grounds chat it would be unethical 
to withhold treatment from the placebo and control groups. Unfortunately, in 
psychological intervention research, even if success is apparent, there would not 
usually be the political power and resources to implement the 'treatment' across all 
disadvantaged families. Ethical issues arise, therefore, in selecting one group for 
special treatment. 

Where intervention occurs for research purposes only, and involves the production 
of behaviour usually considered socially unacceptable, ethical principles need very 
careful consideration. Leyens et al. (1975), for instance, raised levels of aggression in 
boys shown a series of violent films. They were observed to be more aggressive ill, 
daily activities compared with a control group shown non-violent films. Several other 
studies have produced the same effect, some with adults. It is quite difficult to set 
how debriefing alone could leave the boys just where they were before the stud\ 
began. 

1 There is nothing more certain of producing a lively debate among psycholog~ 
! 

students than the discussion of whether or not it is necessary or useful to experiment 
I on defenceless animals. Many students are far more emotionally outraged abou; 
j animal research than about some of the more questionable human studies, on the, 
! grounds that humans can refuse whereas animals have no such chance. 

One cannot deceive animals, though one can fool them. Nor can they give rheii 
informed consent, be debriefed or ask for a procedure to be terminated, though onl! 
the most callously inhumane experimenter could ignore severe suffering. Animals. 
can, however, be subject to exploitation, extreme levels of physical pain and mental 
stress. 

Many students spend the whole of an essay on ethics discussing the plight 0; 

research animals, though Milgram will often be a secondary focus of attention. i 
don't intend to go through the innumerable examples of animals in pitiful situation 
in the psychological research laboratory. T o  list the kinds of situation is enough: 

severe sensory deprivation 
severe to complete social deprivation 
extirpation or lesion of the nervous system or body parts 
use of extremely aversive physical stimuli including electric shock, noise, 
poisonous or otherwise aversive chemicals, mood or behaviour altering chemicals 

* starvation 

Why have psychologists found it useful or necessary to use these methods? 

THE CASE FOR ANIMAL RESEARCH 

1 Animals can be used where humans can't. For instance, they can be deprived of 
their mothers or reared in complete darkness. This point of course completely 
begs the question of whether such procedures are ethical. 



2 Great control can be exerted over variables. Animals can be made to feed, for 
instance, at precise intervals. 

3 The whole process of development can be observed. 
4 Several generations can be bred where species have short gestation and 

maturation periods. This is useful in studying genetic processes. 
5 An effect shown or insight gained in animal studies, although not directly 

applicable to humans, may lead to fresh and fertile theories about human 
behaviour. Animal studies have contributed ideas to the debate on human adult- 
infant bonding and maternal separation, for example. 

6 Comparisons across the phylogenetic scale are valuable for showing what humans 
don't have or can't do - what we have probably evolved away from or out of. 
Comparison is invaluable in helping us develop a framework for brain analysis 
based on evolutionary history. A seemingly useless or mystical piece of the 
nervous system may serve, or have served, a function disclosed only through he 
discovery of its current function in another species. 

7 At a very elementary, physiological level, animals and humans have things in 
common. The nature of the synapse, neural connections and transmission for 
instance, are similar among higher primates. 

8 Skinner argued that elementary units of learning would also be similar across 
most higher species. Hence, he mostly used rat and pigeon subjects in his 
research work, arguing that patterns of stimulus-response contingencies, 
schedules of reinforcement and so on were generalisable to the world of human 
behaviour. 

THE CASE AGAINST ANIMAL RESEARCH 

rnimals do abnormal things in the laboratory and have concentrated on 
behaviOUI' in the natural environment, only testing animals in the laboratory with 
w r i a t i ~ n ~  of the stimuli which would be encountered normally outside it. 

Language, strongly defined in terms of syntax and symbol, appears to be unique 
to humans. Language is the vehicle for transmission of cultural values, meanings 
and the individual's social construction of reality. Very much psychological 
esear~h, consciously or not, assumes these values and meanings as integral to 
uman awareness. The comparison with most animals seems at its weakest here. 

points above are all aimed at the rejection of animal research on practical 
unds. It is argued that such research will not tell us what we want to know. Other 

guments take a moral or humanitarian line. 

Some argue that it is just categorically wrong to inflict pain and suffering on any 
living creature. 

A more profound argument is that the experimenter's 'attack' on nature typifies 
the 'controlling' model of humanlund associated with the psychologist as hard, 
objective, neutral scientist. This image of the scientist is currently rejected, not 
just by humanist and many other psychologists, but by many scientists across the 
disciplines who wish to project a model of environmental care. 

I 
Supporters of the points above would argue that kittens need not be deprived of 
visual experience in order to study the nature-nurture issue in perception. Field 
studies on children who unfortunately happen to have been so deprived would be 
considered more valid and more ethical. Likewise, monkeys do not need to be 
deprived of their mothers. Plenty of children have been. The great debate in 

.. L attachment theory has been over the number and quality of bonds necessary for 
ovtimum child development and here, monkey studies can hardly help us. 

Theorists have argued that too much extrapolation from animal to human has 1 Whatever the rationale for animal studies, or the fierce, impassioned objections, it 

occurred. Here are some reasons why such extrapolation is considered { seems likely they will continue as an adjunct to psychological research, though 

inappropriate. a perhaps not at their earlier intensity. 
1 British research is carried out under guidelines issued by the BPS (1985). In these 

1 Seligman (1972) has argued for the concept of 'preparedness' which implies that 
some animals are born especially prepared, through evolutionary processes, to 
learn easily certain behaviour patterns of survival value to the species. Likewise, 
some patterns are difficult or impossible to learn at all - the animal is 'concra- 
prepared'. This makes comparison between one species and another hazardous, 
let alone comparison between human and animal. 

2 Kohler (1925) demonstrated in apes what he referred to as 'insight' learning - 
solving a novel problem with a sudden reorganisation of detail, much like we do 
when we spontaneously solve one of those annoying match-stick problems. If 
apes can do what humans certainly can, then the validity of comparing human 
learning processes with those of the rat, who doesn't exhibit 'insight', seems 
questionable. 

3 The ethologists have shown that quite a lot of behaviour, subject to cultural 
variation and slow developmental learning in humans, is instinctive in animals, 
demonstrated as 'fixed action patterns'. Mating preludes and territorial defence 
are quite rigidly organised in a large number of species yet quite ungeneralised 
across the breadth of human cultures. 

4 The ethologists, among others, have also questioned the validity of having 

! the following points are made: 

j Knowledge to be gained must justify procedure; trivial research is not 

i encouraged; alternative methods are 

The smallest possible number of animals should be used 

1 No members of endangered species should ever be used 

I Caging, food deprivation, procedures causing discomfort or pain should all be 
assessed relative to the particular species studied. A procedure relatively mild to 
one can be damaging to another 

I 
: Naturalis~c studies are preferred to laboratory ones, but animals should be 

disturbed as little as possible in the wild 
I Experimenters must be familiar with the technical aspects of anaesthesia, 

pharmacological compounds and so on; regular post-operative medical checks 
must be made 

i 

1 The guidelines also direct the psychologist to the relevant laws under which animal 
4 research is conducted and to the need for various licences. 



All in all, it looks difficult to conduct much research at all without running into 
ethical arguments. Certainly it seems impossible to proceed with anything before 
considering possible ethical objections. But this is as it should be. Other sciences too 
have their associations and committees for considering social responsibility in 
scientific research. They argue about the use to which findings might be put or the 
organisations from whom it would not be prudent to accept sponsorship. ~h 
consider the likely impact of their work on society as a whole. 

eY 

Similarly, psychology has to make these considerations. But, since humans, a, 
individuals in society, are also the focal point of research, it is hardly surprising that 
psychology, as a research society, has to be far sharper on its toes in spotting 
malpractice, abuse, thoughtlessness and lack of professionalism. If psychologists 
prefer not to have people take one step backwards at parties and say things like '1 bet 
you're testing me' or 'Is this part of an experiment?', they need to reassure the public 
constantly that some excesses of the past cannot now happen and that deception 
really is only used when necessary. 

The humanists and 'new paradigm' researchers appear to have gained the moral 
high ground on these ethical issues, not just because they put dignity and honesty 
first, but because they see their collaborative or non-directive methods as the only 
route to genuine, uncoerced information. As Maslow puts it: 

'. . . if you prod at people like things, they won't let you know them.' 

Well, what do you think? You'll probably discuss quite heatedly, with co-students or 
colleagues, the rights and wrongs of conducting some experiments. I can't help 
feeling that the information from Milgram's work is extremely valuable. It certainly 
undermined stereotypes I had about whole cultures being inherently cruel. But I also 
can't help thinking immediately about thcse participants who went all the way. Can 
we be so sure we'd be in the 35% who stopped? Not even all these stopped as soon as 
the victim wis clearly in trouble. How would we feel the rest of our lives? Should we 
inflict such a loss of dignity on others? 1 haven't made any final decision about this 
issue, as about many other psychological debates and philosophical dilemmas. 
Fortunately, I'm not in a position where I have to vote on it. But what do you 
think. . . ? 

Informing participants about the full 
nature and rationale o f  the study they've 
experienced and removing any harm t o  
self-image or self-esteem 

Leading participant t o  believe that 
something other than the true IV is 
involved or, at least, not giving full 
information to the participant about the 
IV, DV or overall procedure 

debriefing 

deception 

 search which makes some alteration intervention 

to people's lives beyond the specific 
research setting, in some cases because 
there is an intention t o  remove 
disadvantage or make improvements of 
some kind in people's overall condition 

Effect of research which intrudes on 
people's personal lives 

Taking part in research without 
agreement or knowledge of the study 

invasion of privacy 

involuntary 
participation 



If you are going to be devising and running your own practical work in psychology, 
good luck! It is great fun, and highly satisfying, to be presenting a report of work 
which is all your own, rather than of a practical which your tutor sets up and sends 
you all off to do. However, beware! Your tutor almost certainly has a lot of experience 
in planning such exercises such that you do not waste all y o u  efforts and end up with 
useless data or find yourself running a project with hopeless snags or a completely 
inappropriate design. 

Below I have jotted down most of the things I can think of which need attention 
before you start your data gathering. I've almost certainly missed some things but I 
hope these will be of some help. Nothing I've written, however can substitute for vey, 
careful planning, preferably in a small group, before you start your data collection. 

Remember that the 'practical' doesn't start when you actually begin running your 
mals and testing your participants. That is a tiny part of the whole process. There is a 
large portion of time to spend planning and another large portion to spend analysing 
and (dare I say it) writing up your report! 

I have written these notes with the traditional, 'tight' hypothesis test in mind. 
Hence there is emphasis on strict definition of variables and thinking about the 
system of analysis before starting. This obviously runs counter to the tenets of 
qualitative and 'new paradigm' research. However, most students will find that, 
through syllabus requirements or other forces, they will need to be familiar with this 
traditional design. Besides, since the 'old paradigm' is hardly likely to disappear 
overnight, I believe it is necessary to understand the approach fully in order to 
understand its weaknesses and to be able to take off in other directions. 

The student wishing to conduct something more qualitative in design would need 
to consult thoroughly with their tutor in order to avoid ending up with a report which 
is fascinating but is seen as the work of a 'displaced novelist' and mainly anecdotal. 

THE OVERALL AIM 

Did the idea just pop up in your head? It is worth checking to see if there is related 
theory. This might give you firmer ideas. You will probably be working to a 
syllabus which wants you to 'embed' the research aims in some background 
theory. There is nothing wrong in principle, however, in testing a personal idea 
which came to you unaided. Creativity is encoura~ng. However, it is likelv that 

. Do you need to quantify your variables because there is no existing measure? Can 
' 

this be done sensibly? How will 'self-concept', for instance, be measured? 
, In thinking of variables it will be useful to think about any statistical analysis you 

are going to employ. For instance, if you have been asked to use correlation then 
, it is almost certainly intended that you should use Pearson or Spearman where 

=i both your variables should be measurable on at least an ordinal scale. Otherwise, 

:i if you tried to 'correlate sex with driving speed', for instance, you would end up 
with the difference between males and females, since sex is a nominal variable - it 

'1 2 only has two qualitatively different values. There are the special procedures 
mentioned in Chapter 18 but you can't get a conventional scattergram, using all 

; of both axes, when one variable has only two distinct values. With such variables 
,1 it makes sense to test for difference. 
:j 

Will you be able to develop a plausible rating scale for your variable(s)? Can 
people rare a photograph of a face on a scale of one to ten for 'happiness', for 

;I. example? Using this approach, you will only be able to do a non-parametric test. 

' f If you measure driving ability by whether a driver stops or not, you can only 
/{ achieve nominal level data. Is that what you want? Similarly, compare asking 

whether people passed their test first time with asking how long it took them to 
learn. 

'4 Are you dealing with too many variables to keep statistical analysis simple 
enough? Say you wanted to see whether introverts improve on a task without an 

1: audience, whereas extroverts deteriorate. You'd like to see whether this is more 
1: true for males than for females and perhaps whether age has an effect too. 
[j Admirable thinking on interacting variables, but the statistical analysis will get 

very complicated. You'll need to use ANOVA. Do you understand the procedure? 
Can you easily get computer assistance? 
The last example would be very costly on participants. Could you get enough? In 
general, will you be able to get enough people for your chosen design? Remember, 
an unrelated design requires twice the number of people, to get the same number 1 '  

, j  
of scores as a repeated measures design. Will you be able to match pairs 
appropriately? You may not be able to obtain the information you need for this 

! (e.g. social class). If you are going to use repeated measures, with tests on two 
different occasions, will everyone be available second time around? 
Have you got all the control conditions or groups you need? A pair of students 1 once planned a test of the matching hypothesis. They wanted to see whether 
people tended to pair photos of couples when they didn't know, out of a set of 10 
men and 10 women, who was married to whom. They conducted the test and 

: reported how often each of their participants had been successful in making a 
match. It suddenly struck them that this wasn't a test of the hypothesis that 
'people tend to many people physically similar to themselves'. They had no 
baseline comparison. They got the people to do the matching test again, this time 

if with the pictures face down. The expected chance 'hit' rate could have been 

:! calculated but there may have been cues in the different pieces of card used in 
there is some related work on it, though perhaps hardto find in ;our college $ their study. 
library. You can always phone up or write to other institutions or libraries, So, will you need a condition for comparison? Could you use a placebo group? 
however, such as your local university. I/ Think of how you will statistically support your hypothesis. 

Now is the time to state your hypotheses very carefully, not when you come to { * Is there a likelihood of any obvious confounding variables? If the general public 
write up the report! i! are to be approached by researchers, will it matter that most of them are female? 

1; . Some students I knew were going to say 'hello' to passers-by under two 
:i 
i i  

-1. 
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conditions, with and without a smile. It stmck them that all of them were female 
and that there could be a differential response from male and female passers-by! 
Are conditions equivalent? If the experimental group have longer, more intricate 
instructions and introduction to their task, could this act as a confounding 
variable? Should the control group get equivalent but 'dummy' introduction and 
instructions, and/or equivalent time with the experimenters? 

THE SAMPLE(S) 

Will you have to use the same old 'friends and acquaintances' or students in the 
college canteen? If so, will they be too much aware of your previous deceptions? 
Will they reveal the nature of the research to naive participants you still wish 1.0 

test? 
Even though the sample can't be truly random or representative, can you balance 
groups for sex, age etc.? 

= Should you ask whether they've participated in this before? You can't ask 
beforehand, in many cases, such as, when you're showing an illusion. You'll have 
to ask afterwards and exclude them from the results if they weren't 'na'ive'. 
If you suspected some participants of 'mucking around' or of already knowing the 
aim and perhaps trying to 'look good', you'll have to decide, having asked them 
afterwards, whether it is legitimate to drop their results. You can discuss this with 
colleagues. 

THE MATERIALS 

Are they equivalent for both conditions? A group of students were doing a version 
of the Asch 'warm-cold' study. People in one group were shown a set of terms: 
intelligent, shy, confident, warm, practical, quick, quiet. The other group were shown 
the same terms except that 'cold' was substituted for 'warm'. The people had to 
judge other characteristics of the hypothetical person. One student had missed a 
class and had no 'coM forms, so she changed the word 'warm' in ink and 
photocopied. This gave a not-too-subtle clue to her second group as to what the 
important word in the set was. 

Can two memory word-lists be equivalent? Can you say that the words in each 
are equally frequent in normal language use, or that two sets of anagrams are 
equally hard to solve? You can use pre-testing of the materials to show there is no 
real difference. 
Are instructions to participants intelligible? 
Are there too many units in the material? Will it take too long to test all on each 
participant? Can they be shortened? 
If you want to construct a questionnaire, see Chapter 9. Remember, a test of an 
attitude is often made, not with questions but with statements for people to agree1 
disagree with or say how far it represents their view. Don't say 'Do you believe in 
abortiodnuclear power/smkes?' These things exist! We want to know what people 
think about them. 
If you're unsure of the wording in the questionnaire, get the help of someone 
who's good with language. Respondents will not respect or take seriously a badly- 
written questionnaire. 
In all cases, pilot! Try out materials on friends and relatives. 

It takes many years to train in the psychoanalytic interpretation of projective tests, 

such as the Rorschach and TAT. Their validity is very much questioned within the 
, academic world. Therefore it would be unwise to attempt to incorporate the use of 
, these instruments in a student practical. 

- If you are focusing on a specific group of people, such as a minority ethnic group, 
. then please read 'doing a race project' in Chapter 10 and be extremely careful with 

:( "our choice of language. If possible, check with members of the group concerned, 

11 &.her 'experts', your tutor andor your classmates. This applies wherever a specific 
group is the focus, whether members of that group will themselves be questioned or not (e.g. 

j f  a nationality, gay people, people with disabilities or specific illnesses or difficulties 

;$ - such as dyslexia, and so on). 

THE PROCEDURE 

There may well be several of you going out to gather data. Make sure you 
standardise yourprocedure exactly before you start. The most common problem I 
have seen amongst a group of students doing a practical together is that they 
didn't have a final check that they had all got exactly the same steps of procedure. 
Don't be shy to ask your fr-iends to do a final check before they rush off after a lot 
of hurried changes. Don't feel stupid if you don't feel confident about exactly 
what you have to do. Ask your friends or the tutor where appropriate. It's better 
to take a little more time, and admit you're not perfect, than to end up with 
results that can't be used or, worse, having to do things over again. 
Decide what extra data is worth recording (sex, age) because it might show up a 
relationship which wasn't part of the original hypotheses. 
Record all the information on the spot. If you decide to wait till later to record age or 
occupation of your interviewee, you may well forget. Then the result may be 
wasted. 

* Be prepared to put participants at their ease and give an encouraging 
introduction. 
Work out the exact instrucrions to participants. Have a simulated run through 
with a colleague. What have you failed to explain? What else might people need/ 
want to know? 
Decide how you will answer questions your participants might ask. Will you have 
stock answers or will you ask them to wait until after the testing? 

!: If the study is an observation: I '  
14 i) Will the observations really be unobtrusive? Check out the recording position 
!, 

!! beforehand. 

!3 ii) Will recording be easy? Does talking into a tape recorder attract too much 
attention for instance? Does the coding system work? Is there time and ample ii 

:j space to make written notes? 

; iii) Will more than one person make records s~multaneously in the interests of 
I; reliability? 
,? 

5 As a student, it is unlikely that you have been trained sufficiently to be able to ' conduct satisfactory debriefing sessions. Professional research psychologists them- 
j.! selves often argue these days about the adequacy of debriefing in returning people to 
!! normal and 'undoing' any psychological harm done. It is also unlikely that you'll have 

if the time or resources to debrief properly. You may not have the finances to send a 
Copy of your report to each of your participants. Therefore it is extremely important 

t I 



that your proposed research project will not involve any of the following: 

Invasion of privacy 
Causing participants to lose dignity 
Causing participants to think less of themselves 
Deception which causes resentment or hostility (check that any deception used is 
absolutely necessary) 

* Unnecessary withholding of information 
Pain or discomfort 
Breaking of local prohibitions (for instance, drinking alcohol on college premises) 
Anything at all about which participants feel uncomfortable. 

Assure participants that anonymity will be maintained, and maintain it! It is 
discourteous and bad practice even to talk with close colleagues in the project, or very 
best friends, in a derogatory manner about participants, even if anonymous. 
develops an elitist, manipulative approach to people who have tried to help you in 
your work. 

Also assure participants that they will not feel or look stupid, or reveal anything 
they don't wish to about themselves. Assure them that they can have destroyed any 
record of behaviour, in particular any they feel very uncomfortable about. Remind 
them they can stop if they wish to. 

On approaching unknown members of the public, tell them who you are, where 
you're from and the reason for doing research (part of your required coursework, for 
instance). 

Make sure your tutor and college are happy about your approach to the public, 
since they will receive any complaints if you use the college name. 

If you have any doubts at all discuss the proposal with your tutor and/or another 
responsible person whose opinions you respect. 

NOW HAVE FLTN! 

~f you carry out some practical work, you will find yourself faced with the onerous 
task of writing it all up. My first piece of advice is don't put it off! You'll find it much 
harder to come back to when any enthusiasm you had for the project will have worn 
off, and you won't be able to understand why certain precautions were taken or just 'i what certain conditions were all about. You'll find essential details of data and 
analysis are missing and you may need the help of your class colleagues who've now 

.I 

i lost their raw data or are too busy to help much. 

:I 
jl WHAT IS THE PURPOSE OF A REPORT? 

There are two main purposes, neither of which is to do with keeping your tutor 
happy. First, you are telling your reader just what you did, why you did it and what 
you think it adds to the stockpile of knowledge and theory development. Second, you 

l z  are recording your procedures in enough detail for some of those readers, who are so 
]i inclined, to replicate your work. We have seen elsewhere why this is so important to '1 
id scientific method. 

- Golden rule number one for report writing, then, is: I!- 
I/ Make sure you write with enough depth and clarity for a complete 
li 
; j  . stranger to repeat exactly what you did in every detail. 
i ! 
ji WHAT ARE THE RULES? 

There are none. However, your tutor will often act as if there are when commenting 
on your work. This is because there are conventions fairly generally accepted. Most of 
these make sense and work in the interests of good report organisation and 
communication between researchers. Have a look at some journals in your college 
library, if that's possible, or ask to borrow a copy of one volume from a local academic 
institution. Your tutor may well have copies of old student work, though very often 
only the poorer work gets left. (Why this systematic bias?) The Associated Examining 
aoard (now part of the Southern Examining Group) will send examples of marked 
work. I have included one fictitious report, with commentary, at the end of this 
chapter. 

What follows, then, is the generally accepted format, around which most articles 
vary just a bit. Qualitative, inductive work will follow much the same format but will 
not have a specific hypothesis to test. However, it will have overall aims clearly set 
out. Another major difference will be that the 'results' section will tend to merge with 
the discussion. Otherwise, reporting of procedures and evaluation of findings, overall 
design and method should all be similar. 



Plagiarism 
Perhaps I was wrong about rules above. Plagiarism is copying directly from another's 
work or paraphrasing it so closely that it is recognisably similar. In official publishing 
this is illegal and people can be sued for it. On college courses, if coursework counts 
towards h a 1  marks then plagiarism is exactly the same as cheating in an exam. on 
many courses the ruling is stiff - one substantial piece of copying fails the entire work. 
The main point is that coursework must be your own (or, in some cases, your 
group's) work. The educational point is that we learn very little from copying, as 
you'll know from your psychological studies of memory and learning processes. ~ h ,  
ethical point is that copying is stealing. So be very careful not to copy from texts. of 
course you can't invent your ideas. Learning is about appreciating what has gone 
before, then, hopefully, adding to it. The best procedure is to read, make notes, close 
any books, ask yourself questions to see how far you've understood, then attempt to 
write out the ideas as you now see them. This is just as important in the introduction 
and discussion sections of practical reports as in any essay. 

Box 28.1 shows a skeleton scheme of the various sections of a report. 

Box 28.1 Sections of a practical report 

Title 
Abstract/surnrnary 
Introduction/airns 

Hypotheses 
Method: Design 

Participants 
Materials/Apparatus 
Procedure 

Resutts: Descnption/Summary 
Analysisf Treatment 

Discussion 

Conclusion 
References 
Appendices 

The title 
This should be as concise as possible. You don't need 'An investigation to see 
whether. . .' or similar. You just need the main variables. Very often, in an 
experiment, you can use the IV and DV. For instance, 'The use of imagery and 
rehearsal methods in recall of verbal material' will adequately describe a (probably 
familiar) study. For a field investigation using correlation, 'The relationship between 
age and attitude to environmental issues' says enough. 

Abstract 
Also known as the 'summary'. But why on earrh does a summary come at the 
beginning? Well, suppose you were interested in whether anyone had done work on 
your proposed topic: anxiety and jogging behaviour in red-bearded vegetarian East 
Londoners. As you flip through dozens of journals looking for related work, how 
much easier it is to see the summary of findings right at the beginning of the article, 

f- having to wade through to the end. The abstract contains the main points of 
the research report, 'abstracted' from it. Most of this century, volumes have been 

1 each month called Psychological Abstracts, containing only abstracts from 
4 '  articles in a huge variety of research journals. This speeds up the job of finding 
';f relevant work. Nowadays, this process has been speeded up enormously by the use of 
' a CD-ROM database called psychlitTM. 
I ]  
I . Your abstract should stand out from the rest of the report by being in a box, in a '' different colour, indented or in a different (typedlword processed) font. 11 
- Introduction 

13 - I like to think of this as a funnel. 

Start with the general psychological subject area. Discuss 

\ theory and research work which is relevant to the 
research topic. Move from the general area /' 

to the particular hypotheses to be tested 
via a coherent and logical argument 

as to why the specific predictions 
have been made. State 

the specific \ HYPOTHESIS / 
' If you recall, way back in Chapter 1, we went through, very briefly, the reasons why a 

prediction was made that, when 'image linking' was used, more items from a word list 
would be recalled than when rehearsal only was used. 

The introduction to a study testing this hypothesis need not contain a five-page 
essay on the psychology of memory, including Ebbinghaus' work and the perforrn- 

-d 

ance of eye-witnesses in court. The hypothesis test belongs within a specialised area 
of memory research. 

We can move our reader through the introduction in the following steps: 

I/ The concepts of short- and long-term memory stores 

, f  * Outline of the two-process memory model 
'4 Some evidence for the two-process model 

Phenomena the model explains, such as primacy and recency in free-recall tasks 

'1 . Focus in on the model's emphasis on rehearsal as the process by which material is 
!i transferred to the long-term store 

Introduce the ccognitive' objection that humans always attempt to construct 
i meaning out of incoming sensory data. Give examples of what this means 

,; From this theory it follows that an attempt to give an unconnected word list some 
' i  'life', by visualising the items and connecting them, should be more successful in e 
ri storing the information than simple rote repetlQon of each word 
I! Additional support could be given here, refemng to previous similar studies and 
" the work on imagery in the literature ii 
[i We have argued through to our specific prediction. It only remains to state the aims 
ia and hypothesis in the clearest terms so there can be no doubt over what exactly were /i the results we expected. 
!i 

' i  Statingaims hi I! One aim of our research is to demonstrate our hypothesis to be valid, using a free- 
li recall experiment under two conditions. An overall aim is to challenge t h ~  traditional 
1 

>3 



two-store memory model. Aims are what the research project is for, what it is 
supposed to do. In qualitative projects, aims may be far more wide ranging and less 
specific than those in a hypothesis-testing project. For this reason, particular care 
would be taken to speclfy aims at this point in qualitative research. 

The hypothesis 
You may be expected to write either the alternative hypothesis (see Chapter 1) or your 
specific prediction for your study. For instance, the altemative hypothesis might be 
that 'mean recall scores are higher after 10 mg of caffeine than after no caffeine'. The 
specific prediction for your study which will support this hypothesis is that 'mean 
recall scores after 10 mg of caffeine will be significantly higher than recall scores after 
no caffeine'. Either way what is essential is that variables are precisely defined. It will be 
uninformative to say 'people will remember better after caffeine'. The hypothesis or 
prediction should not contain the underlying rationale. For instance we do not say 
'There is a correlation between self-esteem and academic achievement because people 
feel better when they are successful' - this is more a description of the aim of the study. 
We simply hypothesise or predict a correlation between self-esteem scores and a 
precise measure of academic achievement - say, number of GCSE and A levels. Box 
28.2 contains loose statements of some hypotheses &om the Chapter 24 exercises 
with possible wordings of the altemative hypothesis and prediction for the study. You 
might like to try writing out column two or three whilst only looking at column one. 

Box 28.2 Loose and precise wordings for hypotheses and predictions 

Vaguely worded Alternative hypothesis Prediction for study 

People will perform worse 
on the sensori-motor task in 
front of an audience. 

Ratings on attractiveness will 
be similar for each member 
of a couple because like 
attracts like. 

Non-rhyming words are 
harder to read. 

Mean number of errors on 
the sensori-motor task 
when in front of an 
audience is higher than the 
mean number made when 
alone. 
There is a positive 
correlation between ratings 
of male and female partners 
on att~activeness. 

Mean time for reading non- 
rhyming words is higher 
than the mean time for 
reading rhyming words. 

The sample mean for errors 
made on the senson-motor 
task in front of an audience 
will be significantly higher 
than the sample mean for 
errors made when alone. 
There will be a significant 
pos'itive correlation 
between ratings of male and 
female partnen on 
attractiveness. 
There will be a significant 
difference between mean 
reading times for rhyming 
and non-rhyming words, 
with the rhyming mean 
being higher. 

THE NULL HYPOTHESIS - The research hypothesis is often given the symbol H, and 
the null hypothesis gets H,. Further hypotheses being tested get numbered logically, 
Hz, H, etc., each with their accompanying H,,. The null hypothesis gets stated 
directly after each hypothesis. 
Note: it is a good exercise, in early psychological studies, to speclfy precisely what it is 

you are testing. Most tutors will ask you to state H,, and the exam boards usually 
mention it. In published research reports, in fact, the null hypothesis is rarely 
mentioned or explicitly stated. Even hypotheses are not as dogmatically expressed as 
I've recommended. However, writers do make clear exactly what they're testing using 
well-developed writing styles. 

The method 
It is customary and convenient, but not absolutely necessary, to break the method 
used down into the following four subheadings. Materials and procedure may often 
be one heading. 

DESIGN - This describes the 'skeleton' outline of the study - its basic framework. For 
instance, is it an experiment or not? If it is, what design is used (repeated measures, 
etc.)? What conditions are there, and how many groups are used? What is the 
purpose of each group (control, placebo etc.)? How many participants are in each 
group (though this information can go in the 'participants' section below)? In many 
cases, describing the groups will be a way of describing the IV. In any case, both the 
IV and DV should be outlined here. 

What controls have been employed? Is there counterbalancing and, if so, of what 
form? 

In our experiment on imagery and rehearsal, we could say 'we used a repeated 
measures design with one group of 15 participants who were presented with a 
20-item word list in two conditions, one with instructions only to rehearse each item, 
the other with instructions to use image-linking. Order of taking conditions was 
reversed for half the participants. The DV was number of items recalled under free 
recall conditions.' . . . and that's about enough. 

You don't need to give any details of procedure or materials used, otherwise you'll 
find yourself laboriously repeating yourself later on. 

If the study is non-experimental, its overall approach (e.g. observational) can be 
stated along with design structures such as longitudinal, cross-sectional etc. Again 
there may be (uncontrolled) IV and DV, for instance sex and stopping at an amber 
traffic light. Controls, such as measures of inter-observer reliability, may have been 
incorporated. Don't mention details here, just that the control was employed. 
PARTICIPANTS - Give numbers, including how many in each group, and other details 
relevant to the study. If someone wishes to replicate your findings about 'adolescents' 
and their self-concepts, it is important for them to know exactly what ages and sex 
your participants were. These variables are less important in technical laboratory 
tasks,-though general age range is usually useful and handedness may be relevant. 
Other variables, such as social class or occupation might be highly relevant for some 
research topics. Certainly important is how na'ive to psychology participants were. 
Otherwise, keep details to a minimum. 

How were participants obtained? How were they allocated to the various experi- 
mental groups (if not covered in your 'design')? 

~~ATERIALSIAPPARATUS - Again, apply the golden rule: give enough detailfor a 
proper replication to be possible. This means giving specifications of consmcted 
equipment (finger-maze, illusion box) and source (manufacturer, make, model) of 
commercial items (tachistoscope, computer). Exact details of all written materials 
should be given here or in an appendix, including: word lists, questionnaires, lists 
people had to choose from, pictures and so on. You don't need to give details of blank 
paper or pencils! 
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In our memory study we would need two lists of words because we can't have 
people learning the same list twice without a mammoth confounding variable. we 
would state in this section how we justify our two lists being equivalent - selected 
from word frequency list, same number of concrete and abstract terms, etc. 

It may be useful to include a diagram or photo of an experimental set-up or seating 
arrangements. 
PROCEDURE - The rule here is simple. Describe exactly what happened from stan to 
finish in testing. This must be enough for good replication. Any standardised 
instructions should be included here or in an appendix, inchding any Standard 
answers to predicted questions from participants. 

The exact wording used in training participants to use imagery in our memory 
experiment should be included, together with any practice Dials and words used for 
these. 

It is very tempting to 'slrim' the materials and procedure sections and give far too 
littie detail. My advice if you're not sure you've written enough is: 

GrVE I T  TO A FRIEND OR RELATIVE T O  READ! 
If your mother or boyfriend can understand exactly what happened, if they could go 
off and do it, then it's clear and enough. (They might not get on too well with the 
other sections without some psychological knowledge.) 

Results 
DESCRIFTION - Large amounts of raw data go in an appendix. A summary table of 
these is presented in the results section, including frequencies, means, standard 
deviations or their equivalents. Any tables (appearing here or in the appendix) should 
be well headed. For instance, a table of our experimental result starting like Table 
28.1 is inadequate. What do the numbers stand for? We need a heading 'Number of 
words recalled in the stated condition'. If results are times, state 'seconds' or 
'minutes'; if they are distance measurements, state the units. 

Table 28.1 Incorrect experimental results table 

Participant imagery Rehearsal 
I 12 8 
2 15 12 
etc. etc. etc. 

You might wish to present a graphical representation of your data, such as a 
histogram or scattergram. Make sure these are clearly headed too, and that the 
vertical and horizontal axes have titles. 

Tables and charts will need numbering for reference purposes. 
ANALYSIS OR TREATMENT - If there are several hypotheses to test, or different 
treatments, :ake one at a time and divide this section into subsections ((a), (b), etc.) 
with a heading for each one stating what hypothesis is being tested in each case. 

State which statistical test is being applied and justzJj this using the decision 
procedures outlined in Chapter 24. 

State the result clearly and compare this with the appropriate critical value. Justify 
the choice of this critical value including N o r  degrees of freedom, number of tails, 

'~v md the corresponding level of probability ( 'p<. . '). Boa 28.3 is a quick exercise in 
4 noting what can be missing from statements of significance. 
1 - 

1 Box 28.3 Incomplete significarrce statements 

Statements What's missing 
'The t-test showed that differences were A t  what level? How many degrees of 
significant' freedom? How many tails? 
'There was a strong correlation between But was it significant, and at what level? Was 
the two variables' the correlation positive or negative? Was 

the prediction one- or two-tailed? 
'There was a significant difference between How many degrees of freedom? How many 
the two conditions at the I % level' tails? 

i 
Ii 
,I 

State whether the null hypothesis is being rejected or retained. 
I: Calculations of your tests, if you wish to include them, should appear only in the 
'! appendix. Many calculations these days will be performed by computer or dedicated 

calculator. The software used, and intermediary results, can be mentioned in an 
il appendix. 
I! - If there are a number of test results, these could be presented in a clear summary 
,I table. 

Discussion 

The first step here is to explain in non-statistical language just what has happened in 
the results section. These results must then be related to the hypotheses you set out to 
test, and to the original aims of the research. These in turn are then related to the 
background theory, showing support or a need to modify theory in the light of 
contradictory or ambiguous findings. 

Unexpected findings or 'quirks' in the results can also be discussed as a secondary 
issue. From time to time, such 'oddities' lead in novel research directions. You can 
try to offer some explanations of these if you have good reasons. 

Evaluating the method 
The conscientious researcher always evaluates the design and method, picking out 
flaws and areas of weakness. This isn't just to nitpick. A reader of the report might 
well come back and accuse the researcher of not considering such weaknesses. The 
researcher can forestall such criticism by presenting a good argument as to why the 
wealmess should not have serious effect. 

The emphasis of the evaluation depends partly on the outcome: 
a Ifwe got the result we expected, we should look carefully at the design for possible 
confounding variables producing a type I error. If we were predicting that the null 
hypothesis would be supported, we should look for ways in which the design and 
procedures may have hidden differences or relationships. 
b If we failed to get what we predicted, we should look for sources of random 
variables (though research with a successful outcome may also have been affected by 
these). What aspects of the design, procedures and materials used did we find 
unsatisfactory? There could even be a confounding variable which suppresses our 
predicted effect. 
c Not everythmg in an experiment or investigation can be perfect. There is no need 
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to talk about not controlling temperature or background noise unless there is good 
reason to suppose that variation in these could have seriously affected results. Usuauy 
this is quite unlikely. 
SUGGEST MODIFICATIONS - Most research leads on to more research. From the 
considerations made so far you should be able to suggest modifications of this design, 
or quite new directions, which will follow up on, or check the points made. 

Conclusion 
Part of the 'lore' of people teaching psychology is that the main report should end 
with a conclusion containing a summary of the main statistical conclusions. hoking 
through several copies of Tke British Journal of Psychology, I find that no one does this. 
There is no section called 'Conclusion', even though there is sometimes one called 
'Final Comment'. This is probably the best thing to do - make some summarising 
comment in terms of overall findings, their relationship to the relevant model or 
theory and implications for the future. Avoid repeating the abstract or the beginning 
of your discussion, however. A verbal summary of statistical findings may be useful 
where several tests in the results analysis were talked about one by one in the 
discussion. 

It is worth pointing out that actual journal articles never show calculations or 
include raw data and rarely justify the statistical test chosen. However, this 
information is always available through private correspondence. Students doing 
practical work are usually asked to substitute for the real-life situation by including 
these with their reports. 

References 
This is one of the most tedious aspects of writing a report, especially if you've referred 
to a lot of different research in your work. There is also often a lot of confusion over 
what exactly counts as a reference, what should be included. 

Golden rule number 2 is: 

If you referred to it directly somewhere in your text, include it. If 
you didn't refer to it, don't include it! 

If you wrote '. . . Gross (1992) argues that . . .'. this is a reference. The date means 
you're telling the reader where you got the information from. If you happened to read 
Gross' textbook whilst preparing your practical or trying to write it up - it may be 
where you got Bower (1977) from, for instance - then Gross is not a reference (but 
Bower will be, if you included it). Strictly speaking, if you read Bower only in Gross, 
you can say 'Bower (1977) plus reference details, as cited in Gross (1992) . . .' (etc.), 
giving the full Gross reference and page nurnber(s). If you want to tell your reader 
what you read but didn't specifically refer to in your text, put these titles under 
'Bibliography' if you like. In other words, your 'references' are what your text refers 
to, not what you read in tocal. 

Write references in the way they appear at the back of this book. Notice that journal 
ankles have the journal title in italics. The article is in ordinary print. For books the 
book title gets special treatment. There can be a few awkward ones which were 
articles in someone else's coliection of articles, government reports and so on. 

Appendices 
These might contain: calculations, instructions given to participants, memory list 
items, questionnaires and so on. These continue your normal page numbering. 

Separate topics go in separate, numbered appendices ('Appendix l', 'Appendix 2', 
etc.). 

Geneml presentation 
It is useful to have page numbering throughout. You might find it convenient to refer 
to pages in your text. 

A title page sets the whole project off well and a contents page helps the reader go 
to specific sections. If you have presented a set of projects together, it might help to 
begin the whole set with a contents page and to have a 'header' on each page telling 
the reader what particular practical we're in. 

(Note: some of these points will not apply to non-experimental or qualitative work) 

T ~ ~ L E  - Does your title give a brief, but clear indication of the content? 
CONTENTS - Have you numbered every page? Have you included a contents page 
listing main sections of the report? 

ABSTRACTISUMMARY - Does your summary cover the aims, IVY DV, participants, 
design, measures, main statistical results and conclusions of the research project? 
Does it convey a brief, essential impression of the research in less than 200 words? 
INTRODUCTION - Have you given a brief general overview of the issues and, concepts 
that are relevant to the topic which places the research in context? Is there an account 
of similar or related studies? Wave you explained why your study was undertaken? 
Have you explained the main aims of the investigation? Are hypotheses (if any), 
including null, clearly stated in a straightforward, measurable form? 
~ ~ E T H O D  - Will your readers have enough detail to repeat the study exactly as you did 
it? Have you chosen a suitable set of subheadings which organise the information 
clearly? ' 

DESIGN - Have you stated the main design form (field observation, repeated 
measures experiment, etc.)? Have you explained briefly why this design was selected? 
Have you explained the purpose of the different groups and given numbers in each? 
Have you identified the IV and DV and described conditions? Have you listed 
controls introduced ('blinds', counterbalancing)? 

PARTICIPANTS - IS it clear who they were and how they were chosen or obtained? 
Have you provided any additional informarion which may be relevant to the research 
(age, sex, first language, nayvety)? 

~~ATEFXALS~APPARATUS -Have you described these in sufficient detail for replication? 
Have you made use, where necessary, of drawings and diagrams? Have you described 
any technical apparatus? Have you included word lists, questionnaires etc? 

PROCEDURE - Have you explained, in sequence, exactly what the experimenter1 
researcher did and what each participant experienced? Have you reported in full any 
important instructions given? (Copies in appendix.) Have you given a clear impres- 
sion of the layout and arrangement of events? 
RESULTS - IS there a summary table of results giving totals, means, standard 
deviations or their equivalents? Are lengthy, raw data in an appendix? Have you 
exploited opportunities for visual presentation? Are all tables, graphs and charts fully 



and clearly labelled and numbered? Have you given each a title and are units clear. 
Y shown? Have you clearly explained any coding or rating systems, scoring ,f 

questionnaires or other ways data were manipulated before final analysis? 

&ALYSIS/TREATMENT - Have you explained and justified your choice of statistical 
test for analysis? Have you listed the results of the tests, their significance, the degrees 
of freedom, number of tails? Are calculations in the appendix, or an explanation of 
how they were done (e.g. computer)? Are statements made about rejection or not of 
each null hypothesis? 

DISCUSSION - Is there a verbal (not statistical) description of results? D O  you explain 
how the results relate to your hypotheses and any background theory or prior 
research? Can you explain any unexpected results? Have you evaluated the design 
and procedures used? Have you considered alternative explanations of results? Have 
you suggested modifications, extensions or new research to deal with these last three 
points? 

REFERENCES - Have you listed all the studies which you referred to (wirh a date in 
brackets) in your text? Have you used the standard format for references? i.e, last 
name, initials (date) book title, place published: publisher or last name, initials (date) 
article title, journal title, Vol., page numbers. 

APPENDICES - Have you labelled each appendix clearly? Do the appendices conrinue 
the page numbering? Are the appendices included on your contents page and referred 
to at appropriate points in the text? 

What you see below is afictitious student report. It is not a good report, so please use it 
carefully as a model, taking into account all the comments I've made beside it. My 
reasoning was this. If I include a perfect report the recent newcomer to psychology 
and its practical writing conventions would have little clue as to what typically goes 
wrong in report writing. To include all possible mistakes would be to produce an 
unreadable piece of work serving little purpose. The report below would be roughly 
in the mid-range at A-level, perhaps a little lower at first year degree level (I think) but 
its exact mark would depend upon the level or particular syllabus. Hence, I've 
refrained from assessing it formally. It contains quite a lot of omissions and 
ambiguities, but few outright mistakes. Too many of these might be misleading. E 
have coded comments as follows: 

J a good point 
)I an error, omission, ambiguity; in general, a point which would count to lower the 

overall mark for the report 
? an ambiguity or odd point which would not lower the mark on its own but could 

contribute to an overall lower mark if it were repeated. Also used for grammat- 
ical and conventional style points which, again, are not terribly bad on their own 
but which may accumulate into a feeling of 'not quite so good' (but this does 
depend on your level of study) 

Assume that materials mentioned as in appendices were included (often they 
aren't!). 



ABSTRACT 

we2 set out to see whether people make sexist assumptions about an author 
when they read their writing. We asked 39 participants to read an article and 
told half ofthem (I 9) that the author was a man and the others that It was a 
woman. We did this by making the writer's name 'John Kelly' for one article and 
'Jean Kelly' for the other.3 Because of stereotyping we expected the 'Jean Kelly' 
group to think worse of the article's quality.4 Results were not significant5 and the 
null hypothesis was kept. It was thought that the article was too neutral and 
women might have been voted lower on a technical article and men lower on a 
child-care article. If results were valid this could be interpreted as a change in 
attitude since Goldberg's (1 968) work6 

People use stereotypes when they look at other people. When we perceive people it's 
like looking at things in the world. We look through a framework of what we've learnt 
and we don't see the real thing but our impressions of it are coloured by what we 
expect and our biases. Bruner (1957) said we 'go beyond the information given';7 we 
use what's there as 'cues' to what we interpret is really there. For example, when we 
see a car on the road and a mountain behind it, the mountain might look only twice as 
high as the car but because we know how far away the mountain is we can estimate 
what size it really is. When we take a picture of a pretty sight we often get telephone 
wires in the way because we've learnt not to see what isn't important. Also, we take a 
shot of Uncle Arthur on the beach and he comes out really small because we thought 
he looked much bigger in the viewfinder because he's important to us. Bruner and his 
friends started the 'new look' in percepuon where they experimented with perception 
to show that we're affected by our emotions, motivation and 'set'. In one experiment 
they showed sweet jars to children that were either filled with sand or  sweet^.^ The 
children saw the jars with sweets as larger, so we are affected by our past experience 
and what we want. (Dukes and Bevan, 195 1 .19 

To show that a small bit of information affects our judgement of persons Asch 
(1946) gave some people some words to describe a person. The words were the same 
except that 'warm' and 'cold' were different. This even works when the person is real 
because ICelley (1950) introduced students to a 'warm' or 'cold' person and they 
liked the warm one more. The 'warm' person was seen quite differently from the 
'cold' one. 

Sex differences are a myth." Condry and Condry (1976) showed people a film of a 
nine-month-old child reacting to a jack-in-the-box. If they were told he was a boy the 
reaction was thought of as 'anger' but for a 'girl' it was thought of as 'fear'. Dew 
(1977) reviewed several studies and found females often explain their performance as 
luck, even if they do well, but men say their ability helped them. This was where the 
task they did was unfamiliar. This means that men and women accept their 

Don't need 'An experiment . . .'; title could be shorter, 'The effect of 
author's sex on assessment of an article'. 
Conventional reports are written in passive not personal mode; e.g. 'The 
theory was tested that author's sex affects judgement of writing.' '39 
participants were asked. . .' 
N is clearly described. 
DV is not at all defined. How will 'thinking worse of' be measured? 
Results very poorly reported. What test was used? What data were the 
test(s) on? What was the null hypothesis? What significance level was 
chosen to reject at? (e.g. p <  0.5) 
Some brief statement of conclusions included. 
Quotation is in quote marks and attributed to an author, with date - this 
must be referenced at the end of the report. 
(Poor children! - you wouldn't think they'd let psychologists do that sort 
of thing!) 
A broad start about factors which affect judgement in perception. The .- -- 

introduction should now go on to introduce person perception and narrow 
down to sex-role stereotype effects. 
!!! A gigantic and unjustified assumption made here; there are some 
differences (e.g. reading development rate); the claim needs qualifying 
with the use of 'some', 'many' or examples. 
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stereotype and go along with it in their lives." Maccoby and Jacklin's experiment12 in 
1974 showed that males describe themselves with independent terms (e.g. intelligent, 
ambitious) but females use more social terms (e.g. cooperative, honest). 

A psychologist called13 Goldberg (1968) got female students to read articles 
written by a man or a woman (they thought). The articles written by a man were 
rated as better. This is the experiment we're doing here.I4 

Hypothesis 
People thinking an author is male will think some articles are better written than 
people thinking the author is female." 

Ho 
There is no difference between the male and female author condition means. 

Design 
The experiment was independent samples." There were two groups. The independ- 
ent variable was the sex of the author and the dependent variable was the way they 
judged the article." 

Participants 
We used a random sample of 39 participants from the college canteen.Ig Originally 
there were 20 in the male author condition and 20 in the female author condition but 
the results for one in the male author condition went missing. The participants were 
all students except for one who was a fiiend of one of the students. 

Materials 
We used an article from The Guardian Weekend magazine about travelling in 
Tuscany. This is in Appendix 1. It was 908 words long and was printed on two sheets 
of A4 paper. We also used a rating sheet (in Appendix 2) where participants recorded 
their rating of the article for quality and interest on a 10-point ~cale . '~ '~ '  This also had 
some questions on it to make sure the participants had noticed the name of the 
author." 

We sat each participant down and made them feel at ease. We told them there would 
be no serious deception and that they would not be 'tested' or made to feel stupid in 
any way. We said we just wanted their opinion of something and that their opinion 
would be combined with others and their results would be anonymous.23 We 9 
gave them the instructions shown below. All this was done in a standardised way. 

'We would like you to read the article we are about to give you. Please read 
it once quickly, then again slowly. When you have done that, please answer 
the questions on the sheet which is attached to the article. Try to answer as 
best you can but please be sure to answer all questions in the order 
given."' 

If the participant's number was odd they received the female author where the article 
was written by 'Jean Kelly'. The other participants were given 'John Kelly' sheets. In 
one case this order was reversed by mistake.'= 

Participants were then left to read the article and no questions were answered by 

Another grand assumption here, following a very specific result; needs 
qualification. 
It wasn't an experiment; it was a review of mostly ex post facto studies. 
Don't need 'A psychologist called . . .' 
The leap into the hypothesis is far too sudden here; we lurch from good 
background description straight into the hypothesis without some intro- 
duction to the (different) nature of the study being reported. 
Hypothesis too vague; should specify the operationalised DV - rating (on 
the 10 point scale) of quality and of interest. Hence there are two 
hypotheses - ratings of quality for male author higher than for female 
author, and ratings of interest for male author higher than for female 
author. The specific prediction for the study would include reference to 
significance. 
Good that all sections of the method are Dresent and correctlv titled. 
Correct design and this is an experiment. 
Again, DV not specified; it doesn't need complete description here but 
there should be an operational definition of the measure - 'quality was 
measured by scores given on a 10-point scale'. Other contcols have not 
been s~ecified. 
Almost certainly not randomly selected from the canteen; no mention of 
the sex breakdown of participants and this might be important in this 
particular study. 
Materials well described. 
Notice that tucked away here is the first, and only, mention of the 10-point 
scale; we should have heard about this earlier; we still don't know which 
way the scale runs - is 10 high or low quality? 
The technique of asking questions, including dummy ones, in order to 
ensure participants noticed the sex of the author deserves mention in the 
design. (as types of 'control') and not to be tucked away in the materials 
section, along with the 10-point scale. 
Ethical considerations well implemented here. 
Ambiguity; was the initial rapport session standardised, or just the 
instruction giving? 
Exact instructions given are included. 
This system of allocation of participants might have been mentioned in the 
design; good that the mistake was reported however. 
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the experimenters unless it did not concern the reading at all, for instance, if they 
wanted the light turned on or heater turned off. Questions about the reading were 
answered 'Please answer as best you can and we can talk about ("that problem") 
after you've finished. That way, all our participants do exactly the same thing. Thank 
you for your cooperation.' 

The experimenters kept a watchful eye to ensure that instructions were followed in 
the correct order. 

RESULTS 

Data obtained 
The results from the two groups were collected and organised into the table of raw 
data shown in Appendix 3 .  The averages and standard deviations were calculated and 
these are shown in Table 1. 

Table 1 27 

Author 
Female Male 

Quality 
Mean 6.7 6.3 
SD 1.5 2.3 

Interest 
Mean 4.3 5.2 
SD 1 . 1  1.3 

You can see from this   able^' that the male got a lower rating on quality but a higher 
rating on interest. This may be because people think men can write more inter- 
estingly, in general, but women are more likely to be accurate and are generally better 
with language and the rules of grammar.'9 

Figure 1 'O 

Analysis 
We decided to use an unrelated t test on this data to test for difference between the 
means. t tests are parametric and there must be a normal distribution from which the 
sample comes. Also, there must be homogeneiry of variance and the level of 
measurement is in ter~al .~"~ '  

Table has no title; it does not state what the values 6.7 etc. are; should refer 
to 'points given by participants on a 10-point scale for the assessment 
indicated' or similar. 
Should describe and summarise for the reader, not refer to them in this 
personal way. 
Any interpretation or speculation should be conducted in the 'Discussion' 
section; here, just the factual results should be reported. 
Chart has no title; 'My and 'F' have no key (yes, it's obvious what they 
mean but clarity is the keyword here); the vertical scale has no values; the 
chart is correctly drawn as a bar chart (not histogram); hair-splitters may 
argue that, since male and female are qualitatively separate, there should 
be space between the M and F bars, but the approach used here is 
common and usefully illustrative. 
Good that parametric criteria are recognised and described fairly well. 
The use of the t test here has not been justified -there should be an answer 
to the criteria given here, showing that these data are therefore suitable for a 
t test. 



The calculation for t is shown in Appendix 4. 
Our t was 0.97 for quality and 1.43 for interest. Neither of these is significant and 

in both cases we retained the null hypothesis.33'34 

As we see above, there were small differences between the male and female author 
groups but the tests showed there was no significance. It could be that there is a 
difference but our design has failed to show this.j5 Or else there really is no difference 
in the way people judge this article according to the sex of the author. If this is true 
then we have contradicted Goldberg's results but these were done in 1968. Perharss 
things have changed since then and people no longer judge according to sex in 
writing. First we will look at the things that could be wrong with our design.36 

We asked participants to answer some 'dummy' questions so that we could be sure 
they'd noticed the sex of the author before they rated the article.37 When we thought 
about it afterwards, we decided perhaps we should have got them to do the questions 
(or some of them) before they read the article so that they would be aware of the sex 
while they were reading it. This might have made a difference and we could do 
another study like this We didn't take any notice of the sex of our 
participants but obviously this might make a differen~e.~' Perhaps males would 
downrate female authors and maybe vice versa. In a future study we could take 
groups of men and women separately. Another problem was that not everybody 
would use our scale in the same way. 'Good' might be 7 to one person and 9 tb 
another. We could perhaps have standardised by getting them to rate something else 
first and then discussing the points on the scale with them.40 Also, we should have 
used more participants4' and participants may have guessed what was going on and 
there may have been demand  characteristic^.^^ 

We felt that the article used was on a very neutral subject. Goldberg used a 
selection of articles. Some were on traditionally male subjects and some of the 
subjects would be more associated with females. We could do the study again using, 
perhaps, an article on car maintenance and one on child-care to see whether this 
made a differen~e.'~ 

If our result is genuine then perhaps times have changed since 1968. These days 
there are female bus drivers, fire-fighters and even matadors. 

Bem sees sex stereotypes as a 'straight-jacket'44 (Gross, 1992) and argues that 
society would improve with a shift towards 'androgyny'. This is where a person has 
the strengths of both traditional sex-roles. In order to 'discover' androgyny, it was 
necessary to see masculinity and femininity as not mutually exclusive but as two 
independent dimensions and to incorporate this into a new sort of test which would 
produce two logically independent scores. Bem developed such a test (1974).'~ It has 
been shown that people scoring high on Bem's Sex Role Inventory report higher 
levels of emotional well-being than others (Lubinski et al., 1981) and show higher 
self-esteem (Spence et al., 1975). Perhaps, from our results, we have shown that 
people are less likely today to take sex into account when judging the quality of 
writing because androgyny is more acceptable.46 

Doing calculations helps understand the test (in some cases - perhaps not 
here) and mental effort, in general, is usually rewarded; however, not 
strictly necessary for A-level aad in many other syllabuses; check whether 
you need to show working. 
How any degrees of freedom? Was the test one or two-tailed? 
Recognition that a type I1 error could have occurred and that the outcome, 
if genuine, needs interpretation in the light of its contradiction of other 
work. 
Deals with type I1 error possibiliry first, i.e. looks critically at the method. 
Again, role of dummy questions should have been made clear earlier but 
we have already taken this weakness into account in our assessment - not a 
double penalty. 
Suggests modifications based on an analysis of the present study's 
outcomes and weaknesses. 
Good! This point from our earlier debits has now been picked up so we 
can balance this in our assessment. 
This point has also been picked up but it's a pity the implications for a 
parametric test aren't spotted here; should the data have been accepted as 
interval level then? Really, this is a partial % 
Should avoid this knee-jerk point, unless there is a good reason to include 
it; there were a fair n ~ b e r  of participants and with no reason given this is 
rather an empty point, 'thrown in'. 
A difficult one; is the point that people may have guessed and there could 
have been 'demand characteristics'? If so, there should be an explanation 
of.why the effect of demand characteristics is suspected; in what way? If 
peopl&'s guessing was meant as a demand characteristic, is this feasible? It 
must always be remembered in independent samples designs of this kind 
that you know what the IV is but how can the participants know? Why 
should they suspect that another author will be a different sex? This is an 
example of 'ego-centrism' to some extent, and being wise after the event. 
Good extension of study proposed - but looks dangerously like an 
ANOVA design! Are we ready for the testing involved? Remember, we 
can't just do several t tests (or Mann-Whitneys - see introduction to Part 
JX, Section 5). 
Has quoted and acknowledged Gross's specific term here. 
!!! This suddenly technical and academic sounding piece of ten, compared 
to most of the rest of the report, should set alarm bells ringing for the tutor. 
Most tutors, after only a little experience, can spot this kind of change and 
will lurch for the most likely textbooks to check for plagiarism. It is, in fact, 
cribbed straight from Gross (1992) page 696. This really would be a 
shame in an otherwise adequate report. 
Good attempt to feed the result into general context. Some of these resuits 
are up to 20 years old. However, in some colleges it's difficult to get hold of 
more up-to-date research to relate to but try, if you can, to include more 
recent work. 
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STRUCTURED QUESTIONS 

The following structured questions will give the reader practice in answering exam- 
type questions whilst noting that marks available indicate where longer answers are 
required. 

A group of 20 five-year-old children on one housing estate have attended a special 
early-years education project since they were three years old. At the time their parents 
volunteered for the programme, a control group of 20 children was found by selecting 
every tenth family from a list of the 200 other families on the estate. The two groups 
were fairly similar in IQ score at the start of the project. The researchers predict that, 
among other things, the IQ scores of the project group will now be higher than that of 
the control group. The IQ of the two groups at age five is measured using a 
standardised test. The mean of all 40 children is 100. The following results are 
found: 

Special project children Control group children 
Above mean 16 12 
Below mean 4 8 

QUESTlSNS 

Marks 
1 What is the independent variable in this study? 1 

2 What is the purpose of the control group? 2 
3 Has the control group been randomly selected? Give a reason for your 2 

answer. 
4 Describe one important way in which the two groups differ. Why does this 2 

difference matter? 

5 What statistical test would be appropriate for deciding whether the project 3 
group are significantly higher in IQ? Give reasons for choosing this test. 

6 At what level of measurenzent are the table data being treated? 1 

7 When would it be unwise to use the statistical test you have chosen? 2 

8 If we lrnew the individual IQ score for each child, 
a) what statistical test might then be more appropriate? 1 

it. b) why would this test be preferable? 
j i 

2 

9 The researchers decide to reject their null hypothesis after N l y  analysing the 1 
it results. What does this statement mean? 

j. 10 What would be meant if it were claimed that the researchers had made a 1 
i !? 'type I error'? 

11 a) What is meant by a test being 'reliable'? 1 

! b) Describe how the IQ test would have been standardised. 2 

i 12 The early-years project itself may not have been responsible for the 2 
! 
1 

difference in IQ. Referring to the information given on the project, state two 
reasons why the experimental group's IQ might have been higher than that 
of the control group at five years old. 

: 13 What ethical considerations might be made before publishing the results of 2 
: this research? 

ui In a longitudinal study, a sample of 16 children were given an IQ test at ages three, 
; nine and 15 years. The children were selected at random from all children attending a 
: local playgroup who were likely to remain in the area for the duration of the study. 
1 , The researcher believed that IQ is a relatively stable factor across development. 
5 The correlation between the children's IQ values at ages three and nine was 0.41. 
I The correlation between the children's IQ values at ages nine and 15 was 0.78. 

QUESTlONS 

Marks 
B State two important features of the design in this study. 2 
2 Give one disadvantage for each of the features you have mentioned in 2 

question 1. 

3 State one source of bias in the sample selected. 1 

4 Why is it important for the children to stay in the same area, apart fcom I 
convenience to the researcher? 

5 The researcher tests all the children herself. Why might this introduce error 2 
in the results? How might this be easily avoided? 

6 On the diagrams below, show roughly the shapes you would expect for a 
scattergram when the correlation is: 

a) 0.78 1 
b) -0.95 I 

? 
: IQ 15 years r = 0.78 I r = -0.95 

4 

I IQ at 9 years 
2 
' 7 IQ scores for the test used are standardised so that the mean of a large 
'? sample tested is 100 and the standard deviation is 15. 

I 
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a) What would be a child's IQ score if they had a z-score of + 1.5? 1 
b) How many children would score below 85? 1 

8 The researcher chose to calculate Pearson's correlation coeficient. Can you 2 
justify the choice? 

9 Is the hypothesis of the study directional or non-directional? I 
10 Below is a section of the table of critical values for Pearson's coefficient. 

Use this to answer these questions: 
a) Is the correlation of 0.41 significant? 1 
b) At what level is the correlation of 0.78 significant? 1 

df Level of significance ( p  <) (one-tailed) 
(= N- 2) 0.05 0.025 0.0 1 0.005 
14 0.426 0.497 0.623 0.742 
15 0.4 12 0.482 0.606 0.725 
16 0.400 0.468 0.590 0.708 

11 What would a correlation of -0.95, if found, indicate about the two 1 
variables being correlated? 

12 a) For the nine-year and 15-year comparison, state the null hypothesis. 1 
b) Would the null hypothesis you stated in a) be accepted or rejected, given 1 

the results above? 
13 Another researcher carried out a similar study and also obtained a 1 

Pearson's correlation of 0.78. However, in this case the result was not 
significant at any level. What must be the difference between the new 
study and the one described here? 

14 In what way do the results support the researcher's theory and in what way 2 
do they fail to support it? 

15 Describe two common weaknesses of LQ tests 2 

An experiment is conducted on a single participant who has to decide whether a 
word, when it appears on a specially devised screen, is a real word or a nonsense 
word. Presentation is arranged such that, on each trial, the word appears either only 
in the left visual field or only in the right. The sequence of left and right side 
presentations is randomly organised. 

From past research it is predicted that words appearing to the right wiU be 
recognised faster since they go directly to the left ('language specialised') brain 
hemisphere. The researchers used a one-tailed statistical test. 

Recognition speed is measured by the time taken to press a reaction timing switch 
when the word has been judged real or not. If an error is made an extra trial is 
given. 

The results, over many trials, form a positively skewed distribution. Differences 
are significant at 5%, but times for words appearing to the left are faster. 

QUESTIONS 

Marks 

1 Give two advantages and two disadvantages of using a single panicipant 4 
design such as this one. 

2 What are the independent and dependent variables? 2 
3 What should the researcher take into account when choosing the real and 2 

nonsense words for stimulus display? 

4 Can you think of a reason for giving an extra ma1 each time the p d c i p a n t  1 
makes an incorrect judgement? 

5 a) Why are the left and right-side trials presented in a random order? 
b) How could a random order be selected? 2 

6 At what level of measurement (nominallordial/iiterva1/ratio) would a set of E 
reaction times be? 

7 a) The researcher would like to conduct a parametric test but finally 1 
decides not to. Why might this be? 

b) Which non-parametric test would be used? I 

8 Roughly sketch a positively skewed dismbution and mark on it where the 2 
mean and median of the scores would fall. 

9 It is found that, for this participant, times for words appearing to the left 
are significantly faster than for those appearing to the right. 

a) What might explain this participant's times going contrary to 2 
prediction? 

b) What should happen to the null hypothesis? I 

10 The odd result causes the researcher to form a new hypothesis which runs 1 
contrary to established research theory in this area. What significance level 
should be set for the new hypothesis test? 

1% For the new hypothesis, the researcher tests one group with right-side 
presentations and one group with left-side presentations. 

a) What type of design is this? 1 
b) Give one advantage and one disadvantage of this design. 2 
c) How should participants be allocated to the two conditions and why? 2 

A psychologist carries out research in two teaching departments of a college. The 
departments are of roughly equal size, one specialising in catering subjects and the 
other in social work. The catering department is run on fairly traditional leadership 
lines, where the Head of Department takes all major decisions and consults with her 
senior staff who pass on management decisions to more junior lecturers. The social 
work department is organised into small team units which take responsibility for 
quite major decisions within their area of work. 

The researcher is interested in job satisfaction and staff-management relation- 
ships. She uses the following methods: 

- Unstructured interview with each member of staff. 



A structured questionnaire on job satisfaction just developed by the psychologist 
(top score = 50, lowest score = 0). Internal split-half reliability is measured as a 
correlation of 0.86. 

= A week of participant observation in each department (she does a small amount of 
teaching for each department, but members of staff know her true purpose). 

The researcher finds that there is no significant difference between departments in 
scores on the job satisfaction questionnaire. However, among the more junior 
lecturers in the social work department she finds there is strong resentment over 
taking responsibility and she concludes that this is because they do not feel there is 
adequate reward or recognition for their participation. 

Marks 
1 What advantages does the interview have over either of the other two 2 

methods used in this research? 

2 What problems of biased responding might the questionnaire produce? 2 
3 In what ways might the information from the participant observation 2 

method be unique and otherwise unavailable? 

4 Can you give an alternative reason for the lecturers' resentment? 2 
5 What is meant by the 'internal reliability' of the questionnaire? 2 
6 Describe how the questionnaire would be tested for split-half internal 2 

reliability. 
7 The researcher decides to convert the questionnaire scores to ordinal data. 2 

How would this be done? 
8 0.86 is a correlation coeflcient. Which measure of correlation would be 1 

used? 
9 What does the value of 0.86 tell you about the reliability of this 1 

questionnaire? 

10 What other information would you need in order to decide whether a 1 
correlation of 0.86 is significant? 

11 What is the difference between the strength and significance of a correlation 2 
coefficient? 

12 How could the researcher's conclusions about the young lecturers be 2 
tested more objectively by further research? 

13 Why might the questionnaires not have shown up the feelings of 2 
resentment? 

14 What sort of ethical issues will the researcher face in publishing the results 2 
of her research? 

15 volunteers are given Rorschach ink-blot tests. These are abstract patterns which 
participants are asked to look at. They are asked to report on what the shapes look 

' like to them. Their responses are analysed for aggressive content by two trained raters 
whose final rating score is on a scale kom one to 25. A check is made that one rater is 
scoring at about the same level as the other. 

The participants are then given tasks which are impossible to complete. This is 
intended to create frustration and increase aggression. 

The Rorschach tests and ratings for aggression are then repeated and 'post- 
treatment' scores are obtained. It is expected that -be frustration will increase 
aggression. 

Differences between pre- and post-treatment scores are significant at the 5% 
level. 

QUESTIONS 
Murk> 

1 In what way could this sample be biased? 

2 a) What are 'demand characteristics? 
b) Make a brief comment on ways in which demand characteristics might 

occur in this study. 

3 One rater's scores are compared with the other's in order to see whether - 
they are both rating at about the same level. What sort of check is being 
carried out here and why? 

4 What kind of statistical test would be used to compare the two raters' 
scores? 

5 A colleague argues that scores might have risen even without the frustra- 
tion task, because participants were annoyed by the time they were 
wasting. What could be added to the design in order to rule out thls 
possibility? 

6 The effect in question 5 would be a confoundzng vanable. What is meant by 
this term? 

7 The rating scale is not considered sensitive enough to produce interval level 
data. At what other level would it be best to treat the rating scores? 

8 What statistical test would be performed to establish that the pre- and post- 
treatment scores are significantly different? 

9 a) State the hypothesis in this study. 
b) Can the test of this hypothesis be one-tailed? 

10 What is the highest probability that this researcher has made a type I : 
error? 

11 Describe two main weaknesses of unstructured and disguised tests like the -1 

Rorschach. 

12 Outline another method by which aggression could have been assessed. 3 

13 a) What is an 'operational definition? 
b) What is the researcher's operational definition of 'aggression' in this -3 

study? 



One group of 10 participants is asked to solve two sets of six anagrams. One set is of 
common words and the other set is of uncommon words. The sets of words for the 
anagrams are selected at random 5om larger sets of frequently and infrequently 
occurring words. The two conditions are counterbalanced. The time taken to solve 
each anagram was measured by stopwatch and recorded. Results appear in the table 
below. 

Anagram results 

Participant 
Median solution time (in seconds) 

for six anagrams 

Common words 
14 
23 
35 
15 
27 

5 
25 
32 
17 
2 1 

Uncommon words 
27 
85 
32 
30 

130 
13 
60 

1 25 
33 
28 

The researcher argues that when people solve anagrams they do not just passively 
rearrange letters until a word emerges. The theory is that people are active problem- 
solvers and that they generate possible words which might fit some of the letters 
before, and whilst arranging the letters. The research was designed to support this 
theory. 

QUESTIONS 

Marks 
1 What are the independent and dependent variables in this experiment? 2 

2 What kind of experimental design is being employed? 1 

3 a) Why is counterbalancing carried out? 1 
b) How exactly would the counterbalancing be carried out? 2 
c) Assuming one group still takes both conditions, what other technique 1 

would have dealt with the problem for which counterbalancing was 
used? 

4 If the researcher had used two different groups, one for each condition, 1 
why could this have been unsatisfactory? 

5 Apart from changes in noise and lighting levels, suggest two random 2 
variables which might affect the participants' performances. 

6 The researcher asked experimenters to use a standardised procedure which 2 

included explaining the task in exactly the same words to each participant. 
Give two reasons for this approach. 

jf' 7 The times (in seconds) for one person on each of the six anagrams of 

1:- uncommon words are as follows: 
85 97 119 131 156 287 

4 a) With this set of times, why is the median preferable to the mean? 
1 b) Which participant took these times? 

8 At what level of measurement are the times shown in the table (nominal, 1 
ordinal, interval or ratio)? 

9 What parametric test could be used to test for a significant difference 
here? 

i 
: 10 a) Is the level of measurement suitable for this parametrzi test? 

b) State two assumptions about the data, other than level of measure- 

{ 
ment, which should be considered before canying out this type of 
paramemc test. 

< 

11 Give one advantage of using a paramemc test. 

: 12 What is meant by a 'level of significance'? 

13 Could the significance test be one-tailed? Give a reason for your answer. 

.,I 14 The researcher argues that people produce guesses at the word, from 
Fi 

among all the words they know, as they rearrange the letters. They are 
likely to produce less of the infrequent words as guesses. Can you think of 

f any other theoretical explanation for the slower times? 

A researcher predicts that younger teenage mothers will be more controlling with 
their children. Three representative samples of mothers are asked to participate in a 
cross-sectional study. The groups are 15, 19 and 23 years old. The researcher's 
assistants record on videotape a 30-minute play session, once a day, at exactly the 
same time, for a fortnight. The sessions are recorded in the mother's own home. 
Several 'raters', who do not know the research hypothesis, are given a rigorous coding 
system, and they analyse the videotape content in 10-second units. 

The combined raters' scores for verbal control (items like 'Come here!' 'Leave it 
alone!') are shown for the 15- and 23-year-old groups in the table below. The ratings 
are out of a possible total of 100. 

Verbal control ratings 
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Rank chart 

QUESTIONS 

1 Is this an experiment? Give a reason for your answer. 
2 What is meant by a boss-sectional' study? 

10 

89 

Rank 

Rating 

Marks 
2 

1 

I 

34 

3 Give one advantage and one disadvantage of cross-sectional studies. 2 
4 What is one advantage and one disadvantage of carrying out a field study 2 

rather than a study in the laboratory? 

5 What advantage does the use of videotape have over the method of coding 1 
behaviour on the spot, as it occurs? 

6 a) Why is it important to draw a representative sample? 1 
b) What factors might be taken into account in trying to make these 2 

samples representative? 
7 Why is it important that the recording sessions take place at the same time 1 

each day? 
Why would the raters be kept unaware of the research hypothesis? 
How could the reliability of two of the raters' judgements be tested? 
It is decided not to treat the combined raters' scores as interval level data. 
Why might this be? 
All 10 scores in the table need to be ranked as one group. Put the 10 scores 
into rank order using a table like that shown in the rank chart above. The 
highest and lowest have already been entered for you. 

What test would be used to look for a significant dzrerence between the two 
sets of ranks? 

The result of this test shows the probability of the differences occurring by 
chance alone was about 0.07. Does this mean the research idea should be 
abandoned? Give reasons for your answer. 
How could interviews be used to strengthen the research findings? 
Two of the mothers speak to the researcher at the end of the study. One 
wishes to know exactly what the whole project was about. The other 
wishes to remove her video recordings from the results since some of the 
events were extremely embarrassing. In each case, what should the 
researcher say or do? 

A researcher who is interested in stress wishes to test the hypothesis that individuals 
who are generally more anxious tend to have worse health records. 

It is decided to administer two standardised tests to a sample of individuals in a 
variety of occupations who respond to a newspaper advertisement for participants. 

One test is a measure of general anxiety level and a high score indicates high 
anxiety. The other test measures general state of health, including visits to doctors, 
days off sick, and so on. A high score on this test indicates good general health. The 
participants are tested alone in a small soundproof cubicle. 

The questionnaires are scored by two pairs of assistants. One pair score only the 
health questionnaires and the other pair score only the anxiety questionnaires. Both 
are unaware of the nature of the hypothesis being tested. 

' 

After testing, each participant was given full information about the research and 
assured that their results would remain anonymous. 

The data gathered are considered to be at interval level and to satisfy other 
parametric assumptions. The coefficient of correlation between the two measures is 
-0.32 and this value is significant with p < 0.0 1. 

QUESTIONS 

Marks 
1 Would this research design count as an experiment? Give reasons for your 2 

answer. 
2 Are the researchers studying a random sample of participants? Please justify 

your answer. 
3 Why are the assistants who score each questionnaire 

a) not told about the research hypothesis? 
b) given only one questionnaire to score? 

4 Why is it important that the participants were tested alone? 
5 Why do two people rate each questionnaire? 
6 What feature of the tests, in the information given above, permits the data 

gathered to be treated as interval level data? 

7 Which test of correlation would have been used on this data? 

8 T o  conduct this parametric test, data must at least be interval level. What 
other two major assumptions should be considered in order to conduct this 
parametric test? 

9 What is meant by a negative correlation? 
10 Explain why a negative correlation was expected from the use of the two 2 

tests in this study. 
11 What is meant by the expression 'signiJicant with p < 0. Ol'? 2 
12 When would a researcher be expected to achieve a significance level of E 

p<0.01? 
13 Would you call the correlation found in this study tfairly stron& or lfairly 1 

weak'? 
14 Why can a 'weak' correlation still be called 'signz$cant'? 2 
15 What is the point of debriefing all participants at the end? 2 
16 The researcher assumes that high levels of anxiety are a cause of poorer 2 

health. What alternative explanation of the result is possible? 
I 
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A researcher wished to establish which of two new types of word-processing packages 
(Wordpal and Wordmate) was easier to learn and which seemed more 'friendly9. 37 
experienced secretaries already using word processors were obtained by asking for 
volunteers in a wide variety of work settings. For technical reasons, only 12 were 
tested with Wordmate, whereas 25 were tested on Wordpal. 

Using their previous word-processing knowledge, plus on-screen information, the 
secretaries were asked to produce a letter with the program they were given to use. 
Measures were taken of the total time taken to complete the letter perfectly and of 
their evaluation of the program using a previously piloted questionnaire. 

The researchers calculated the standard deviation of the letter completion times 
and, from this, they found each secretary's standard score. The means and standard 
deviations are shown in the table below. The scores appeared to be drawn &om a 
normal distribution. 

Mean completion time (rnins) 
Standard deviation 

Wordrnate Wordpal 
24.746 19.834 
37.29 1 2.2 1 

A non-parametric test of difference showed that the time taken to produce a letter 
with Wordpal was significantly lower than the time taken to produce the letter with 
Wordmate (p < 0.05). A test for difference between the two sets of evaluation scores 
was non-significant. 

QUESTIONS 

1 Give one reason why the sample gathered can be considered biased. 
2 a) What was the independent variable in this study? 

b) What were the two dependent variables in this smdy? 
3 What experimental design is used here and what is one of its advantages? 
4 a) Explain what is meant by 'piloting' a questionnaire 

b) Why is it important that a questionnaire should be piloted? 
5 Explain what is meant by 'standard devialian'. 

Marks 
1 
1 
2 
2 
1 
2 
2 

6 16% of secretaries take longer than 30 minutes to complete the letter using 2 
Wordpal. One secretary's standard score for completing a letter in Wordpal 
is 1.3. Explain how we know that this person took longer than 30 minutes. 

7 The researchers used a non-parametric test of difference. Exactly what test 1 
could this have been? 

8 State one assumption that should be considered before proceeding with a t 1 
test. 

9 What information above indicates that it might be unwise to use a t test in 2 
these circumstances? 

10 Would the researchers have consulted one-tailed or two-tailed values in 2 
determining the significance of the test result? Give a reason for your 
choice. 

11 After the test of difference between the evaluations of the two programmes 2 
the researchers said they would 'retain the null hypothesis'. What did they 
mean? 

12 Give some explanation of why the letter completion times may have 2 
differed by so much, apart JFom the differences between the two word- 
processing programmes. 

13 One secretary does so badly with the program used that shethe wants to 2 
withdraw and have the results destroyed. How would you advise the 
researcher to proceed in these circumstances? 

A group of 12 people with alcohol problems, attending a clinic, volunteer to take part 
in an experimental therapeutic programme. For each volunteer, a second alcoholic is 
selected who is like the volunteer on several important characteristics. After three 
months of the programme, both groups are assessed by two methods. One is a 
structured and standardised questionnaire, completed by participants. The other is a 
clinical interview, conducted by a therapist. 

The treatment group show strong and significant improvement, as measured by 
questionnaire, but this improvement is not so marked as measured by the therapists' 
interview rating. Correlation between the questionnaire score and interview ratings is 
0.87. 

QUESTIONS 
Marks 

a) What sort of experimental design is used here? 
b) State one advanrage of the experimental design used. 

What is a major weakness of the clinical interview when used for psycho- 
logical measurement? 
Describe two problems which might be encountered when constructing 
any questionnaire? 

Give two reasons why the questionnaire might have produced greater 
evidence of improvement than the interview? 

What can we learn from the correlation of interview ratings and ques- 
tionnaire scores? 

A placebo group could have been used in this research. 

a) Why might this have been useful? 
b) What procedure might have been used with the placebo group? 
The questionnaire scores are treated as interval level data. Why might this 
be? 

What statistical test could be used to test for significant difference between 
the questionnaire scores for the two groups? 

Give one disadvantage of using a non-parcrmetric test. 
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In accepting the questionnaire differences as significant the researcher is 
warned that a type I error might have occurred. What does this mean? 
The correlation between questionnaire scores and interview ratings would 
be described as positive. What does this mean? 

The correlation of 0.87 was significant with a sample of 12. When would 
0.87 not be significant, if the sample were smaller or larger? 

Give two reasons why the treatment group may have improved other than 
because of the programme itself. 
After six months the programme shows obvious success. Ethically, what 
should now happen to the control group and why? 
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Table 14 Critical values of L in Page's Trend test 

Number of samples (k) 
3 4 5 6 

Level o f  
significance 0.05 0,O 1 

2 28 - 
3 3 
V 

4 1 42 
Q) 

3 54 55 
5 td, 66 68 

.c o 6 
L 

79 8 1 

d 7 9 1 93 

$ 8 
104 106 

9 116 119 

10 128 131 

-Values of L that equal or exceed the tabled value are significant at, or beyond, the level 
ind~cated. 
For values of k and n beyond these tabled above, and/or where sample sizes differ, the 
significance of P can be tested using the forrnular in the text, see p. 325, 
Taken fmm Page, E. 5. 'Ordered hypotheses for multiple trement.: a signrficance test for 
linear rank' journal of the Amencan Statistical Assoctatton, Vol. 58, pp. 21 6-230. W i i  
pemilssion of the publishers. 

ANSWERS TO EXERCISES AND 

STRUCTURED QUESTIONS 

For the end-of-chapter questions only direct and specific answers are given. They are 
not included where the reader is asked to conduct an exercise or give an open-ended 
description. 

1 IV 
a) Type of propaganda 
b) Noise level 

DV 
Strength of attitude 
Work efficiency 

c )  Time of day Attention span 
d) Amount of practice Level of performance 
e) Smile given or not Smile received or not 
f) Level of frustration Level of aggression 
g) Order of birth Personality and intellectual level 
h) Presence or absence of crowd People's behaviour 

2 Examples: 
Noise: Use specific audio recording of mechanical noise. N in terms of measm-ed 
decibel levels. 
Attention span: Measured by number of 'blips' noticed on a radar-like screen. 
Smile: As recognised by rater who doesn't know research aim and lasting longer 
than one second. 

3 a) IV: preschool education or not. 
DV: cognitive skills and sociability. 

b) e.g.: preschool children's parents more educationally concerned? 
c )  Match parents (on educational concern) in both groups. 

1 Test participants (or equivalent control group) without the confederates 
2 e.g. area, number of children, age, etc. 
3 Only volunteers; must read bulletin; no teetotallers. 



4 Only c. 

5 Placebo group; no special programme but with some attention, and where 
parents expect child to improve. 

6 e.g. left side contained a 'clever' clique of students. 

1 b) Most likely to avoid distortion through knowledge of testing, for instance, 
d) Is probably the most reliable; less to change between measures. 

2 a) Any study where the effect is statistically significant and genuine but where 
generalisation to other people or places is unlikely; for instance, using mental 
images improves list memory for almost everyone, anywhere, but the images 
themselves may not be the causal factor; the effort of creating the images may 
improve recall. 

b )  Any study where the effect demonstrated extends to other people in other 
places but where there is a confounding variable responsible; for instance, 
using mental images improves list memory for almost everyone, anywhere, 
but the images themselves may not be the causal factor; the effort of creating 
the images may improve recall. 

c) A psychological test may always produce much the same data from the same 
people (it is consistent) yet may measure something quite different from what 
is intended. A reliable measure of 'authoritarianism' may actually measure 
'assemveness'. 

4 As examples: the differences between one's love for a mother and a partner; the 
feelings of helplessness of a civil war refugee; nostalgia produced by long 
forgotten song. 

1 a) Field investigation - ex post facto because IV is sex 
b )  Laboratory investigation; ex post facto 
c)  Field experiment 
d) Laboratory experiment 
e)  Laboratory quasi-experiment 
f )  Laboratory investigation; ex postfacto 
g) Field investigation 
h) Natural experiment 
i) Quasi field experiment 

2 a) a and c 
b) g, h and i 
C )  all 
d) all (in (a), observer need not know that sex is the IV) 

1 IV - complexity of pattern. DV - time spent gazing. Design - repeated measures 
(with randomisation and simultaneous presentation of IV). 

2 Add condition with same babies enticed over the shallow side -this gives 
repeated measures; or, have control group enticed over shallow side - 
independent samples. 

3 Repeated measures. Randomisation of IV stimuli. Avoid order effects. 

4 Repeated measures. Counterbalancing. Avoid order effects. 

5 Matched pairs. 

4 The raters vary very much from each other. Correlation is used and gives -0.24. 
Reliability is far too low, the correlation is negative. 

1 See page 13 1 

3 a) Non-random. Start of snowball sample. 
b )  Initial interviewee unwilling to admit problem; initial interviewee gives fewei- 

further contacts; interviewer doesn't see some incidents as 'serious'; 
interviewer doesn't want to record the incidents for personal political reasons. 
interviewer is a poor questioner, is aggressive, shows prejudice etc. 

C) Structured questionnaire more reliable; results more comparable; larger 
sample more representative. 

5 The sixth-formers are volunteers. Only schools which agreed to the study can h t  
sampled fkom. Those without telephones cannot be included. Those who use thr 
youth club are more likely to be selected. 

1 a) It has been found reliable since the correlation is high, hence should be all 
right to use. 

b) Recent nuclear accident? 
2 a) Compare results with i n t e ~ e w  data? 

b )  Can't test the students again under similar circumstances so reliability will 
have to be checked only internally. 

3 Reliable, not necessarily valid. 

4 a) Question invites agreement. 
b) Assumes children should be punished. 
c)  Is this easy to answer? 
d) Double barrelled - 'people aren't the same, but should be treated with 

respect' is a possible response. 
e)  Double negative. 
f) Ambiguous responding. Extreme sexist and feminist might well agree. 
g) Technical term; will this be undersrood? 

5 Use blind assessment using a different na'ive researcher. 
I 



2 Ordinal. 
3 Nominal. 
4 a) Ordinal 

b) Ratio 
c) Interval-like (or 'plastic interval') but treat as ordinal 
d) Nominal 

5 Box b 
6 'Top' is a measure on an ordinal scale. We don't know how far ahead of the 

others she was. 
7 Nominal - did/didnYt hit kerb; Ordinal - rate smoothness on one to 10 scale; 

Intervallratio - measure speed in race. 

8 

Nominal level 
Consistent Inconsistent Consistent Inconsistent 

above mean 
below mean 

9 a) Nominal 
b) Interval (because standardised) 
c) Ordinal 
d) Plastic interval - best to convert to ordinal 
e) Ratio 
f) Nominal (frequencies) 
g) Plastic interval - best converted to ordinal 
h) Interval, because scale is standardised 
i) Ratio if measured using rule 
j) Ordinal 

1 Males: mean = 171.6; median = 132. Females: mean = 367.2; median = 345 

2 Data are ;kewed, therefore use median. Median = 79 (or 79.25 if the precise 
formula is used). 

1 a) 1.32 and -0.78 are not significant. 1.75 and - 1.9 are. 
b) 1.89 and - 1.6 are not significant. -2.05 and 1.98 are. 

I 2 a) possibly one b) only two c) possibly one d) only two 
3 a) 1 % b) More likely 

4 b) True c) True d) True e)  True f) False 

Stem and Leaf 
6.2555 
7.0012222334455666677899 
8.000122338 
9.0235 1 10.0236 

1 1.027 

1 12.1278 
13.5 1 3 Mean = 19.403 

5 Since there is absolutely no variation, all scores must be the same; all scores are 
therefore 0.8 and the mean is 0.8. 

' 6 a) 75.3 b) 25.14% c) 1.33 
I 

7 Negative skew. 

8 

1 X 2  = 19.25 

I 2 Unwise because all expected frequencies less than 5 and sample is very small 
overall. 

I 

I 

3 a) 'Goodness of fit' Chi-square, one variable, two categories. 
b) X 2  = 67.24, p<0.001. 
c) Yes. 
d) NO. X 2  cannot be performed on percentages. We require actual frequencies. 

Mean SD Specific value Deviation z-score % above % below 
40 10 25 - 15 -1.5 93.3 6.7 

100 15 135 35 2.33 0.99 99.01 

17.5 2.5 22.5 5 2 2.28 97.72 
64 4 57 -7 -1.75 95.99 4.02 

21 8 2 5 4 0.5 30.85 69.15 

15.6 3.47 16.12 0.52 0.15 44 5 6 

9 Median position: 26 Median = 79 
Hinge position: 13 Lower hinge: 73 Upper hinge: 95 

I Hinge spread: 22 Low outer fence: 40 High outer fence: I28 

Outlier: 135 Adjacent value: 62 Adjacent value: 128 
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4 a) 4 df b) More than 20% of expected frequencies are below 5 and data are 
skewed, but result is highly significant (p<  0.01). Hence, fairly safe 
conclusion of significance. 

5 N = 8, S = 1. Result is significant at 5%, one-tailed only. We assume a negative 
evaluation wasn't predicted. Hence not significant (two-tailed). 

1 a) U: 0.01 (one-tail), 0.02 (two-tail); T(WRS): 0.025 (one-tail), 0.05 (two-tail) 
b) U: 0.005 (one-tail), 0.01 (two-tail), T(WRS): Not sig. (one- or two-tail) 
c) T(WSR): 0.025 (one-tail), 0.05 (two-tail) 
d) 0.001 (one-tail), 0.002 (two-tail) 

2 a) Table 17.1 - use Wilcoxon signed ranks: T = 1, N = 12, p <  0.001. 
b) Table 17.2 - use Mann-Whimey or Wilcoxon Rank Sum. 

Mann-Whimey: U = 49; Wilcoxon: T = 140; both not significant (p > 0.05). 

1 a) No homogeneity of variance, unrelated design and very different sample 
numbers. Therefore very unwise. Mann-Whitney/Wilcoxon Rank Sum. 

b) Lack of homogeneity of variance but related design. Therefore, safe to carry 
on with t (non-parametric test would be Wilcoxon Signed Ranks). 

2 No. df = 10. cv (two-tailed) atp<0.01 = 3.169 
3 a) NS, keep NH 

b) 0.01, I%, reject NH 
c) NS, keep NH 
d) 0.005, 0.5%, reject NH 
e) NS, keep NH 
f )  0.01, 1%, reject NH 

4 Distributions are skewed. As samples are large, the whole population may well be 
skewed too, and this is contrary to normal distribution assumption. 

P a) Early letter recognition correlates with reading ability at seven years old but 
may not cause the superior reading. It may be related to something else that is 
responsible for better reading ability or children may differ innately in letter 
recognition and reading ability, in which case the greater emphasis would 
make little difference. 

6) negative 
d) stronglvery strong 
e) p<0.0005 

2 a) Accept b) Accept c) Reject d) Accept e) Reject f )  Accept g) Accept 
(wrong direction) 

3 No. For Pearson, data must meet parametric requirements. 

4 Spearman. Data should be treated as ordinal because human judgement. 
5 Check her calculations - highest possible is 1. 

1 Kruskal-Wallis' one-way analysis of variance. 
2 Page's trend test. 
3 Jonckheere's trend test. 

4 Friedman's X 2 .  

2 Variance components: Total Between groups Enor (Withii groups) 
Degrees of freedom: 18 2 16 

Rest of table (transposed) as for one-way example on page 335. 
3 Tukey is safest, but for three conditions there are six possible t tests (1 v2, 1 v3, 

2v3, (1 +2)v3, 1v(2+3),  (1+3)v2) and6X0.01 = 0.06whichis arough 
estimate of the likelihood of a type I error and this is an almost acceptable level. 

4 Special t test 

5 1 1 - 2  

1 3) Factor: colour naming speed (three levels); one-way repeated measures. 
4) Factor 1: type of therapy (three levels); Factor 2: sex of client (two levels); 

3 X 2 unrelated. 
5) Factor 1: age (two levels, unrelated); Factor 2: memorising method (three 

levels, repeat measure); 2 X 3 mixed design. 
6) Factor 1: stimulant (three levels); Factor 2: noise level (four levels); 3 X 4 

unrelated. 
7) Factor 1: personality type (two levels, unrelated); Factor 2: drug (three levels, 

unrelated); Factor 3: task type (two levels, repeat measure); 2 X 3 X 2 mixed 
design. 

8) Factor 1: prejudice level (two levels); Factor 2: race of target person (two 
levels); Factor 3: type of social act (three levels); 2 X 2 X 3 unrelated. 

2 a) f b ) g  c ) d o r e  d ) c  e ) a  Q b  

3 Source of S u m  of Mean Significance 
variation squares df square F of F 
Total 3582.950 19 
Main effects; 

School 1022.450 1 1022.450 13.601 0.002 
Sex 806.450 1 806.450 10.728 0.005 

Interaction: 
School X sex 55 1.250 1 551.250 7.333 0.016 

Error 1202.800 16 75.175 

4 No main effects; significant interaction effect. Diagram a from Figur: 21.3. 



Total 
Between subjects 

Between conditions (unrelated) 
Error between 

Within subjects 
Within conditions 
Between X within conditions 

Error within 

SS df MS Sig. 
of F 

95 
3 1 
3 

28 
64 
2 
6 

5 6 
3 a) False b) False c) True d) False e) 41 f )  False g) True h) 14 

1 Unrelated t; simpler alternative - Mann-Vlrhitney or Wilcoxon Rank Sum. 
2 Mann-Whitney or Wilcoxon Rank Sum. 
3 Chi-square. 
4 Chi-square. 
5 a) Related t; simpler alternative - Wilcoxon Signed Ranks. 

b) Pearson's correlation. 
6 Pearson; Validity test - unrelated t. 
7 Spearman correlation. 
8 Chi-square - 'goodness of fit'. 
9 Chi-square. 

10 Related t; simpler alternative - Wilcoxon Signed Ranks. 
11 Wilcoxon Signed Ranks. 

12 Sign test. 

I children more outside the project. Children know they are being specially treated. 

5 Chi-squared. Data are in frequency form. The test is of difference (or 1 association). Design is unrelated. 
6 Nominal (.frequencies). 1 7a)122.5b)16%(0115.87%) 

I 8 Treat IQ scores as interval and normally distributed. Some argue they're really 
ordinal. However, if standardisation is good can assume interval level. 

9 Groups' scores are significantly different. Reject idea that they vary at chance 
I level only. 

10 They had rejected the null hypothesis when it was true. 

11 a) It produces similar results on similar occasions i.e. is consistent. 
b) Tested on large sample of target population. Unreliable or non- 

I discriminating items rejected. Norms for population established. 

12 Reasons given in answer to question 4. Children might be aware of 'special' 
nature of study and try harder (or parents may push them). Children enjoy 
special attention given. 

1 13 If project works well, are all the other children disadvantaged by not 
participating? Families shown information which might identify them; asked for 
permission to publish; asked to comment on report. 

1 Longitudinal; correlational; ex post facto. 
2 Longitudinal - participants drop out; correlational and ex post facto - no control 

over extraneous variables. 
3 Children not attending playgroup could not be selected. Only those staying a 

long time were selected. 
I 

4 So that children experience some similarity in environment over the period of 
the study and do not suffer school disruption (for instance) which might 
temporarily lower IQ scores. 

5 Researcher bias. She knows their last result and may expect certain 
I performances. Could use tester 'blind' to the previous scores of each child. 

6 
IQ 15 years r = 0.78 r = -0.95 

IQ at 9 years 

1 Attendance at the project or not. 
2 Provides baseline comparison so we can rule out the possibility that any changes 

or IQ values gained would have occurred irrespective of the project. 
3 NO. This is systematic sampling - every child does not have an equal chance of 

being selected. 

4 Control group parents didn't volunteer. Project parents may be particularly 
interested in their children's education and therefore might stimulate their 

7 a) 122.5 b) 16% (or 15.87%) 

8 Treat IQ scores as interval and normally distributed. Some argue they're really 
ordinal. However, if standardisation is good can assume interval level. 

9 Directional (expect positive correlation). 
10 a)  No b)p < 0.005 

11 As one increased the other decreased. ('Negative correlation' would not be an 
adequate answer.) 



478 RESEARCH METHODS AND STATISTICS DJ PSYCHOLOGY 

12 a) Correlation between IQ scores at ages nine and 15 is zero. 
b) Rejected. 

13 New researcher has a smaller sample. 
14 The non-significant result fails to support; the significant result supports. 
15 Cultural bias. Only useful with population on whom test was standardised. 

Tests narrow range of intellectual skill - not crearive problem-solving, for 
instance. 

1 Advantages: no participant variables; participant is own control; quicker; 
cheaper. Disadvantages: generalising to larger group is hazardous; participant 
becomes specialised - not representative behaviour. 

2 IV - left- or right-side presentation. DV - reaction time. 

3 Words are comparatively similar (in size, length, frequency etc.). 

4 Participant may be trying to be fast by guessing. 
5 a) So participant cannot predict nature or position of next item. 

b) Tables, computer, selection from jumbled item numbers. 
6 Interval/ratio (ratio scales are also interval scales so both are correct). 

7 a) Data do not come from a normal distribution, Also data are unrelated so 
perhaps variances were very different. 

b) Mann-Whitney or Wilcoxon Rank Sum. 
8 See Figure 13.21, page 226. 

9 a) Perhaps, contrary to instruction, participant always looks to the left of the 
screen. Perhaps participant does not have language centres mostly left 
hemisphere located (perhaps a left-hander). 

b) It should be retained; although difference was significant, researcher made a 
one-tailed prediction in the opposite direction from that found. 

10 p at less than 0.01. 

11 a) Independent samples. 
b) Advantage: no order effects. Disadvantage: participanu"subjectY variables; 

requires larger sample than repeated measures. 
c )  Random allocation to conditions, to reduce participant variables effect. 

1 Unstructured, therefore richer, perhaps more genuine information. Quicker than 
participant observation and less likely to cause bias through researcher's deeper 
personal involvement. 

2 Response set; social desirability. 
3 Participants may not offer information under questioning of either form. 

Researcher has longer to gain trust and assure confidentiality. 
4 Lecturers may have a lot more work in their depament;  head may be harder to 

work for. 
5 Test is consistent within itself. Participants do not score high on some items yet 

low on other items with similar sense and direction. 

6 Items randomly split into two equal sets (or split into odd and even items) and 
participants' results on the two sets correlated. 

7 Give lowest rank to lowest score; give average of shared ranks to tied scores. 

8 Spearman's correlation. 
9 It is high. 

I0 Number in sample; significance level set. 
11 Strength relates to the actual correlation value. Significance relates to the 

improbability of obtaining that value, given H, and the number of participants. 

12 More specific questionnaire. Look for similar effects in similar departments 
elsewhere. 

13 Questionnaires more impersonal; participants may not have trusted assurances 
of confidentiality. 

14 Disclosure, perhaps indirectly, of participants' views and consequences for 
them. Effect on morale of departments. Checking report with participants first. 

1 They are volunteers. 
2 a) Cues to participant about research aim. 

b) The impossibility of the tasks, if extreme, may alert participants to 
experimenter's aim. 

3 Inter-rater reliability. Ensure consistent measurement. 
4 Correlation. 

5 Control group not given fi-ustrating tasks. 

6 See Glossary, Chapter 2. 
7 Ordinal. 

8 Wilcoxon Signed Ranks. 
9 a) Post-treatment scores will be significantly higher than pre-treatment scores. 

b) Yes, because direction is predicted. 
10 Less than 0.05. 

11 Subjective assessmentlinterpretation of rating scale; generally low reliability. 
12 Open questionnaire; reactions to violent film; physiological measures. 
13 a) Steps taken to measure phenomenon. 

b) Responses scored on Rorschach rating scale. 



1 IV: common or uncommon words. DV: median solution time. 
2 Repeated measures. 

3 a) To avoid order effects. 
b) Half the participants do common words first. The other half do uncommon 

words first. 
c) Randomising the anagrams into one list (or leaving a long time between 

testing each condition). 
4 Presence of participantl'subject' variables. 
5 Participants' unfamiliarity with certain words; timing errors. 

6 Variations in wording and approach cannot be said to be responsible for any 
changes observed. Sticking to this procedure, experimenters cannot be tempted 
to give help or clues to the design. 

7 a) Mean would be distorted in value by the last, very high value. 
b) H (because median is 125). 

8 Intervallratio (ratio scales are also interval scales so both are correct). 
9 Related t test. 

10 a) Yes 
b) Values must come from normally distributed population. Variances should 

not be too dissimilar. 
11 More sensitive, power efficient, generalisable. 
12 Level of probability at which null hypothesis rejected. Results too unlikely to be 

chance fluctuation. 
13 Yes. Nine out of 10 uncommon times are longer than common. Differences are 

mostly quite large. 
14 Uncommon words formed by unusual letter combinations (e.g. 'psychology'). 

1 No. Independent variable not controlled. 

2 Participants drawn at same time from several target groups, in this case age 
groups of mothers. 

3 Advantage: don't lose participants, as happens in longitudinal studies; 
immediate results. Disadvantages: participant variables; one group may have 
experienced social changes which other group haven't. 

4 Advantage: more natural behaviour. Disadvantage: less control. 
5 Can code all behaviour in detail after data collection at appropriate speed. 

6 a) So results can be generalised, and effects noted aren't linked to particular 
features of this sample. 

b) Class, area, schooling etc. 

7 Variables (such as arrival of post) might otherwise affect any consistency in 
behaviour observed. 

8 So they don't slant their ratings towards or away from it. 
9 Use correlation between their two sets of results. 

10 Human judgements like these can't be said to have equal intervals between the 
whole number units. 

11 34(1) 45(2) 56(4) 56(4) 56(4) 65(6) 68(7) 78(8.5) 78(8.5) 89(10) 

12 Mam-Whitney or Wilcoxon Rank Sum. 
13 No. Although we can't reject the null hypothesis, a result with probability less 

than 0.07 is so close to significance that we may well be making a type I1 error. 
It is worth replicating. 

14 Ask mothers about discipline and why it is necessary. Look for categories of 
response, including those stressing need to control. 

25 All participants should be given a complete report. Researcher should anyway sit 
and explain the project in non-specialist language. The mother has the right to 
remove her material, though researcher might uy to assuage her doubts about 
confidentiality and the security of the raw video data. 

1 No. Independent variable not manipulated. 
I 2 No. The participants are volunteers. 

3 a) Can't bias rating in favour of expected results. 
b) Can't guess research aim. 

4 Responding to questionnaire with others around might well have an unwanted 
effect on a variable like anxiety. 

5 To reduce random errors; to be able to check rater reliability. 
6 Both tests are standardised. 
7 Pearson's. 

8 See Question 6,10 b). 
9 Inverse relationship; as one variable increases, other decreases. 

10 Higher anxiety scores are expected to be paired with lower health scores and vice 
versa. 

11 Such an extreme correlation would only occur by chance (i.e. if the null 
hypothesis is true) less than one time in 100. 

12 If results likely to be controversial; if only one chance to test. 
13 Fairly weak. 

14 Depends on sample size; with high sample size a low correlation is significant. 
15 To return participants to normal, remove negative impressions, feelings about 

performance, lowered self esteem etc.; to inform of exact research aims. 
, 

16 People with poor health might (understandably) be more anxious about it. 



1 Volunteers; already experienced. 
2 IV: two word-processing packages. DVs: time taken and evaluation. 
3 Independent samples; no order effects; participants can't guess aims. 

4 a) Trying out a draft version on an initial sample. 
b) To identify faults and ambiguities so final version is improved; also, in order 

to check for reliability and to conduct item analysis to create final version. 

5 A measure of dispersion (spread of scores around the mean) in a sample of 
scores. 

6 One standard deviation cuts off top 16% of distribution. Sxandard score of 1 is 
one standard deviation above mean. This secretary is 1.3 standard deviations 
above the mean and therefore, in top 16%. 

7 Mann-Whitney or Wilcoxon Rank Sum. 
8 Any of: (1) Interval level data; (2) and (3) see answer to Question 6, 10 b). 

9 Standard deviations (and therefore variances) are very different and there are 
quite different sample numbers. (The design is unrelated.) 

PO Two tailed. Researcher didn't predict which programme would be superior. 
11 Differences were more likely to occur by chance than 5 in 100 (p > 0.05) and, at 

this level, it is conventional not to reject the view that the differences could be 
mere chance fluctuations, because population means are equal. 

12 Since one sample is so much smaller, more chance that it would vary markedly 
from the other; could be just sample differences; also, perhaps one programme 
had a bad reputation (but is, in fact, no different from the other). 

13 Participant has the right to have results withdrawn. Researcher might attempt to 
persuade the secretary that confidence is absolute, but must concede if this fails. 

1 a) Matched pairs design. 
b) Reduces likelihood of participant variables being responsible for differences 

observed. 

2 Interpersonal factors can influence participants' responses; unstructured and 
therefore less reliable. 

3 Various question weaknesses, see page 143. Making questionnaire reliable. 
4 Participants might try to 'look good' on the questionnaire. Therapist can 

perhaps get closer to the truth. 

5 Good agreement between methods since correlation is high. 

6 a) Because participants in the experimental programme might improve solely 
because they know they're expected to or are getting special attention. 
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8 Related t test. 

9 Less powerfullpower efficient; less sensitive. 
10 The difference, though large, might still be the result of chance variation 

between the two groups, i.e. random/participant variables. 

11 Scores on one variable tend to be paired with scores of a similar size and 
direction on the other variable. 

12 If the sample size were smaller. 

13 The treatment group volunteered - may have had higher motivation to improve; 
participants may improve because their expectancy of improvement provides 
motivarion. 

14 The controls should also join the programme if they wish to. They would now 
be disadvantaged if treatment was withheld, since it is now seen as effective. 

b) They would be given an arbitrary treatment, say simple discussion of 
irrelevant issues. Otherwise, their experience would be identical. 

7 Standardised questionnaire. 
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