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Introduction

Over the last twenty years or so, the neurosciences—brain sciences—have had an
increasing influence on psychology. It is taken as axiomatic by very many psychologists
and neuroscientists that psychological processes such as perception, memory and
attention are at root brain processes, and as such are to be best explained in terms of the
underlying brain systems and processes that operate them. It is not the purpose of this
book to judge this development, though it is unequivocally a product of it. Because
psychological processes are increasingly thought of as being biological in nature, there
has been a steady incorporation into the psychological literature of terms drawn from a
variety of biological sciences. As such, in order to understand modern psychology, it is
increasingly necessary to use an eclectic vocabulary drawn from many places—biology,
information theory, computer science, the neurosciences, among many others—as well as
the technical language of psychology and its various disciplines. These words are not
‘jargon’, a term carrying connotations of clumsiness and artificiality and which is
generally thought to be an obstacle to understanding. The terms defined in this Dictionary
do not fall into this class. Rather, the words collected here describe clearly real things—
anatomical structures, psychological processes, cell functions and so on. What creates
difficulty in their use is that they are drawn from such disparate sources and that they are
unfamiliar to many students of psychology.

This Dictionary has been prepared primarily with undergraduates in mind, though it is
also intended for postgraduates and active research scientists: keeping up with the entire
vocabulary is too much for most of us. | know from my own experience as a teacher in St
Andrews that the words | use can obstruct learning. Here, as in all Scottish universities,
students spend their first two years of study taking a variety of subjects. The students to
whom | teach biological psychology—whom 1 hope to interest in biological
psychology—come from a variety of intellectual backgrounds. Some may be students of
biological sciences, but the majority are not. Indeed, many have had only minimal
experience of natural sciences of any sort. This is not uncommon in universities across
the world. Psychology is amongst the most popular of all degree subjects, attracting
students from a wider variety of backgrounds than most other disciplines. Nevertheless,
whatever their background, in order to come to as complete an understanding of
psychology as possible, all students have to wrestle with biological psychology, and all
therefore have to deal with the words biological psychologists use. This Dictionary is an
attempt to collect technical terms of relevance to biological psychology—defined in the
widest sense possible—so that anyone interested has access to a reference work that will
guide them though the literature. No other publication does this adequately: medical
dictionaries are medical, not psychological, biological dictionaries likewise; dictionaries
of general psychology omit too much necessary neuroscience. To understand biological
psychology, one needs a dictionary of biological psychology.



Every day, when | walk into St Mary’s Quad on my way to the School of Psychology
in St Andrews, | pass through gates which bear the legend in principio erat verbum—‘in
the beginning was the word’—the sublime opening of St John’s Gospel. It is my hope,
and that of the editorial team who have prepared this Dictionary, that students of
psychology—indeed, anyone interested in this subject—will find that understanding the
words that make up biological psychology will lead to a richer and more comprehensive
understanding of it. Armed with understanding of the words, | hope that the subject itself
will become more accessible and will interest new students as much as it has interested

me.
Philip Winn



How to use this dictionary

Organization:

the entries are (of course) arranged alphabetically. The one point of interest to note is that
entries which describe chemicals that begin with a number—6-hydroxydopamine for
example—are listed alphabetically by the first letter, excluding the number. 6-
hydroxydopamine is therefore found under ‘H’ for hydroxydopamine.

Cross referencing:

terms in SMALL CAPITALS appear as entries elsewhere in the Dictionary. Please note
several things about these cross-references: first, they operate in two directions. That is,
they are picked out in small capitals so that the reader can look them up elsewhere in the
Dictionary, and so that a reader who has been referred on can more easily find the term
within an entry. Second, some of the cross-references refer only to entries that simply say
‘see elsewhere’. In these instances, all that one needs to know about a particular term is
contained within the entry referred to. Third, the cross-references are not exhaustive:
there are terms, relatively familiar ones such as POSTERIOR or HUNGER, that often
appear in entries without being cross-referenced. To have picked all of these out in small
capitals on every occasion would have been distracting, and such entries are therefore
only cross-referenced when it is particularly relevant to do so.

Spelling:

this Dictionary follows English conventions for the most part. For example, it uses centre
rather than center; and discussion is typically of NORADRENALINE rather than
NOREPINEPHRINE (the entry for which simply refers the reader to the noradrenaline
entry). However, the American NEURON is preferred to the English neurone, this being
now the most popular spelling. Words such as capitalize are presented with a z rather
than an s—-ize not -ise. Entries are all presented in the singular, except those instances
where the plural is the more commonly encountered expression.



Abbreviations:

a Glossary of Abbreviations is included. Within the text | have tried for the most part to
avoid using abbreviations, because they tend to confuse readers unfamiliar with an area
of study. As Greek letters are commonly used to discriminate different forms of things
(OPIATE RECEPTORS for example) a table of these is included with the Glossary of
Abbreviations.

Drugs, neurochemicals and neurotransmitter receptors:

included in this Dictionary are entries describing a number of DRUGS. Both particular
drugs and pharmacological terms relating to features or properties of drugs (for example
DRUG IONIZATION and TOLERANCE) are included. The drugs included are the most
well known, principally because of their value in either experiments or therapeutic
regimes. Entries covering classes of drugs (for example BENZODIAZEPINES or
ANTIPSYCHOTIC DRUGS) are also present. However, readers should be aware that
drug development occurs continuously and that there are many more drugs of interest to
biological psychology than can be included in a work such as this. Entries covering all
the main NEUROTRANSMITTERS are present, as are entries concerning the chemicals
concerned with the METABOLISM of neurotransmitters. There are also entries
describing both RECEPTORS in general and specific classes of neurotransmitter
receptors (for example, ACETYLCHOLINE RECEPTORS). Again, readers should be
aware that neurotransmitter receptors nomenclature is the subject of debate and continual
refinement. For further information concerning new drugs and receptors, readers should
consult the following works of reference: Reynolds J.E.R (1996) Martindale: The Extra
Pharmacopoeia, 31st edn, Royal Pharmaceutical Society: London. (This is a frequently
revised reference work which first appeared in 1883. It lists drugs and medicines for the
benefit of physicians and pharmacists.) Trends in Pharmacological Sciences Receptor
Supplement: the journal Trends in Pharmacological Sciences produces an annual
supplement classifying receptors and ion channels. The 1999 edition (the 10th) was
compiled by S.P.H.Alexander and J.A.Peters.

Neuroanatomy:

included in this Dictionary are entries describing a number of neuroanatomical structures
of interest to biological psychologists. Readers are advised to consult an appropriate
stereotaxic atlas in order to obtain a better understanding of the three dimensional
relations between these various structures. The entry STEREOTAXIC ATLAS contains
references to commonly used atlases.



Positions and directions:

there are several entries describing positions. The entry PLANES OF SECTION
describes these, as do several particular entries (for example, ANTERIOR, POSTERIOR,
DORSAL, VENTRAL, LATERAL, MEDIAL). There are also a number of terms that
combine these, especially in describing structures in the brain: dorsolateral for example
is a combination of dorsal and lateral that describes a relative position. There are no
obvious rules for the combination of terms: for example, dorsal and lateral combine to
form both dorsolateral (as in DORSOLATERAL PREFRONTAL CORTEX) and
laterodorsal (as in LATERODORSAL TEGMENTAL NUCLEUS). All of these many
combinations are not listed: the reader should understand that such combinations can be
made in a very flexible manner and search the Dictionary for the necessary elements.

Weights and measures:

this Dictionary follows the convention of using metric measures; see SI UNITS for
discussion of WEIGHTS AND MEASURES.

Orders of magnitude:

many terms used are qualified by a prefix indicating an order of magnitude. Metres and
grams, for example, are often expressed as kilometres, micrograms and so on. All the
possible prefixes used to indicate different orders of magnitude are listed in the entry SI
UNITS.



Correspondence

In compiling this Dictionary | have tried to be as comprehensive as possible, but there are
bound to be some terms missing. If you think an essential term is missing, or if you find
that the definitions given are not helpful enough, please let me know, so that future
editions can be revised. Comments should be sent to me at the School of Psychology,
University of St Andrews, St Andrews, Fife KY16 9JU, Scotland, or by email at pw@st-

andrews.ac.uk.
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Abbreviations

Please note the following points when consulting the Glossary of Abbreviations:

i. It is not exhaustive: it is intended as a guide to abbreviations frequently encountered in
biological psychology. In particular, many abbreviations for anatomical structures are
not included. Readers should refer to a good STEREOTAXIC ATLAS for anatomical
abbreviations.

ii. Many terms have more than one abbreviation; there are relatively few universally
agreed abbreviations.

iii. The same abbreviation may be used to mean different things: LH for example can be
LATERAL HYPOTHALAMUS, LEARNED HELPLESSNESS or LUTEINIZING
HORMONE. The context in which an abbreviation is used provides a strong clue as to
meaning.

iv. Case is often important, especially in units of measurement, chemistry and
pharmacology—see, for example, Na (SODIUM) and NA (NORADRENALINE).
Equally, case is often unimportant: STn and STN can both be used to indicate the
SUBTHALAMIC NUCLEUS.

v. Only symbols for ELEMENTS commonly encountered in biological psychology are
listed here. The entry PERIODIC TABLE OF THE ELEMENTS gives details of a
website that describes fully all the elements and their symbols.

vi. There are conventions—not always observed—in the naming of anatomical parts.
Lower case letters are typically used for abbreviating the names of fibre pathways (for
example, scp is the SUPERIOR CEREBELLAR PEDUNCLE) while upper case
letters are used for structures (GP is the GLOBUS PALLIDUS for instance). When
abbreviating the term NUCLEUS many authors will use lower case (for example,
subthalamic nucleus becomes STn) though this is not a standard practice. CRANIAL
NERVES are typically indicated by Roman numerals (I-XI1) not Arabic (1-12).

vii. For GENES and PROTEINS there is a convention to follow: the names of genes are
written in italics, the proteins they code for are not. For example, cfos (in italics and a
lower case f) is a gene; Fos (not italicized and with capital F) is the protein coded by
that gene.

viii. All the terms below are defined in this Dictionary. Abbreviations are listed
alphabetically by abbreviation rather than the thing for which the abbreviation stands;
abbreviations beginning with numbers are listed separately at the start.



Glossary of abbreviations

2-DG 2-deoxy-D-glucose
3-MT 3-methoxytyramine
5,7-DHT 5,7-dihydroxytryptamine
5-HIAA 5-hydroxyindoleacetic acid
5-HT 5-hydroxytryptamine (serotonin)
5-HTP 5-hydroxytryptophan
6-OHDA 6-hydroxydopamine
7-OHDPAT 7-hydroxydipropylaminotetralin
8-OHDPAT 8-hydroxydipropylaminotetralin
Al-Al15 adrenaline, noradrenaline, dopamine cell groups (see
CLASSIFICATION OF DAHLSTROM AND FUXE)
ABC avidin-biotin complex (see
IMMUNOHISTOCHEMISTRY)
Acb nucleus accumbens (also NAC; NAcc; NAS)
ACE angiotensin converting enzyme
acetyl Co A acetyl coenzyme A
ACh acetylcholine
AChE acetylcholinesterase
AChR acetylcholine receptors
aCSF artificial cerebrospinal fluid (see CEREBROSPINAL
FLUID)
ACTH adrenocorticotropic hormone
ADH antidiuretic hormone
ADHD attention deficit hyperactivity disorder
ADP adenosine diphosphate
AF64A acetylethylcholine mustard hydrochloride
Ag silver
Al artificial intelligence
Al aluminium (aluminum)
ALS amyotrophic lateral sclerosis (Lou Gehrig’s disease)
AMPA alpha-amino-3-hydroxy-5-methylisoxazole-4-propionic
acid

AMPT alpha-methyl-para-tyrosine



ANN
ANP
ANS
AP5
apo E
APV
ATP
Au
AVP
B1-B9

BAT
BBB
BDI
BDNF
BDZ
BEAM
BLA
Brmax
BNP
BNST
BSE
BuChE
CA
Ca
Ca2+
CANTAB
CAT
CAT
CBT
CCK
Cdk
cDNA
CEA
Cg1-3
CGRP

artificial neural network
atrial natriuretic peptide
autonomic nervous system
2-amino-5-phosphonovaleric acid (also APV)
apolipoprotein E

2-amino-5-phosphonovaleric acid (also AP5)

adenosine triphosphate

gold
arginine vasopressin

serotonin cell groups (see CLASSIFICATION OF
DAHLSTROM AND FUXE)

brown adipose tissue
blood brain barrier
Beck depression inventory
brain derived neurotrophic factor
benzodiazepine
brain electrical activity mapping
basolateral nucleus of the amygdala (see AMYGDALA)
maximum concentration of available binding sites
brain natriuretic peptide
bed nucleus of the stria terminalis
bovine spongiform encephalopathy
butyrylcholinesterase
catecholamine
calcium
calcium ions
Cambridge automated neurological test battery
choline acetyltransferase (also ChAT)
computerized axial tomography (also CT)
cognitive-behavioural therapy
cholecystokinin
cyclin dependent kinase (see CELL DIVISION)
complementary DNA
central nucleus of the amygdala (see AMYGDALA)
cingulate cortex
calcitonin gene related peptide



Ch
Ch1-Ch8
ChAT
CJD
Cl
CI
CNF
CNP
CNQX
CNS
Cco
CO,
COase
COMT
COos
CPG
CPP
CR
CRF
CRF
CRH
CS
CS,
CSF
CT
CTB
D1-D5
DA
DAB
DAG
dB
DBH
DFP
DHMA
DHPA
DHPG

choline
cholinergic cell groups (entered under CHI-CH8)
choline acetyltransferase (also CAT)
Creutzfeldt-Jakob disease
choline
chloride ions
ciliary neurotrophic factor
C-type natriuretic peptide
6-cyano-7-nitroquinoxaline-2,3-dione
central nervous system
carbon monoxide
carbon dioxide
cytochrome oxidase
catechol-O-methyl-transferase
carbony! sulphide
central pattern generator
conditioned place preference
conditioned response
conditioned reinforcer (-ment)
corticotropin releasing factor
corticotropin releasing hormone
conditioned stimulus
carbon disulphide
cerebrospinal fluid
computerized axial tomography (also CAT)
cholera toxin subunit B
D1-D5 dopamine receptors
dopamine
diaminobenzidene (see IMMUNOHISTOCHEMISTRY)
diacylglycerol
decibel
dopamine beta hydroxylase
diisopropylfluorophosphate
3,4-dihydroxymandelic acid
3,4-dihydroxypheny lacetaldehyde
3,4-dihydroxyphenylglycol



DHPGA
DMI
DNA
DNAB
DNQX
DOPA
DOPAC
DRL
DRO
DSM

DSP4
EAA
EC50
ECG
ECT
ED50
EEG
ELISA
EM
EMG
EOG
EPSP
ERG
ERP
ESB
FAS
Fe
FGF
Fl
fMRI
FR
FSH
FW
GABA
GABA A/B/C

3,4-dihydroxyphenylglycoacetaldehyde
desmethylimipramine
deoxyribonucleic acid
dorsal noradrenergic bundle
6,7-dinitroquinoxaline-2,3-dione
dihydroxyphenylalanine (see L-DOPA)
3,4-dihydroxyphenylacetic acid
differential reinforcement of low rates
differential reinforcement of other behaviour

diagnostic and statistical manual (of the American
Psychiatric Association)

N-2-chloroethyl-N-ethyl-2-bromobenzylamine
excitatory amino acid
effective concentration, 50%
electrocardiogram
electroconvulsive therapy
effective dose, 50%
electroencephalogram
enzyme linked immunoabsorbent assay
electron microscopy
electromyogram
electrooculogram
excitatory postsynaptic potential
electroretinogram
event related potential
electrical brain stimulation
foetal alcohol syndrome
iron
fibroblast growth factor
fixed interval (see SCHEDULES OF REINFORCEMENT)
functional magnetic resonance imaging
fixed ratio (see SCHEDULES OF REINFORCEMENT)
follicle stimulating hormone
formula weight
gamma amino butyric acid
GABA receptors



GABA transaminase

GABA-T
GAD glutamic acid decarboxylase
GFAP glial fibrillary acidic protein

GH growth hormone
Glu glutamate
Gly glycine
GnRH gonadatropin releasing hormone
GP globus pallidus
GTP guanosine triphosphate
H histamine
H hydrogen
H* hydrogen ions
H,O water
HLA human leukocyte antigen
HO heme oxygenase
HPA hypothalamo-pituitary axis
HPC hippocampus
HPLC high performance liquid chromatography
HRP horseradish peroxidase
HVA homovanillic acid
I1AA inhibitory amino acid
ibo ibotenic acid
IC50 inhibitory concentration, 50%
ICD10 International Statistical Classification of Diseases, Injuries
and Causes of Death, 10th edition
ICSA intracranial self-administration
ICSS intracranial self-stimulation
IEG immediate early gene
1gG immunoglobulin G (see also IgA etc.)
im intramuscular (injection)
ip intraperitoneal (injection)
IP3 inositol 1,4,5-triphosphate
IPSP inhibitory postsynaptic potential
1Q intelligence quotient
ITI intertrial interval
intravenous (injection)



IVSA

K*
kai
LAMP
LC
LD50
L-DOPA
LDTg
Leu
LGn
LH
LH
LH
LHA

LHRH
LI
Li
LIA
LiCl
LNNB
LSD
LTD
LTP

mAChR
MAO
MAO-A
MAO-B
MAOI
MCA
MD
MDMA
ME
MEA

intravenous self-administration
potassium
potassium ions
kainic acid
limbic system associated membrane protein
locus coeruleus
lethal dose, 50%
L-3,4-dihydroxyphenylalanine
laterodorsal tegmental nucleus
leucine
lateral geniculate nucleus
lateral hypothalamus
learned helplessness
luteinizing hormone

lateral hypothalamic area (see LATERAL
HYPOTHALAMUS)

luteinizing hormone releasing hormone
latent inhibition
lithium
large amplitude irregular activity
lithium chloride
Luria Nebraska neuropsychological test battery

lysergic acid diethylamide
long term depression
long term potentiation

molar (-ity)
muscarinic acetylcholine receptors
monoamine oxidase

monoamine oxidase A
monoamine oxidase B

monoamine oxidase inhibitor
middle cerebral artery

mediodorsal nucleus of the thalamus
3,4 methylenedioxymethamphetamine
myalgic encephalitis (chronic fatigue syndrome)
midbrain extrapyramidal area



mfb medial forebrain bundle

Mg magnesium
Mg magnesium ions
MGn medial geniculate nucleus
MHC major histocompatibility complex
MHPA 3-methoxy-4-hydroxyphenylacetaldehyde
MHPG 3-methoxy-4-hydroxyphenylglycol
MHPGA 3-methoxy-4-hydroxyphenylglycoaldehyde
mol mole (see MOLARITY)
MPP+ 1-methyl-4-phenylpyridinium ion (see MPTP)
MPTP 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine
MRI magnetic resonance imaging
mMRNA messenger RNA
MSG monosodium glutamate
MSH melanocyte stimulating hormone
MST medial superior temporal region (see MOTION
PERCEPTION)
MT middle temporal region
MW molecular weight
nA nanoamp
NA noradrenaline
Na sodium
Na* sodium ions
NAC nucleus accumbens (also Acb; NAcc; NAS)
NAcc nucleus accumbens (also Acb; NAC; NAS)
nAChR nicotinic acetylcholine receptors
NaCl sodium chloride (saline)
NADPH nicotinamide adenine dinucleotide phosphate (see NADPH
DIAPHORASE)
NaOH sodium hydroxide
NAS nucleus accumbens septi (also Acb; NAC; NAcc)
NBM nucleus basalis of Meynert
NBQX 6-nitro-sulfamoyl-benzo(f)-quinoxaline-2,3-dione
NE norepinephrine
NGF nerve growth factor

NMDA N-methyl-D-aspartate



NMN
nmol
NMR
NO
NOS
NPT
NPY
NPYY
nSOL
NTPP

OB
OCD
OPCA
oT
OVLT
PAG
PAP

Pb
PCP

PCPA
PCR
PD
PDP
PEA
PET
PFC
PFCx
PGO
PHA-L
PKA
PKC
PKU
PMS

normetanephrine
nanomol (see MOLARITY)
nuclear magnetic resonance imaging
nitric oxide
nitric oxide synthase
nocturnal penile tumescence
neuropeptide Y
neuropeptide YY
nucleus of the solitary tract

nucleus tegmenti pedunculopontinus (equivalent to PPT,
PPTg)

oxygen
olfactory bulb
obsessive compulsive disorder
olivopontocerebellar atropy
olfactory tubercle
organum vasculosum of the lamina terminalis
periaqueductal gray

peroxidase-antiperoxidase (see
IMMUNOHISTOCHEMISTRY)

lead

1-(1-phenylcyclohexy-1)piperidine; phencyclidine; angel
dust

para-chlorophenylalanine
polymerase chain reaction labelling
Parkinson’s disease
parallel distributed processing
phenylethylamine
positron emission tomography
prefrontal cortex
prefrontal cortex
pons-geniculate-occipital (see PGO WAVES)
phaseolus vulgaris leucoagglutinin
protein kinase A
protein kinase C
phenylketonuria
premenstrual svndrome (see PREMENSTRUAL



PMT
PNMT
PNS
POMC
PPA

PPI
PPT

PPTg

PR

PRAE
PREE
PrP
PSP
PTSD
PVN

QTL
Quin
Quis
rCBF
REM
RER
RIA
RNA
rRNA
RSA
RT
Sl
Sl
SAS
sC
SC

TENSION)
premenstrual tension
phenylethanolamine-N-methyltransferase
peripheral nervous system
proopiomelanocortin

pedunculopontine area (see PEDUNCULOPONTINE
TEGMENTAL NUCLEUS)

prepulse inhibition

pedunculopontine tegmental nucleus (also PPTg, TPP,
NTPP)

pedunculopontine tegmental nucleus (also PPT, TPP,
NTPP)

progressive ratio (see SCHEDULES OF
REINFORCEMENT)

partial reinforcement acquisition effect
partial reinforcement extinction effect
prion protein
progressive supranuclear palsy
post-traumatic stress disorder

paraventricular nucleus (of the hypothalamus or the
thalamus)

quantitative trait loci
quinolinic acid
quisqualic acid
regional cerebral blood flow
rapid eye movement sleep
rough endoplasmic reticulum
radioimmunoassay
ribonucleic acid
ribosomal RNA
rhythmic slow activity
reaction time
primary somatosensory cortex
secondary somatosensory cortex
supervisory attentional system
subcutaneous (injection)
superior colliculus



SCN
scp
SDAT
SDLT
SER
shh
SIDS
SMA
SN
SNc
SNr
SNRI
SNRI
SOD
SON
SP
SPECT
SPTg
SQUID
SSRI
SST
STn
STP
STS
STX
T3
T4
TD50
TEA
TEO
TH
THA
THC
TI
TIA
TNF

suprachiasmatic nucleus
superior cerebellar peduncle
senile dementia of the Alzheimer type
senile dementia of the Lewy body type
smooth endoplasmic reticulum
sonic hedgehog
sudden infant death syndrome
supplementary motor area
substantia nigra
substantia nigra pars compacta
substantia nigra pars reticulata
selective noradrenaline reuptake inhibitor
serotonin and noradrenaline reuptake inhibitor
superoxide dismutase
supraoptic nucleus of the hypothalamus
substance P
single photon emission tomography
subpeduncular tegmental nucleus
superconducting quantum interference device
selective serotonin reuptake inhibitor
somatostatin
subthalamic nucleus
short term potentiation
superior temporal sulcus
saxitoxin
triiodothyronine
thyroxine
toxic dose, 50%
tetraethylammonium
temporal occipital area (see TEO)
tyrosine hydroxylase (also TOH)
tetrahydroaminacridine
tetrahydro-cannabis
therapeutic index
transient ischaemic attack
tumour necrosis factor



TOH tyrosine hydroxylase (also TH)

TRH thyrotropin releasing hormone
Trk tyrosine kinase (receptors)
TRn thalamic reticular nucleus
tRNA transfer RNA
TSH thyroid stimulating hormone
TTX tetrodotoxin
UR unconditioned response
us unconditioned stimulus
VA-VL ventroanterior-ventrolateral nuclei of the thalamus (see
THALAMUS)
VCNP C-type natriuretic peptide
Vi variable interval (see SCHEDULES OF
REINFORCEMENT)
VIP vasoactive intestinal polypeptide
VP ventral pallidum
VMH ventromedial hypothalamus
VMn ventromedial nucleus (of the hypothalamus)
VNAB ventral noradrenergic bundle
VR variable ratio (see SCHEDULES OF REINFORCEMENT)
VTA ventral tegmental area of Tsai (see VENTRAL
TEGMENTAL AREA)
WAIS Wechsler adult intelligence scale
WGA-HRP wheat germ agglutinated horseradish peroxidase (see
TRACT TRACERS)
WISC Wisconsin card sorting task
wiv weight/volume (see PERCENT SOLUTION)
w/iw weight/weight (see PERCENT SOLUTION)

Zn zinc



Greek letters

Lower case Upper case Name English equivalent
a A alpha a

B B beta b

» r gamma g

0 A delta d

& E epsilon e—as in red
¢ Z zeta z

7 H eta e—as in tree
gor I () theta th

i | iota i

K K kappa k

A A lambda I

il M mu m

\Y N nu n

& = xi x—Kks

0 0 omicron 0—as in got
T I pi p

p P rho r

oorg z sigma S

T T tau t

v Y upsilon u

@ ) phi ph

X X chi kh

W bd psi ps

w Q omega 0—as in bone




A

A fibres

These are FIBRES involved in the sensation of PAIN. A-delta (o) fibres are small
myelinated (see MYELIN) fibres; A-alpha (o) and A-beta (f) fibres are larger than delta
and are also myelinated. The delta fibres, like the unmyelinated C FIBRES, come from
cell bodies in the DORSAL ROOT GANGLIA.They are UNIPOLAR NEURONS: the
AXON takes information into layers 1 and 5 of the DORSAL HORN of the spinal cord
(from where information is sent to the BRAINSTEM and THALAMUS). The
DENDRITE brings information in from nociceptors. The A-alpha and A-beta fibres
project to layer 4 of the dorsal horn and bring information in from
MECHANORECEPTORS. For further information, see PAIN.

a- (an-)

Prefix indicating complete absence. The prefix dys- indicates a partial loss. Thus for
example AKINESIA is an absence of movement and DYSKINESIA a partial loss of
movement.

Al1-Al12, B1-B9

Al-A12 are catecholamine-containing cell groups in the central nervous system; B1-B9
are serotonin-containing; see CLASSIFICATION OF DAHLSTROM AND FUXE.
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abducens nerve

The sixth cranial nerve (see CRANIAL NERVES); controls activity of the musculature of
the eyes.

Abercrombie correction

Formula applied to estimates of cell counts in brain sections that corrects for cells
extending across more than one histological section.
See also: histology; stereology
STEPHEN B.DUNNETT

ablation

Removal of tissue. The term LESION is now much more commonly used to refer to the
surgical removal of tissue.

abnormal illness behaviour

Abnormal illness behaviour is regarded by Pilowsky, who has popularized the concept, as
a maladaptive way of experiencing, perceiving, evaluating or responding to one’s health
status despite being offered an accurate explanation of one’s health from an appropriate
person. Persons displaying abnormal illness behaviour are often described as
hypochondriacal. It is usually measured using the Iliness Behaviour Questionnaire.

Reference

Pilowsky, 1. (1993) Dimensions of illness behaviour as measured by the Iliness Behaviour
Questionnaire: a replication study. Journal of Psychosomatic Research 37:53-62.
DEREK W.JOHNSTON
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absence seizure

Absence seizure, also known as PETIT MAL SEIZURE, is a generalized non-convulsive
seizure characterized by the symmetrical appearance of spike-and-wave discharges in the
cortical ELECTROENCEPHALOGRAM(EEG) at a frequency of 3 per second. The
seizure starts and ends abruptly, lasting for 2 to 10 seconds. Consciousness is lost during
this period but returns almost immediately when the abnormal EEG stops. The seizure is
often associated with rolling up of the eyes and blinking. The characteristic spike-and-
wave pattern is thought to be generated through the interaction of non-specific thalamic
neurons and cortical neurons.
See also: epilepsy
KAZUE SEMBA

absolute refractory period

The period following an ACTION POTENTIAL during which it is impossible to elicit a
second action potential. This property is the result of the activation and inactivation of
sodium currents during an action potential. The voltage-sensitive SODIUM CHANNELS
cannot be activated (opened) while they are still inactivated from the previous action
potential. Since sodium inactivation is dependent on DEPOLARIZATION, the cell
membrane must be sufficiently repolarized for this inactivation to be removed. Only then
can a new action potential be produced by a new depolarizing stimulus. The absolute
refractory period imposes an upper limit on the frequency with which action potentials
can occur.

DOUGLAS D.RASMUSSON

absorption

see digestion
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abstinence

Derived from the term ‘abstain’ which has a Latin root: abs: from, and temetum: strong
wine. Abstinence indicates refraining or withdrawing from something; typically to do
with the denial (either forced or voluntary) of something carrying POSITIVE
REINFORCEMENT. Abstinence may be unpleasant: in extreme cases it leads to a state
known as WITHDRAWAL SYNDROME, or, as it is often called, abstinence syndrome.
In Western societies the most commonly experienced form of this involves individuals
giving up smoking TOBACCO, though NICOTINE abstinence is not as serious a
condition as can occur with other drugs.

abstinence syndrome

see withdrawal syndrome

abuse potential

A term used in PSYCHOPHARMACOLOGY and drug development research to denote
the potential a drug has to become abused (used in a manner that deviates from the
approved medical or social patterns within a given culture). It is important to establish the
abuse potential of compounds that are prescribed for therapeutic purposes, particularly
for newly developed drugs. Often the abuse potential of a compound will be determined
in the drug SELF-ADMINISTRATION test in animals; if the drug is self-administered, it
has abuse potential.

ANN E.KELLEY

acalculia

Impairment in the ability to perform simple arithmetic calculations; also used more
broadly to refer to any deficit in the ability to use numbers, whether or not calculation is
affected. The term DYSCALCULIA is synonymous in most usages (although in the
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strictest sense acalculia refers to an inability to calculate or use numbers, whereas
dyscalculia implies impairment without complete abolition of the ability). Acalculia may
result from brain injury or disease (for instance, STROKE, head trauma, ALZHEIMER’S
DISEASE), in which case the deficit is referred to as an acquired acalculia. In
developmental acalculias children with no obvious neurological abnormalities have
difficulty learning to use numbers or calculate, despite normal educational opportunities.

Number use and calculation require a wide variety of cognitive processes. For
example, solving a written multiplication problem involves, among other abilities,
comprehending the multiplication sign, recognizing the digits in the problem, recalling
the sequence of steps for performing multidigit multiplications, retrieving arithmetic facts
from memory and writing the digits of the answer. Disruption or abnormal development
of any processes required for a numerical skill will result in impairment on that skill, with
the specific form of impairment depending upon what particular processes are affected.
As a consequence, both acquired and developmental acalculias take many different
forms. Some forms of acalculia stem from impairment in basic processes required for
comprehending or producing numerals (for example, 2047 or two thousand forty-seven).
These deficits may be quite selective, affecting some aspects of numeral comprehension
or production while sparing other aspects. For example, comprehension of numerals may
be disrupted while ability to produce numerals remains intact, or vice versa; and
processing of numerals in digit form (arabic numerals) may be impaired while processing
of numerals in word form (verbal numerals) remains intact, or vice versa. In some
instances the deficits may be even more specific. Several researchers have described
well-educated adults who, after suffering brain damage, were intact in comprehending
and producing verbal numerals (such as six thousand seven hundred), and in
comprehending arabic numerals (6700) yet were impaired in producing arabic numerals
(for example writing 6700 as 6000700). This pattern of impairment suggests that the
cognitive processes required for producing arabic numerals are at least partially distinct
from the processes for comprehending them, and from those for processing verbal
numerals. Other comparably selective numeral-processing deficits have also been
reported. These deficits have provided a major source of evidence for proposing and
testing theories of the cognitive representations and processes involved in normal number
processing.

Impairments affecting numeral comprehension or production processes will lead to
deficits in calculation tasks requiring the impaired processes. For example, impaired
comprehension of arabic digits will disrupt performance on arithmetic problems
presented in digit form. However, arithmetic performance may also be impaired by
disruption or abnormal development of cognitive processes specific to calculation. For
example, both developmental and acquired deficits in recalling arithmetic table facts
(such as 6x7=42) have been reported. Individuals suffering from arithmetic fact retrieval
deficits may show normal comprehension and production of numerals, and may have no
difficulty remembering the sequence of steps for solving multidigit arithmetic problems.
However, these individuals have difficulty learning table facts (in the case of
developmental deficits) or recalling previously well-learned facts (acquired deficits). In
solving problems they may laboriously work out each required table fact (for instance, in
solving 758x4, adding four 8s to obtain 32, then adding four 5s to get 20, and so forth),
or may make errors in attempting to remember the facts (recalling 28 as the answer to
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4x8 for instance). In contrast, other individuals show normal ability to retrieve arithmetic
facts, but are selectively impaired in learning or remembering multidigit calculation
procedures. These individuals make errors in which the individual table facts are recalled
accurately, but the problem-solving process is disrupted in some way (for example,
758x4= 282032, resulting from writing each retrieved product in its entirety, rather than
writing the 1s digit and carrying the 10s digit). These selective impairments have been
taken as evidence that the cognitive representations and processes for recalling arithmetic
table facts are at least partially separate from those for carrying out calculation
procedures.

In addition to impairments specifically affecting numeral comprehension, numeral
production, or calculation processes, acalculias can result from disruption of more
general cognitive abilities required for a wide range of cognitive functions. For example,
in spatial acalculia some general spatial deficit leads to impairment in appreciating or
using the spatial arrangement of numbers in a problem, or in producing the digits of the
answer in the appropriate spatial positions. Also, at least some deficits in comprehending
or producing verbal numerals are not specific to numerals, but represent manifestations of
more general language deficits.

See also: mathematics and the brain

MICHAEL McCLOSKEY

acamprosate

see alcoholism

aCCessory nerve

The eleventh cranial nerve (see CRANIAL NERVES): involved in the control of
swallowing and movement of the head and shoulders.

accessory olfactory bulb

The accessory olfactory bulb lies behind the main OLFACTORY BULB. While the main
olfactory bulb projects to the THALAMUS and CORTEX, the accessory olfactory bulb
projects to the AMYGDALA and HYPOTHALAMUS, making direct contact with
structures concerned with primary motivated behaviours (see PRIMARY
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MOTIVATION) such as FEEDING and SEXUAL BEHAVIOUR, and responses to
STRESS. Its input comes principally from the VOMERONASAL NERVE, which comes
from the VOMERONASAL ORGAN; see OLFACTION.

accessory optic system

This is a subcortical element of the VISUAL SYSTEM that has been little studied. Most
studies in vision are directed to the cortex (see VISUAL CORTEX) and THALAMUS
(see LATERAL GENICULATE NUCLEUS) but the evolutionarily older subcortical
systems (see SUPERIOR COLLICULUS and RETINOHYPOTHALAMIC SYSTEM)
are probably very much more active than is commonly supposed. From the RETINA, two
accessory optic pathways can be traced, the inferior and superior accessory optic tracts.
These are crossed pathways that run in parallel (until the terminal regions) with the
OPTIC NERVE fibres that innervate the superior colliculus and lateral geniculate
nucleus. The inferior accessory optic tract terminates in a part of the MIDBRAIN
tegmentum known as the MEDIAL TERMINAL NUCLEUS. The superior accessory
optic tract terminates here also (most notably in the basal parts of the nucleus) as well as
in two nuclei located close by, the dorsal and lateral terminal nuclei. The superior and
inferior fibres also project to the NUCLEUS OF THE OPTIC TRACT, slightly anterior
to the lateral terminal nucleus and lateral and anterior to the medial terminal nucleus.
Very little work has been carried out to determine the functions of this system, though it
is thought to be involved in the ability to maintain GAZE (see Ariel & Tusa, 1992).

References

Avriel M. & Tusa R.J. (1992) Spontaneous nystagmus and gaze-holding ability in monkeys after
intravitreal picrotoxin injections. Journal of Neurophysiology 67:1124-1132.

Davson H. (1990) Physiology of the Eye, 5th edn, Macmillan: London.

Hart W.M. Jr (1992) Adler’s Physiology of the Eye, 9th edn, Mosby Year Book: St Louis MO.

accommodation

The adjustment of the eye to achieve a sharply focused image on the RETINA for
different viewing distances. In humans and other mammals this is achieved by the action
of the ciliary muscle which alters the shape of the lens. Maximum accommodative effort
is required to focus on near objects. Viewing a near object binocularly requires
convergence (to minimize RETINAL DISPARITY) as well as accommodation (to
minimize blur), and the neural control systems for these two responses are closely
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coupled. The sensed degree of accommodation provides a weak cue for DEPTH
PERCEPTION for nearby objects.
See also: refractive error; vergence
OLIVER J.BRADDICK

acetaldyde

Primary metabolite of ALCOHOL, created by the action of acetaldehyde dehydrogenase
on alcohol in the liver. Highly toxic, it is quickly broken down to acetate by aldehyde
dehydrogenase. Acetate combines with coenzyme A to form ACETYL COA which is
decomposed further to produce carbon dioxide, water and 7 calories per gram of alcohol.

Reference

Feldman R.S., Meyer J.S. & Quenzer L.F. (1997) Principles of Neuropsychopharmacology,
Sinauer Associates: Sunderland MA.

acetate (acetic acid)

see alcohol

acetic acid (acetate)

see alcohol

acetyl CoA

Shortened form of ACETYL COENZYME A: see ACETYLCHOLINE; ALCOHOL.
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acetyl coenzyme A

The neurotransmitter ACETYLCHOLINE is synthesized from ACETYL COENZYME A
(acetyl CoA) and CHOLINE, a reaction catalyzed by the enzyme CHOLINE
ACETYLTRANSFERASE. Acetyl CoA is formed in the MITOCHONDRIA of most
cells. In cholinergic neurons, it is transported out of mitochondria for use in synthesizing
acetylcholine.

acetylcholine

(ACh) Acetylcholine is a small-molecule NEUROTRANSMITTER synthesized from
ACETYL COENZYME A and CHOLINE. The term CHOLINERGIC is used to describe
a neuron that contains acetylcholine. The synaptic (see SYNAPSE) action of ACh is
mediated by muscarinic and NICOTINIC ACETYLCHOLINE RECEPTORS, and
unbound ACh is inactivated by ACETYLOCHLINESTERASE. ACh is used as a
transmitter by all somatic MOTOR NEURONS as well as a subpopulation of autonomic
neurons. Main cholinergic cell groups in the brain include neurons in the BASAL
FOREBRAIN projecting to the CORTEX, neurons in the MESOPONTINE tegmentum
innervating the THALAMUS and BRAINSTEM, and the large interneurons in the
striatum. The cholinergic projection neurons are implicated in LEARNING, MEMORY,
ATTENTION, AROUSAL and REM SLEEP.
See also: Ch1-Ch8
KAZUE SEMBA

acetylcholine receptors (cholinergic
receptors)

Acetylcholine (ACh) binds to two receptor subtypes: nicotinic and muscarinic receptors.
Nicotinic ACh receptors are LIGAND-gated receptors; muscarinic ACh receptors are G
PROTEIN coupled. Both types of receptor are found in the brain and spinal cord and in
the sympathetic and parasympathetic nervous systems. ACh receptors have been
implicated in many CNS processes, from learning and memory, through the control of
eating and drinking to reward processes.

Nicotinic receptors—so-called because they are the receptors that bind the drug
NICOTINE—are made from four GLYCOPROTEIN subunits (alpha, beta, gamma and
delta): two of the alpha subunits are present with one of each of the others. These five
units cluster in such a way that a small pore can be created through which ions can travel
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(an ION CHANNEL). Activation of the receptor causes influx of Na* and K* ions into
neurons, depolarizing the neuron and generating a fast EXCITATORY POSTSYNAPTIC
POTENTIAL. Both alpha subunits must be occupied by ACh for ion channel opening to
occur; binding at these sites shows positive co-operativity. Muscarinic receptors—so-
called because they bind muscarine, the poison found in Amanita muscaris mushrooms
(fly agaric)—are found in different subtypes, M1-M5, identified by their differential
binding of cholinergic drugs and by the genes that code for them (the m1-m5 genes). M1,
M3 and M5 receptors stimulate phosphatidylinosiotol and increase CYCLIC AMP
actions (see SECOND MESSENGERS) among other things. They activate Ca’*-
dependent K* and CI™ currents. Activation of M2 and M4 receptors in contrast inhibits
adenylate cyclase activity and inhibits Ca®* currents. In the CNS, the effects of
muscarinic activation are mostly excitatory, though the effects of ACh at muscarinic
receptors may have rather more neuromodulatory functions. For example, action at
muscarinic receptors in the cortex enhances excitatory responses to other inputs onto the
same neuron.

See also: muscarinic acetylcholine receptors; nicotinic acetylcholine receptors;
depolarization

acetylcholinesterase

(AChE) The enzyme that inactivates ACETYLCHOLINE by hydrolyzing it to CHOLINE
and ACETIC ACID. This degradation and the diffusion out of the SYNAPTIC CLEFT
are the main mechanisms for terminating the synaptic action of acetylcholine. AChE is a
specific cholinesterase with high affinity for acetylcholine as a substrate, whereas
BUTYRYLCHOLINESTERASE, also called a non-specific cholinesterase or
PSEUDOCHOLINESTERASE, degrades butyrylcholine preferentially. AChE is a sugar-
containing GLYCOPROTEIN made up of one or more subunits. Various molecular
forms of AChE exist, including globular and asymmetric forms, and are classified into
hetero-and homomeric families. AChE is present in CHOLINERGIC as well as certain
non-cholinergic neurons.

KAZUE SEMBA

achromatic mechanisms

see opponent process theory of colour vision



EntriesA-Z 11

achromatopsia

The inability to distinguish different hues despite normally pigmented cells in the
RETINA and despite normal VISUAL ACUITY and normal form discrimination is
referred to as achromatopsia, cortical colour blindness or central achromatopsia. It is
distinguished from COLOUR ANOMIA in which colours, although recognized, cannot
be named. Patients may describe their world as devoid of colour and containing only
black, white and grey and may be impaired on all sectors of the colour spectrum (on the
Farnsworth-Munsell 100-Hue test; Farnsworth, 1957) although distant hue contrasts (on
the Ishihara colour plates; Ishihara, 1983) may still be discriminated. Full-field
achromatopsia following bilateral lesions in the region of the occipitotemporal junction
(where the occipital and temporal lobes meet) in the lingual and fusiform gyri is possible
but rare. Hemiachromatopsia occurs after lesions to the CONTRALATERAL
occipitotemporal region but the most common form, quadrantachromatopsia, is generally
accompanied by a QUADRANTANOPSIA (or a more circumscribed SCOTOMA)
following lesions to the inferior bank of the CALCARINE FISSURE particularly on the
left. Neuroimaging studies with normal subjects performing a colour search task have
shown activation in the same region of the lingual and fusiform gyri, the putative human
area V4, shown to be damaged by the lesions. There are a number of neurobehavioural
deficits which frequently accompany achromatopsia, including ACQUIRED
DYSLEXIA, VISUAL AGNOSIA and PROSOPAGNOSIA. Acquired dyslexia, usually
of the PURE ALEXIA variety occurs following lesions to the left OCCIPITAL LOBE.
Visual agnosia, in which patients may fail to recognize certain objects presented in the
visual modality, may also be observed with the achromatopsic deficit. Finally,
prosopagnosia may be present because of the close proximity of areas involved in FACE
PERCEPTION to the V4 area on the fusiform gyrus.

References

Farnsworth, D. (1957) Farnsworth-Munsell 100-hue Test for Colour Vision Munsell Colour
Company: Baltimore.
Ishihara, S. (1983) Ishihara’s Test for Colour Blindness, Kanehara: Tokyo.
MARLENE BEHRMANN

acid

(from Latin, acidus: sour) The term acid has multiple meanings. The more relevant
scientific uses are: (1) in respect of taste (see TASTE PERCEPTION), acid means sour or
sharp, as the etymology suggests. (2) In biology and chemistry, an acid is a substance that
increases the hydrogen ION (H¥) content of a solution. In water, hydrochloric acid (HCI),
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for example, dissociates into hydrogen ions (H") and CHLORIDE ions (CI") (see
Campbell, Reece & Mitchell, 1999). (3) In the language of the street ‘acid’ refers to the
dangerous HALLUCINOGEN LSD (LYSERGIC ACID DIETHYLAMIDE),

See also: alkali; amino acids; base; neurotransmitters; pH

References

Campbell N.A., Reece J.B. & Mitchell L.G. (1999) Biology, 5th edn, Addison-Wesley: Menlo Park
CA.

acid fuchsin

A novel STAIN used in HISTOLOGY that only reacts with a NEURON that is
functionally compromised or dying.

acoustic spectrum

The acoustic spectrum of a sound is the average distribution of sound pressure across
frequency and is usually represented on double logarithmic axes because of the large
dynamic range of the auditory system and the logarithmic representation of frequency on
the BASILAR MEMBRANE. The sound pressure is commonly expressed in decibels
(dB); 6 dB represents a factor 2 in sound pressure. Zero dB sound-pressure-level (SPL)
corresponds approximately to the level of a 1000 Hz tone that is just audible to normal
hearing human adults. The maximum of the dynamic range of hearing is 120 dB SPL, a
level that is painful.

JOS J.EGGERMONT

acquired dyslexia

Disorders of READING following brain damage in individuals who were previously
normal readers. Disorders are classified as peripheral or central. Peripheral disorders
affect the ability to process the visual forms of written words. Central disorders affect the
ability to understand and read aloud written words.
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The three types of peripheral dyslexia are NEGLECT DYSLEXIA, ATTENTIONAL
DYSLEXIA and PURE ALEXIA. Neglect dyslexia affects the processing of letters at
one end of the written word, usually on the left. Complete words on the left side of text
may be omitted also. Neglect dyslexia is usually accompanied by SPATIAL NEGLECT
in which there is a general lack of awareness of objects on one side of space, usually the
left. ATTENTIONAL DYSLEXIA is a rare disorder affecting the ability to attend to
individual letters in a written word, although the complete word and the letters presented
individually can be identified. In PURE ALEXIA (or LETTER-BY-LETTER
READING) complete written word forms cannot be recognized. Instead, each letter is
identified separately and often named alphabetically, before the word can be recognized.
Reading is slow, and short words are read faster than long words.

The three types of central dyslexias are DEEP DYSLEXIA, PHONOLOGICAL
DYSLEXIA and SURFACE DYSLEXIA. Deep dyslexia destroys the ability to
pronounce novel letter strings; function words cannot be read aloud; and abstract words
are read poorly. Concrete words, and words with imageable meanings, are read best.
Reading errors include SEMANTIC ERRORS, in which a written word is confused with
one related in meaning, and visual errors, in which a written word is confused with a
word of similar appearance. PHONOLOGICAL DYSLEXIA particularly affects the
ability to pronounce novel letter strings. The ability to read previously familiar words
may be spared or partly impaired. Grammatical words (see GRAMMAR) and abstract
words can be read, sometimes as successfully as imageable and concrete words. Visual
errors occur, but not semantic errors. SURFACE DYSLEXIA affects the ability to
pronounce and comprehend previously familiar words with irregular spelling-sound
correspondences, for example pint, and affects less frequent words most. These words are
often mispronounced using more regular pronunciations. Familiar words with regular
spelling-sound correspondences, such as mint, are pronounced most successfully. The
ability to pronounce novel letter strings is either normal or only partly impaired.

Different patterns of brain damage are associated with different forms of acquired
dyslexia. Neglect dyslexia is associated with lesions in the PARIETAL LOBE in the
hemisphere which processes the side of space affected (the right hemisphere in the case
of left-sided neglect). Attentional dyslexia arises with lesions in the left parietal lobe.
Pure alexia occurs when posterior lesions prevent visually presented material reaching
the LANGUAGE areas. The reading that does occur is thought by some researchers to be
processed in the subdominant hemisphere. The central dyslexias are associated with
damage to the language areas of the TEMPORAL LOBE and parietal lobe of the LEFT
HEMISPHERE. The remaining reading abilities in phonological and surface dyslexia are
supported by impaired dominant hemisphere processes, but the residual reading in deep
dyslexia has been argued to take place in the subdominant hemisphere.

The processing deficits underlying the peripheral dyslexias arise in the early visual
perceptual processing stages. Neglect dyslexia is commonly viewed as a deficit in
ATTENTION to a particular side of space affecting the letters that fall within that area.
But sometimes the deficit affects the initial letters of the word, irrespective of the spatial
area in which they appear. Attentional dyslexia may arise when the ability to change the
size of the attentional window from the space of a whole word to that of single letters is
affected. Pure alexia is thought to occur when letters in the word cannot be processed in
parallel. Theories of the processing deficits underlying different forms of acquired
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dyslexia have been explained in terms of models of normal reading. The model that
accounts best for acquired dyslexia proposes a LEXICON (or word store) of written (or
orthographic—see ORTHOGRAPHY) forms of words and a lexicon of spoken (or
phonological—see PHONOLOGY) forms of words. These lexica allow familiar
orthographic and phonological word forms to be understood via pathways to the semantic
system in which word meanings are stored. Deep dyslexia is thought to arise when only
this route is available for reading. Orthographic word forms are also linked directly to
phonological word forms. Phonological dyslexia is thought to arise when only the direct
lexical pathway and the semantic pathway are available for reading. A further sub-lexical
reading process analyses the written letter string into letter groups and links these to
sounds producing a novel phonological sequence. Surface dyslexia is thought to arise
when the lexical reading pathways are damaged and the sub-lexical reading process is
used in support.

The prognosis for peripheral reading disorders is quite good, but central disorders
usually endure, although effective treatments, based on preserved abilities, have proved
successful in some cases of deep and surface dyslexia.

Reference

Ellis, A.W. (1993) Reading, Writing and Dyslexia, 2nd edn, Lawrence Erlbaum: Hove.
ELAINE FUNNELL

acquired reading disorder

The term acquired reading disorder can be taken to be synonymous with ACQUIRED
DYSLEXIA, it is therefore a term that can also be applied to the categories of dyslexia
that come under this general heading: see DYSLEXIA for a description of these.

See also: agraphia

acquisition

A period of LEARNING. The acquisition stage of an experiment allows the subject to
discover the consequences associated with the occurrence of a specific event or carrying
out a particular action. Acquisition can be measured objectively by monitoring the
subject’s behaviour across a number of sessions, the acquisition period being complete
when the subject reaches a predetermined level of performance.

WENDY L.INGLIS
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acquisition of a novel response

An alternative description of the procedure of responding with CONDITIONED
REINFORCEMENT: a novel response is required to obtain a conditioned reinforcer.

acquisition of language by non-human
primates

Since the 1970s several research projects have introduced PRIMATES of various species
to certain modes of non-verbal communication: natural SIGN LANGUAGE, invented
systems of symbols to be communicated via a keyboard, plastic chips to be arranged in
sequence. Many apes have achieved an impressive ability to use these systems to acquire
food and other rewards. The most recent general assessment (Wallman, 1992) is however
that there is no compelling evidence that the apes have acquired the ability to encode
propositions syntactically (in contrast to human children who demonstrate such ability
from the beginning of multiword utterance production).
See also: grammar

Reference

Wallman, J. (1992) Aping Language, Cambridge University Press: Cambridge.
ANNE CUTLER

acrocentric chromosome

A chromosome in which the CENTROMERE, the region in which the two chromatids are
joined, is situated towards one end of the chromosome, producing two short arms and two
long arms.

FIONA M.INGLIS
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across-fibre pattern theory

In the across-fibre pattern theory of NEURAL CODING it is maintained that information
is carried by the relative amounts, or pattern, of activity across many neurons. A good
analogy is that of a matrix of light bulbs in a movie marquee, with each bulb representing
one NEURON. The message is given by the pattern of bulbs that are on, and neurally a
message is given in the pattern of activity across neurons. This theory has economic
power in that, as a marquee may display many different messages, a population of
neurons may carry many different messages. However a neuron is not an on-or-off device
like a bulb, but can assume many levels of activity. Thus the amount of information
carried by a neural population is indeed large. If 13 neurons each have 10 possible levels
of activity, they will support 10000000000 different patterns, or neural messages; this
approximates the number of neurons in the human brain. This theory has empirical
support. Typically neurons function as ‘marquee’ ensembles since wide varieties of
stimuli are represented by the same population. For example, colour-sensitive neurons
respond to nearly all wavelengths, so wavelength must be encoded across them. Similarly
taste, temperature, vestibular, auditory, somaesthetic, kinesthetic and olfactory neurons
each respond to many different stimuli within their domains, and motor neurons each
participate in wide ranges of movement. Thus the marquee ensemble analogy holds for
these systems. And a brain, as a marquee, can function with considerable loss of its units.
The economic power of this theory would be useful in all neural functions, especially
those with high information content (many messages), adding at least memory and
complex cognitive processes along with emotional and motivational states to the above
systems. Modern approaches to neural coding, including PARALLEL PROCESSING,
DISTRIBUTED PROCESSING and ENSEMBLE CODING, incorporate the idea of
across-fibre patterning. The terms ACROSS-NEURON PATTERNING and ACROSS-
UNIT PATTERNING are identical to across-fibre patterning. This theory is in strong
contrast with the other major coding position, the LABELLED-LINE THEORY, since
the latter holds that each neuron carries its own distinct message unaffected by the overall
pattern of activity in which it is imbedded. In the labelled-line theory, the number of
possible messages would equal the number of neurons.
See also: connectionism; neural networks; parallel vs. serial processing
ROBERT P.ERICKSON
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across-neuron patterning

see across-fibre pattern theory

across-unit patterning

see across-fibre pattern theory

ACTH

see adrenocorticotropic hormone

actin

see muscles

action potential

A stereotyped change in electrical potential across the MEMBRANE of a neuron or
muscle cell as a result of stimulation. The occurrence of an action potential is dependent
on the cell being depolarized (see DEPOLARIZATION) past the point called the
THRESHOLD. Once the threshold is reached, a positive feedback loop initiates a
sequence of depolarization and repolarization that is independent of the initial cause. This
allows an action potential to maintain the same amplitude as it travels (or propagates)
along the cell membrane. In the case of neurons, this property allows information to be
encoded in terms of the rate of firing of action potentials. This information can then be
carried without change from one part of the nervous system to another via the neuron’s
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axon. An action potential is also called a spike. The simultaneous occurrence of many
action potentials in a peripheral nerve or muscle is recorded as a COMPOUND ACTION
POTENTIAL.

An action potential is dependent on the presence of SODIUM CHANNELS that are
sensitive to membrane voltage. Depolarization of the membrane opens these channels
rapidly (sodium activation) and closes them slowly (sodium inactivation). The initial
opening allows positive sodium ions to flow into the cell, which depolarizes the
membrane more; this depolarization in turn opens more sodium channels. At the point
where the positive feedback effect of the inflowing sodium ions cannot be stopped (the
threshold) the action potential is initiated. The membrane voltage becomes positive inside
the cell as the membrane potential approaches the equilibrium potential for sodium. This
large depolarization is terminated by progressive sodium inactivation as well as by the
opening of voltage-dependent POTASSIUM CHANNELS which permits potassium ions
to flow out of the cell. The slower time course of potassium activation often produces a
HYPERPOLARIZATION at the end of the action potential. Voltage-dependent sodium
channels cannot be reopened until sodium inactivation is complete. This results in an
ABSOLUTE REFRACTORY PERIOD which limits the frequency of action potentials.
The absolute refractory period is followed by a relative refractory period, during which a
second action potential can be initiated if a stronger stimulus is applied. In other words,
the threshold is raised during the relative refractory period.

Propagation of the action potential along the axon results from the fact that the
depolarization at one point on the membrane produces passive spread of current in
surrounding membrane. Therefore this adjacent membrane will also be depolarized and it
too will produce an action potential when it reaches threshold. The movement of an
action potential along the cell membrane is therefore analogous to the burning of a fuse.
The rate of action potential propagation, or conduction velocity, is dependent on two
factors: the internal axonal resistance and the membrane resistance. Conduction velocity
is indirectly proportional to the internal resistance, which is primarily determined by the
diameter of the axon. In a manner analogous to water flow in a pipe, the smaller the
diameter of the axon the greater will be the resistance and consequently the slower the
conduction velocity. Membrane resistance affects the velocity in the opposite manner; the
greater the membrane resistance the greater the velocity. This is because the greater
membrane resistance prevents the current generated by the action potential from leaking
out through the membrane. Greater current therefore travels along the axon and is better
able to depolarize the next segment of the axon. The membrane resistance is primarily
determined by the presence or absence of MYELIN. The NODES OF RANVIER are the
regions between myelinated segments and are characterized by a high density of voltage-
sensitive sodium channels. The high resistance underlying the myelin and the high
density of sodium channels at the nodes of Ranvier allows the action potential to ‘jump’
from one node to the next. This type of action potential conduction is therefore called
SALTATORY and is much faster than can be obtained by increasing the axonal diameter.

Diseases that affect conduction velocity can impair sensory and/or motor function
because information cannot travel from one end of neuron to the other. This can be due to
damage to the neurons themselves or to loss of myelin (DEMYELINATION). Peripheral
neuropathies, associated with diabetes and many other diseases, can cause pain or loss of
sensation in various parts of the body . The more peripheral parts of the body (hands and
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feet) are most affected by these diseases because the axons to and from the hands and feet
travel the longest distances and are therefore the most easily affected. Other types of
peripheral demyelination may result from viral infection (for instance, Guillain-Barr
disease). The major demyelinating disease of the central nervous system is MULTIPLE
SCLEROSIS.
See also: all-or-none; neuropathology; sodium-potassium pump
DOUGLAS D.RASMUSSON

action tremor

see tremor

activation

(i) Neural systems: Activation refers to increased activity within neural systems and can
be used at the level of the individual NEURON, in terms of activation of a
POSTSYNAPTIC membrane, or it could be at the level of entire neural systems.
Activation at the level of the individual neuron occurs when an impulse arrives at a
PRESYNAPTIC membrane. NEUROTRANSMITTERS are released into the
SYNAPTIC CLEFT and bind to RECEPTORS on the postsynaptic membrane, leading to
the opening of ion channels (see ION CHANNEL) and postsy naptic membrane
activation. Each synaptic terminal produces a slow, weak and graded synaptic potential.
This could be an EXCITATORY POSTSYNAPTIC POTENTIAL (EPSP) or
INHIBITORY POSTSYNAPTIC POTENTIAL (IPSP), depending on the
neurotransmitter and ionic channels involved. In the central nervous system, postsynaptic
neurons can be activated with EPSPs and IPSPs from adjacent synaptic terminals. The
activation caused by a single synapse is usually not sufficient for the post-synaptic
neuron to fire (see FIRING). A stronger activation signal requires SUMMATION of
activity, either by addition of a number of post-synaptic potentials (spatial summation), or
by increasing the frequency of discharge of individual synapses (temporal summation).
Activation by a GLUTAMATE-containing neuron always results in excitation of the
postsynaptic membrane; GABA release leads to inhibition. In all but the simplest
organisms, activation of individual neurons is not sufficient to perform the integrative
and regulatory actions of the nervous system; in the vertebrate nervous system this occurs
through the activation of millions of synapses grouped into specific networks. For
instance, when groups of long-axoned CHOLINERGIC and MONOAMINERGIC
neurons located in the brainstem—and belonging to the ASCENDING RETICULAR
ACTIVATING SYSTEM (ARAS)—fire, one result is the activation of networks of
neurons in the THALAMUS and CEREBRAL CORTEX. The type of activation seen in
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the cortex depends on the pattern of activity in component networks of the ARAS, and
the resulting balance of excitation and inhibition in target neural systems. In the cortex,
activation can be measured using an ELECTROENCEPHALOGRAM (EEG). Levels of
activation in different neural systems, during performance of particular tasks, can be
compared by using imaging techniques, such as positron emission tomography (see PET)
or magnetic resonance imaging. Just as activation at the postsynaptic membrane can
result in excitation or inhibition, high levels of activation in a particular neural system
measured by imaging techniques may be excitatory or inhibitory. An additional way of
measuring activation in neural systems is through the use of EVENT-RELATED
POTENTIALS.

(if) Behaviour: Behavioural activation refers to heightened motor output. As
behavioural activation may be a sign of increased AROUSAL, it is often used
synonymously with this, though such use should be avoided; see also ALERTNESS;
MOTOR READINESS.

WENDY L.INGLIS AND VERITY J.BROWN

activational effect of steroid hormones

A property of steroid HORMONES, usually contrasted with the ORGANIZATIONAL
EFFECTS OF STEROID HORMONES. Organizational effects of steroid hormones
occur during development and have long-term effects. Activational effects in contrast
occur during adulthood and have short-term effects. For example, increasing levels of
TESTOSTERONE will activate a male rat’s interest in female rats, causing him to
display typical SEXUAL BEHAVIOUR. In the long term steroids organize; in the short
term they activate.

activation-synthesis hypothesis

see dreaming

active avoidance

Avoidance behaviour occurs when organisms behave in such a way as to decrease the
probability of an AVERSIVE STIMULUS being presented or encountered. Avoidance is
distinguished from ESCAPE by the occurrence of the aversive event; escape occurs when
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the animal escapes from or terminates an aversive stimulus, whereas avoidance occurs
when the animal avoids the aversive stimulus altogether. Active avoidance is
characterized by the animal actively engaging in a response that delays or cancels the
presentation of an aversive stimulus.

JOHN D.SALAMONE

active sleep

see REM sleep

active transport

The process whereby a molecule or ION is moved across a cell membrane against a
concentration or electrical gradient. Active transport is characterized by the expenditure
of energy released from the breakdown of ADENOSINE TRIPHOSPHATE (ATP) by a
protein that spans the membrane. The most important use of active transport in the
nervous system is the SODIUM-POTASSIUM PUMP which restores the ionic balance of
these ions following an ACTION POTENTIAL. Active transport is also used for
reuptake of neurotrans mitters. Another important use of active transport is the
CALCIUM pump which maintains intracellular calcium at very low levels by pumping
calcium out of the cell or into intracellular stores.

DOUGLAS D.RASMUSSON

acuity

A measure of the finest spatial detail which can be signaled by the visual system, often
referred to as the ‘resolving power’. It must be distinguished from sensitivity to light
intensity or to contrast—these determine the limits on the smallest isolated bright or dark
target that can be detected. The finest black/ white grating pattern which can be
distinguished from a uniform grey field is about 50 cycles per degree when viewing with
the central FOVEA under optimal conditions—a value close to the limits set both by
optical blur in the retinal image, and the spacing of the PHOTORECEPTOR mosaic.
Acuity is reduced with increasing eccentricity in the VISUAL FIELD or with lower
levels of illumination. Judgements of alignment and separation show HYPERACUITY;
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that is, the VISUAL SYSTEM can convey positional information at a finer scale than the
spatial detail it can resolve.

There are many different types of standardized tests of acuity, some of which are a key
part of the clinical assessment of the visual system (see 6/6 NOTATION; SNELLEN
LETTERS). Performance on many of these tasks is limited by the optical properties of
the eye itself (see GRATING ACUITY). However, in other cases, such as the ability to
detect a misalignment of two thin lines (known as vernier acuity) it has been
convincingly proved that performance is a reflection of the manner in which the visual
nervous system operates rather than being limited by the eye’s optics.

See also: amblyopia; contrast sensitivity

OLIVER J.BRADDICK AND DAVID W.HEELEY

acupuncture

Acupuncture is an ancient Chinese method of healing which involves inserting needles
into the skin at specific points on the body. It was described by Chi Po in the second
century BC. The principles of traditional acupuncture are derived from the theory of
natural law (Tao) described by the Laotse in the fifth century BC. This theory holds that
nature is governed by the balance of two opposing forces, yin and yang, and that natural
objects are composed of five elements—wood, fire, earth, metal and water. Yin and yang
are manifested in any naturally occurring pair of opposites such as heat (yang) and cold
(yin), or day (yang) and night (yin). In medical theory each major organ is identified with
one of the five elements, and there is continuous dynamic interaction between the organs.
In the healthy individual these interactions are in balance and there is an unobstructed
flow of vital energy (Qi). When the balance is disturbed the flow of Qi is impeded, and
this is manifested as illness. The purpose of needling is to restore an unobstructed flow of
Qi. The 361 traditional acupuncture points are located on imaginary longitudinal lines
which connect a yin organ and its corresponding yang organ, and are the flow paths of
the vital energy.

In scientific medicine acupuncture has been used and studied primarily as a treatment
for chronic pain. The PAIN-inhibiting effect of acupuncture can be demonstrated in
animals as well as in human patients. It can be evoked by needling or electrical
stimulation of many areas of the body surface, not just the traditional acupuncture points.
Scientific investigations suggest the phenomenon can be explained by the GATE
CONTROL THEORY OF PAIN. The pain-relieving effects of acupuncture depend on
the stimulation of SOMATOSENSORY nerves, and are mediated by ENDORPHINS and
MONOAMINE NEUROTRANSMITTERS in the central nervous system. The efficacy
of acupuncture treatment for pain is difficult to estimate because there is no adequate
control for PLACEBO ANALGESIA, and there has been great variability in the
placement of needles and in the duration and frequency of treatment in clinical trials.
Clinical trials of acupuncture for low back pain, muscle pain and arthritic pain suggest
50% to 80% of patients obtain some relief of pain. In 50% of patients pain returns within
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6 months. Known complications are broken needles, infection from non-sterile needles,
vasovagal symptoms and premature labour.
KEITH B.J.FRANKLIN

acute

A brief or rapid event, in contrast to a longer lasting challenge or event, which is referred
to as CHRONIC. For instance, one could measure an acute response to a single injection
of a drug or examine the chronic response to long-term drug administration.

acute confusional state

An organic state characterized by diminution of CONSCIOUSNESS, usually associated
with a global impairment of cognitive function. The syndrome is often accompanied by
abnormalities of MOOD, PERCEPTION (commonly in the form of visual
HALLUCINATION) and behaviour. There are many causes, ranging from infection to
alcohol withdrawal. Onset is rapid, and resolution quickly follows effective treatment of
the precipitating illness.

IAN C.REID

acute stress disorder

A disruption to behaviour and cognitive processing produced by acute STRESS. Acute
stress disorder is a category recognized by DSM-IV though it must be borne in mind that
almost everyone will at one time or another show an acute stress disorder. Contrast this
with POST-TRAUMATIC STRESS DISORDER: similar features can appear in both, but
in post-traumatic stress disorder the signs and symptoms are more severe and prolonged.
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ad libitum

(ad lib) Freely available. Experimental animals are often maintained on an ad lib food
and water regime, when both are freely available all the time.

adaptation

(i) Perception: Adaptation is a nearly universal property of neural systems. Prolonged
stimulation leads to steady decline in responsivity. Adaptation has also been
demonstrated behaviourally in studies of human spatial vision and has been a key
technique in developing the concept of SPATIAL FREQUENCY CHANNELS. Exposure
to a high contrast visual stimulus has been shown to lead to a number of transitory
perceptual changes such as decreases in sensitivity and changes in the visual appearance
of subsequently viewed patterns. Close analysis of these effects lead to the development
of the multiple-channel theory of spatial vision. An unresolved issue is the exact cause of
the contrast adaptation (or more precisely, HABITUATION), which may be due either to
reductions in the concentration of some essential metabolite or the result of alterations in
the neural organisation of visually responsive neurons.

(if) Evolution: SPECIES tend to evolve whose individuals are well fitted to the
challenges of their environment: this process is called ADAPTATION. It depends upon
the existence of heritable variation between individuals, yet its mechanism—differential
death—inexorably uses up this variation; see NATURAL SELECTION.

DAVID W.HEELEY AND RICHARD W.BYRNE

addiction

The process or state in which an organism needs the presence of a DRUG (including
ALCOHOL) to function normally. The concept and definition of addiction has undergone
considerable evolution throughout recent history. Central to this process has been the role
of volition or ‘will’ of the addicted individual and of personal responsibility. Before the
nineteenth century, addictions were generally considered as vice, sin, or moral failings. It
was recognized that certain substances led to undesirable ‘habits,” but it was generally
thought that drinking, for example, was something over which the individual had ultimate
control; that is, drinking to excess was an individual choice. The notion that
ALCOHOLISM (and eventually, drug addiction) was more like a disease than wilful
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immoral behaviour has its roots in the nineteenth century. Thomas Trotter wrote in 1804
that ‘the habit of drunkenness is a disease of the mind’. In this century, the MEDICAL
MODEL (or the DISEASE MODEL) of alcoholism and other drug addictions has been
most influential. The addict is viewed as a patient with a disease, in need of medical or
psychiatric treatment. Detractors of this view argue that that the disease concept has
actually caused addictive behaviour to increase because it excuses uncontrolled
behaviours and allows people to interpret their lack of control as the expression of a
disease they can do nothing about. However, there is now strong evidence that many
addictive drugs, including COCAINE, alcohol, HEROIN, AMPHETAMINE and
NICOTINE can exert powerful long-term effects on the biochemical and molecular
machinery of the brain. It is believed that many of these neuroadaptive phenomena (for
example, long-lasting changes in GENE EXPRESSION and the SECOND
MESSENGERS system) underlie the intense craving and relapse to drug use
characteristic of addiction. Thus, while free choice is certainly involved in the decision to
initiate drug-taking behaviour, the emotional and cognitive distress associated with
dependence is in large part out of the individual’s control once the process of addiction
has started.

Traditionally, the appearance of a physical WITHDRAWAL SYNDROME was
essential in determining if someone was ‘addicted’ to a substance. For example, some
years ago cocaine was not thought to be addictive because users experienced no apparent
withdrawal syndrome during abstinence from the drug. Today, physical signs of
addiction are still important but not necessary for diagnosis. Several internationally
accepted diagnostic criteria exist for drug dependence. The DSM-1V (Diagnostic and
Statistical Manual of the American Psychiatric Association) criteria for psychoactive
substance dependence emphasize clusters of symptoms or behavioural manifestations that
clearly indicate distress or disability. These criteria reflect behavioural changes that
would be considered as extremely undesirable in all cultures. There are three basic
characteristics to this set of criteria: (1) loss of control over the use of the substance, (2)
impairment in daily functioning and continued use of substance despite adverse
consequences and (3) physical or emotional adaptation to the drug, such as in the
development of tolerance or a withdrawal syndrome. The problem of defining drug abuse
has also been considered by the World Health Organization (WHO), from the point of
view of public health policy. The WHO model was instrumental in formulating the
‘dependence syndrome’ concept, which has gradually come to replace the terms ‘drug
addiction’ and “‘drug abuse’. In 1981, the WHO committee defined the DEPENDENCE
SYNDROME as ‘a cluster of physiological, behavioural, and cognitive phenomena in
which the use of a substance or a class of substances takes on a much higher priority for a
given individual than other behaviours that once had higher value’. A central descriptive
characteristic of the dependence syndrome is the desire (often strong, sometimes
overpowering) to take drugs, alcohol or TOBACCO. This model also emphasizes the
high frequency of maladaptive behaviours, loss of control and neglect of alternative
pleasures or interests in favour of substance use. Incorporated into the WHO definition is
the concept of NEUROADAPTATION, in which the constant presence of the drug
somehow induces long-lasting changes in the brain.

As is clear from both the DSM-IV and WHO criteria, modern concepts of drug
addiction tend to emphasize the behaviour of the individual and the adverse consequences
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of such behaviour; they do not attempt to explain the dependence. These definitions fall
within the framework of psychiatry and public health, and reflect current society’s
general acceptance of drug dependence as a medical problem or disease.

Reference

Kelley A.E. (1995) Psychoactive substance use disorders. In Abnormal Psychology, eds. D.
J.Rosenhan & M.E.P.Seligman, Norton: New York.
ANN E.KELLEY

adenine

A nucleotide (see DNA).

adenohypophysis; neurohypophysis

The pituitary gland, at the base of the brain, below the HYPOTHALAMUS, was thought
of in ancient times as a channel through which unpleasant fluids could drain away from
the brain. (Pituitary is derived from pituita, Latin for phlegm.) The pituitary gland is not
really one structure but two: the ADENOHYPOPHYSIS (anterior pituitary) and
NEUROHYPOPHYSIS (posterior pituitary) regulate different HORMONES, are
controlled independently and are derived from different embryonic tissues. The
neurohypophysis is embryologically part of brain: it is essentially neural tissue. The
adenohypophysis is not—it is a ‘real’ gland. Both adenohypophysis and neurohypophysis
are connected to the brain by the INFUNDIBULUM (or pituitary stalk), a collection of
axons and blood vessels communicating between pituitary and hypothalamus, sheathed in
connective tissue. Importantly though, the axons only communicate with the
neurohypophysis—posterior pituitary—and the blood vessels only communicate with the
adenohypophysis—anterior pituitary. Hor mones are liberated from the adenohypophysis
and neurohypophysis in two different ways. (1) The hormones arginine VASOPRESSIN
and oxytoxin are synthesized by MAGNOCELLULAR neurons in the paraventricular
and supraoptic nuclei of the hypothalamus. These neurons send their axons down through
the infundibulum into the neurohypophysis, where they liberate oxytocin and vasopressin
into capillaries, which carry these hormones out around the body. (2) The
HYPOTHALAMIC-PITUITARY PORTAL SYSTEM (also known as the hypothalamic-
hypophyseal portal system) is based on the blood vessels supplied by the hypophyseal
artery to an area called the MEDIAN EMINENCE, at the base of the hypothalamus,
above the pituitary. It is a system containing a dense network of capillaries, into which
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axons from a variety of neuroendocrine neurons in the hypothalamus can release
hormones. The capillaries of the hypothalamo-pituitary portal system flow to the
adenohypophysis. Cells within the adenohypophysis synthesize and release various
hormones (including GROWTH HORMONE, PROLACTIN and ACTH among others)
whose release is triggered by the hormones and releasing factors carried in the
hypothalamo-pituitary portal system. Thus the neurohypophysis has direct neural contact
with the hypothalamus, while the adenohypophysis communicates with the hypothalamus
through the intermediate actions of the blood stream, in the shape of the hypothalamo-
pituitary portal system.

Note that there is also an INTERMEDIATE LOBE OF THE PITUITARY, situated
between the neurohypophysis and the adenohypophysis. It contains cells that secrete
ENDORPHIN and melanocyte-stimulating hormone and appears to be innervated by
DOPAMINE fibres from the hypothalamus (suggesting that it is more closely related to
the neurohypophysis than to the adenohypophysis). There is also a small pars tuberalis,
an extension of the adenohypophysis along the infundibulum: this is differentially
developed across species. In the rat it is quite small, but in other species—sheep for
instance—it is quite large.

See also: hypothalamo-pituitary axis

adenoma

see tumour

adenosine

A PURINE nucleoside with a variety of cellular functions, found in a variety of locations
around the body. In brain it is synthesized from adenosine 5’-monophosphate and
inactivated principally by REUPTAKE into synaptic terminals. There are several receptor
subtypes, G PROTEIN coupled: A;, Asa, Asg and As, the distributions of which in brain
differ. Adenosine is thought to interact with a variety of other neurotransmitter systems,
most notably cholinergic (see CHOLINE) systems. Adenosine inhibits the firing of
CHOLINERGIC involved in ATTENTION and AROUSAL. It has also been suggested
that the stimulants THEOPHYLLINE and CAFFEINE (found in tea and coffee) are
adenosine antagonists and that their stimulant properties can be accounted for by
suppression of the inhibitory actions of adenosine on cholinergic neurons.
See also: psychomotor stimulants
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adenosine diphosphate

(ADP) see adenosine triphosphate

adenosine triphosphate

(ATP) Cells work: they engage in mechanical work (such as muscle cell contraction);
transport (moving molecules across various kinds of MEMBRANE for example); and
they do chemical work, powering chemical reactions that do not happen of their own
accord. This work requires fuel, and it is this that ATP provides. ATP, when subject to
hydrolysis (the addition of water) breaks down: a phosphate molecule leaves ATP (which
thus becomes adenosine diphosphate, ADP). This breakdown liberates ENERGY. If the
reaction occurred in a test tube this energy would be present as heat. Heat in cells is
clearly not a good thing, so cells use another molecule to capture the phosphate that is
liberated from ATP in water (a process said to involve a phosphorylated intermediate).
This process is simply a means for transferring the phosphate molecule from ATP to a
target molecule without generating unwanted heat energy. The donation of a phosphate
molecule by ATP is reciprocated: the product, ADP, can acquire phosphate molecules to
become ATP again, a process known as the ATP cycle. This cycle is tremendously
powerful: a single muscle cell can recycle all its ATP—all 10 million molecules of it—in
about 60 seconds (see Campbell et al. for a clear exposition of the functions and
properties of ATP).

Reference

Campbell N.A., Reece J.B. & Mitchell L.G. Menlo Park CA. (1999) Biology, 5th edn, Addison-
Wesley:

adenovirus

A complex type of VIRUS with a double strand of DNA.
See also: gene transfer in the CNS



EntriesA-Z 29

adenylate cyclase

An enzyme found in many cells in the nervous system that converts the energy substrate
molecule ADENOSINE TRIPHOSPHATE (ATP) to CYCLIC AMP (see SECOND
MESSENGERS). Also known as adenylyl cyclase, it alters the phosphate groups on the
ATP and requires the cofactor magnesium (Mg®"). It is a critical part of the intracellular
biochemical signalling mechanisms in many neurons. Via a certain type of proteins
bound in the neuronal membrane called G PROTEIN, the neurotransmitter is able to
influence the levels of adenylate cyclase. For example, via a stimulatory G protein which
is linked to the transmitter receptor, transmitters such as NORADRENALINE and
DOPAMINE are able to increase the production of adenylate cyclase. The regulation of
adenylate cyclase by NEUROTRANSMITTERS has a wide array of influences on
neuronal activity and function. It is now known that there are multiple forms of this
enzyme that differ slightly in structure and interactions with G proteins.

ANN E.KELLEY

adequate stimulus

A normal (that is, appropriate) STIMULUS that is above threshold for detection is said to
be an adequate stimulus. An INADEQUATE STIMULUS is not simply one that is below
threshold for detection, but may be one that is inappropriate for a particular modality. For
example, rubbing one’s eyes can stimulate the visual system.

adhesion molecules

Literally, molecules that aid in securing cells together. GLYCOPROTEIN molecules
often serve in this way; see GROWTH CONE for an example of adhesion molecules in
action.

adipocyte

see adipose tissue
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adipose

Adipose tissue is fat; normal body fat is white. Brown fat—BROWN ADIPOSE
TISSUE-is involved in NON-SHIVERING THERMOGENESIS.

adipose tissue

(from Latin, adepis: soft fat) Adipose tissue is what is more commonly known as fat;
adiposity is a term indicating fatness. Adipose tissue (which is whitte—BROWN
ADIPOSE TISSUE has a different function) consists of a matrix of CONNECTIVE
TISSUE in which are held adipose cells (also called ADIPOCYTES). These cells contain
TRIGLYCERIDES, which may be metabolized and released by adipocytes when there
are ENERGY demands on the organism. Adipocytes have a necessary relation to
adiposity. There are two factors that are important in this: one is the number of
adipocytes that are present, and the second is their size (that is, how much fat each
adipocyte actually contains). The number of adipocytes present in an organism is
probably set initially by genetic factors but it has been shown that sustained periods of
overfeeding can lead to adipocyte HYPERPLASIA. Controlling the size of adipocytes is
relatively straightforward—reducing fat intake will do this—but reducing adipocyte
number is harder to do, requiring very lengthy periods of intake restriction. There is
another important question about the regulation of adipocytes: is fat storage regulated or
merely a consequence of energy intake? Is the surplus energy that is neither used
straightaway nor consumed in thermogenesis simply stored or are there active
mechanisms governing adiposity? Until recently no identifiable signal from adipose
tissue to brain mechanisms controlling intake could be detected, but the recent discovery
of LEPTIN has suggested that there may indeed by a signal from adipocytes to the
HYPOTHALAMUS that allows for regulation of adiposity.
See also: body weight; digestive system; feeding; insulin; obesity

adipsia

The absence of DRINKING.
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adjuvant

(from Latin, ad: to, juvare: to help) An agent, often without significant independent
effect, given in combination with another in order to promote its effectiveness.

ADP

Adenosine diphosphate; see ADENOSINE TRIPHOSPHATE.

adrenal gland

(from Latin, ad: to, renes: kidneys) The adrenal gland, situated (as the name indicates)
immediately next to the kidneys, is involved in STRESS and OSMOREGULATION. The
adrenal gland is composed of two distinct components: the adrenal cortex (the outer
portion or shell of the adrenal gland) and the adrenal medulla (the inner portion or core of
the adrenal gland). The adrenal gland is related to the tissue of the nervous system, being
derived from NEURAL CREST cells which, having moved into position, can develop
either into cells capable of releasing HORMONES in the adrenal medulla, or into
sympathetic neurons (see SYMPATHETIC NERVOUS SYSTEM). The differentiation of
neural crest cells into either of these is chemically controlled: in the presence of
GLUCOCORTICOIDS, neural crest cells develop into adrenal medulla cells; in the
presence of NERVE GROWTH FACTOR they develop into sympathetic neurons.

Stress triggers activity in the HYPOTHALAMUS, which then generates activity in the
adrenal gland by two routes. A neural signal, relayed from the hypothalamus via the
sympathetic nervous system, promotes release of ACETYLCHOLINE in the adrenal
medulla, which in turn stimulates the release of the catecholamine neurotransmitters,
ADRENALINE and NORADRENALINE (also known as, respectively, EPINEPHRINE
and NOREPINEPHRINE). Adrenaline and noradrenaline are released from the adrenal
medulla into the blood to produce several effects: increased breakdown of GLYCOGEN
to GLUCOSE (to fuel ‘FIGHT-OR-FLIGHI’), increases in blood pressure,
RESPIRATION and METABOLISM, and alteration of the pattern of blood flow, with
decreasing digestive activity and a concomitant increase in alertness. Stressors also
generate an ENDOCRINE response from the hypothalamus. Activation causes the
hypothalamus to trigger release of ADRENOCORTICOTROPIC HORMONE (ACTH)
from the anterior PITUITARY GLAND. ACTH activates the adrenal cortex, causing
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release of MINERALOCORTICOIDS (such as ALDOSTERONE) which act to retain
sodium and water by the Kkidneys, and increase blood pressure (see
OSMOREGULATION). Glucocorticoids such as cortisol are also released by the adrenal
cortex, leading to conversion of fats and proteins to glucose (again helping fuel ‘fight or
flight’) and suppression of the IMMUNE SYSTEM. The endocrine response to stress by
the adrenal cortex, being dependent on diffusion of ACTH from the pituitary gland, is of
course much slower than the response made by the adrenal medulla, which is under very
fast neural control. In addition to a role in stress and osmoregulation, the adrenal gland
also appears to have the capacity to produce STEROID HORMONES related to
SEXUAL BEHAVIOUR: the adrenal cortex produces ANDROGENS (such as
TESTOSTERONE), ESTROGENS (such as ESTRADIOL) and PROGESTINS (such as
PROGESTERONE). These are all made in greater quantities in the GONADS. Exactly
what function adrenal SEX HORMONES have is unclear.

Loss of the adrenal gland—either by disease or by surgical removal
(ADRENALECTOMY)—has significant physiological effects, the most pressing of
which is an inability to retain sodium. Adrenalectomized animals have to be given
additional salt in their water or food in order to maintain sodium levels. Adrenalectomy
produces a specific loss of GRANULE CELLS from the HIPPOCAMPUS, a unique
event: no other neurons in the brain are damaged by adrenalectomy (see Sloviter et al.,
1993). It is thought that glucocorticoids might act as nerve growth factors in the
developing hippocampus. Their function in the adult hippocampus is uncertain. In
addition, some of the effects psychological of AMPHETAMINE are thought to be
mediated, directly or indirectly, via an action on catecholamine release from the adrenal
gland (see Martinez et al., 1980)

See also: chromaffin cells; Cushing’s disease
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adrenalectomy

Removal of the ADRENAL GLAND.
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adrenaline (adrenergic)

A monoamine that is primarily synthesized in the ADRENAL GLAND, specifically the
CHROMAFFIN CELLS of the adrenal medulla. Also known as epinephrine, it is
synthesized from NORADRENALINE (or norepinephrine) by the enzyme
PHENYLETHANOLAMINE-N-METHYLTRANSFERASE (PNMT). Experiments in
the early part of the twentieth century suggested that nerves of the SYMPATHETIC
NERVOUS SYSTEM stimulated the heart and constricted blood vessels by a hormonal
substance acting on the effector organs. When the adrenal medulla is excited by
sympathetic activity, adrenaline is released into the circulatory system and quickly
reaches many target organs, such as the heart, lungs and blood vessels. Along with the
neurotransmitter noradrenaline, it has an important role in increasing oxygen delivery to
muscles and brain, preparing the body for STRESS or FIGHT-OR-FLIGHT situations.
The term ADRENERGIC is used to describe a neuron that contains adrenaline.

ANN E.KELLEY

adrenergic

Relating to the neurotransmitter ADRENALINE. For instance, a neuron that synthesizes
and releases adrenaline is said to be adrenergic.

adrenoceptors

These are receptors for both NORADRENALINE (NOREPINEPHRINE) and
ADRENALINE (EPINEPHRINE). They are found in the CENTRAL NERVOUS
SYSTEM and on a variety of tissues innervated by the PERIPHERAL NERVOUS
SYSTEM. All the various subtypes of adrenoceptor are coupled to G PROTEINS.
Adrenoceptors are discriminated broadly into two types: ALPHA RECEPTORS («
receptors) and BETA RECEPTORS (5 receptors). Alpha receptors tend to be found in the
CENTRAL NERVOUS SYSTEM, beta receptors in the rest of the body, though this
dissociation is by no means absolute. Both types, alpha and beta, are divided into sub-
classes. The table on page 18 shows the sub-classes of adrenoceptor, the relative potency
of noradrenaline and adrenaline, and the main locations of the receptors. Note also that it
was once thought that alpha-2 receptors had an exclusively PRESYNAPTIC location.
This is not longer thought to be the case. Adrenoceptors of all sorts can be found at both
pre- and POSTSYNAPTIC sites, and may act as AUTORECEPTORS.
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The following table (on page 19) indicates some of the drugs that have been used as
AGONISTS or ANTAGONISTS at adrenoceptors. Note that it is unusual to find a drug
that has an action exclusively at one type of RECEPTOR: in most cases selectivity for a
receptor subtype is relative. The agonists and antagonists listed here, unless otherwise
specifically noted, show strong selectivity for the receptors indicated, though this
selectivity may not necessarily be absolute.

Reference

Feldman R., Meyer J.S. & Quenzer L.F. (1997) Principles of Neuropsychopharmacology, Sinauer
Press: Sunderland MA.

adrenocorticotropic hormone (ACTH)

One of the HORMONES libcrated from the ADENOHYPOPHYSIS (anterior
PITUITARY GLAND) following stimulation by CORTICOTROPIN-RELEASING
FACTOR (CRF). In turn it stimulates release of STEROID HORMONES (principally
GLUCOCORTICOIDS) from the adrenal cortex (see ADRENAL GLAND) and is
important in a variety of processes, including resistance to infection (see IMMUNE
SYSTEM) and reactions to a wide variety of types of STRESS. Prolonged release of
ACTH in the face of stress leads to elevations in glucocorticoids that in turn promote
HYPERGLYCAEMIA, HYPERINSULINAEMIA, increased GASTRIC ACID secretion
(and the consequent formation of ulcers) and impairs immune functioning.
See also: endocrine glands

adrenomedullin

see calcitonin gene-related peptide (CGRP)
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aerobic

Requiring the presence of free OXYGEN.
Adrenoceptor potency and location

SUBTYPE RELATIVE

alpha 1A

alpha 1B

alpha 1D
alpha 2A

alpha 2B
alpha 2C

beta 1

beta 2

beta 3
beta 4

POTENCY

NA>adrenaline

NA=adrenaline

NA=adrenaline

adrenaline>NA

adrenaline>NA

adrenaline>NA

NA>adrenaline

adrenaline>NA

NA=adrenaline

NA>adrenaline

LOCATION

HIPPOCAMPUS, PONS, MEDULLA OBLONGATA,
SPINAL CORD

CEREBRAL CORTEX, THALAMUS, HYPOTHALAMUS,
CEREBELLUM

HEART

LOCUS COERULEUS, AMYGDALA, hippocampus,
thalamus

thalamus, KIDNEY

locus coeruleus, amygdala, hippocampus, thalamus,
SUBSTANTIA NIGRA, STRIATUM

receptors for SYMPATHETIC NERVOUS SYSTEM actions
of noradrenaline; also cerebral cortex

receptors in tissues for HORMONE-like actions of adrenaline
and noradrenaline; also cerebellum

BROWN ADIPOSE TISSUE; ADIPOSE TISSUE

uncertain as yet

Drugs acting at adrenoceptors

alpha 1

receptors:

alpha 2

receptors:

beta

receptors:

agonists:

antagonists:

agonists:

antagonists:

agonists:

antagonists:

PHENYLEPHRINE, METHOXAMINE, CIRAZOLINE

WB4101, PRAZOSIN, PHENOXYBENZAMINE,
CORYNANTHINE

ALPHA-METHYL-NORADRENALINE, CLONIDINE,
OXYMETAZOLINE, B-HT920, UK14,304

YOHIMBINE, RAUWOLSCINE, IDAZOXAN

ISOPROTERONOL, ALBUTEROL (also Called
SALBUTAMOL)

PROPRANOLOL, ALPRENOLOL, PINDOLOL

(these two groups are non-selective with respect to beta receptor subtypes)
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beta 1 agonists: DENOPAMINE, XAMOTEROL
receptors:

antagonists: ATENOLOL, BISOPEROL
beta 2 agonists: PROCATEROL, SULFONTEROL
receptors

antagonists: ICI1-118,551
beta 3 agonists: CL-316,243
receptors:

A model of CLASSICAL CONDITIONING that extends the RESCORLA-WAGNER
THEORY. SOP was the first extension (SOP being an acronym for standard operating
procedure), with AESOP (affective extension SOP). AESOP is a real time model that
attempts to account for LEARNING and performance of a task.

Reference

Domjan M. (1993) Domjan and Burkhard’s The principles of learning and behaviour, 3rd edn,
Brooks Cole: Pacific Grove CA.

aestivation

The opposite of HIBERNATION: aestivation is a period of dormancy during the summer
months, typically in response to oppresive heat or drought conditions.

aetiology

(US: etiology) (from Greek, aitiologia—aitia: cause, logos: discourse) The study of the
causes of events, most particularly in the context of medicine: the causes of diseases.
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AF-64A

A neurotoxin, ethylcholine mustard aziridinium ion, an irreversible LIGAND for the
choline REUPTAKE system. AF-64A has been proposed as an agent capable of
producing selective loss of CHOLINERGIC neurons or, if not loss of neurons, at least
reduced cholinergic function. It has not been widely used, because it often has been found
to produce CAVITATION in tissue. This non-selective toxic property has been difficult
to separate from the selective. It has been suggested that at very low concentrations AF-
64A is selective for the high affinity CHOLINE uptake system, which is specifically
found on cholinergic neurons, while higher concentrations affect both high and low
affinity choline uptake systems (the low affinity system being present on a wide variety
of cells). The success of selective neurotoxins such as 6-HYDROXYDOPAMINE
stimulated a great interest in the possibility of finding a lesioning agent selective for
cholinergic neurons. However, the non-selective effects of AF-64A have very seriously
inhibited its use.

References

Hanin I. (1990) AF64A-induced cholinergic hypofunction, in Aquilonius S.-M. & Gillberg P.-G.
(eds) Progress in Brain Research, vol. 84, pp. 289-299, Elsevier Science Publishers, B.V.

affect

The term affect has been regarded as synonymous with the term EMOTION: an
AFFECTIVE DISORDER such as DEPRESSION is One of emotion or mood; see
MOOQOD for further discussion.

affective disorder

Broad term referring to a group of related psychiatric disorders in which disturbance of
MOOD is a core feature—referred to as MOOD DISORDERS in ICD10 and DSM-1V.
Includes pathological DEPRESSION and elevation of mood (MANIA).
See also: bipolar disorder; manic depression; monoamine hypothesis of depression;
seasonal affective disorder; unipolar depression
IAN C.REID
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afferent

(from Latin, afferens—ad: to, ferre: carry) Moving toward or inward. Afferent
projections (often simply, ‘the afferents”) of a brain structure are the neurons that project
to that structure from another one.

See also: efferent

affinity

Affinity is a measure of the strength with which a RECEPTOR molecule and LIGAND
interact. Receptor molecule and ligand are used here in their most general sense rather
than specifically referring to neurotransmitter molecules and neurotransmitter receptors
(see NEUROTRANSMITTERS). Of course, neurotransmitters and drugs vary in their
affinity for the receptor molecules to which they bind, but other systems also show
varying degrees of affinity;: REUPTAKE mechanisms for example can show varying
degrees of affinity. A bimodal distribution is often implied when discussing affinity:
reuptake is often divided into high and low affinity for instance.

afterdischarge

A series of ACTION POTENTIAL reactions produced in a neuron by a single stimulus.
This usually consists of a high-frequency burst of action potentials. Many neurons in the
central nervous system show afterdischarges as a result of their intrinsic membrane
properties. This may allow a short stimulus to have a more prolonged effect in some parts
of the central nervous system. Afterdischarge may also be seen in abnormal states such as
EPILEPSY and may be indicative of excessive excitatory or decreased inhibitory
influences on the neuron.

DOUGLAS D.RASMUSSON

aftereffect

The residual and brief effect of a sensory STIMULUS after it has been removed.
See also: afterimage
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afterimage

Following exposure to a prolonged and/or intense pattern of light, the afterimage is a
continuing visual sensation corresponding to the stimulated areas of the RETINA. This is
believed to reflect prolonged photochemical events following pigment bleaching in the
PHOTORECEPTORS, which both generate a neural signal (giving a bright sensation on
a dark background) and reduce sensitivity (hence a dark sensation on a bright
background). The afterimage is fixed on the retina, and so like any stabilized image,
appears to fade even before the pigment has regenerated.

OLIVER J.BRADDICK

ageing

Colloquially this term refers to those changes which occur in later life, but ageing more
accurately refers to the changes which occur in any living system over its total lifespan.
Where people are concerned, societies divide lifespan in various different ways. For
example, one Western social framework sees life as progressing through the stages of
infancy, childhood, adolescence and adulthood. The latter may be further divided into
early adulthood, middle adulthood and old age. Age may also be defined in terms of
biological and psychological markers. These various markers of maturity may be attained
at different stages of one’s life. Therefore, knowing someone’s chronological age may
only provide a broad indication of their physical and psychological capabilities.

Psychologically, ageing is characterized by a decline in some sensory and cognitive
capacities. Research has demonstrated that central cognitive changes may account for a
substantial proportion of behavioural differences which occur in old age. One important
distinction is that between “fluid” and “crystallized” INTELLIGENCE. Fluid intelligence
is broadly synonymous with on-line mental agility. On average, performance on tests
which draw heavily on these capacities tend to decline from around one’s early 20s
onwards. By contrast, crystallized intelligence is broadly synonymous with knowledge
and performance on tasks which load heavily on this capacity tends to increase or remain
stable over the lifespan. Some of the age-related decline in fluid intelligence which
occurs may occur because older adults have problems spontaneously organizing,
structuring or attending to novel information in their environment.

One general hallmark of psychological ageing is that differences in performance
between individuals tend to become exaggerated, as the influences of an individual’s
specific personal history make their mark. Therefore, it is problematic to attempt to
delineate hard-and-fast rules about the capacity of a particular individual at a specific age.
A general characteristic of old age is that performance becomes slower on many tasks,
whether these are conducted at home or in the laboratory. There is considerable debate in
the research literature concerning the extent of this slowing in information processing.
However, data indicates that the peripheral (sensory and/or motor) processing speed of
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older adults is in the region of 1.0-1.5 times slower than that of younger adults whereas
central slowing rates indicate retardation in the region of 1.5-2.0 times that of young
controls. It has been argued by some (for instance Salthouse, 1985) that all of the deficits
in psychological processes which occur in old age may be explained in terms of generic
cognitive slowing, though this remains controversial. From a neuropsychological
perspective, it has been suggested that older individuals’ pattern of cognitive performance
(their relative inflexibility) may be closely related to deficits in frontal lobe functioning
which occur as we age.

In terms of MEMORY and LEARNING capacity, older people seem to have problems
in actively processing information held in short-term memory, in rehearsing supra-span
list lengths and/or in transferring material into long-term storage. In long-term memory,
free recall performance is generally more impaired than cued recall recognition in old
age, suggesting that old people may have problems in generating and/or using appropriate
retrieval cues to access information held in the long-term store. Overlearned and familiar
information, well rehearsed motor skills and implicit memory tend to be retained well
into old age, although there is often difficulty in learning new facts and acquiring new
skills. However, once information has been encoded into long-term memory, it does not
seem to be forgotten more rapidly than by younger people. Thus, the general observation
that old people spend more time talking about events which occurred in their youth than
those which occurred more recently may be at least partly due to problems in encoding
new information into long-term memory, rather than in retaining such material. However,
as with younger people, learning in older people can be facilitated through active rather
than passive learning of to-be-remembered materials.

Personality changes have also been noted anecdotally in old age, with many old
people complaining of psychosocial isolation and loneliness. By contrast, observers often
comment upon the greater self-centredness which may become apparent in some older
people. Antisocial tendencies and personality traits suppressed or inhibited during
working life may become more apparent after retirement. However, these proposed
changes have proven somewhat elusive when investigated experimentally. It has also
been suggested that behaviour in old age becomes dominated by routine and habit.
However, there is little evidence that ageing per se is responsible for personality changes
which occur across the lifespan. Rather, the literature indicates a basic stability of adult
personality traits which are differentially responsive to significant life events and
environmental conditions across the lifespan.
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agenesis

A term referring to the failure of development of any anatomical region during
embryonic development. The term DYSGENESIS is sometimes used to denote
diminished development, as distinct from the absence, of a region. Regional agenesis of
the nervous system may result from a variety of genetic mutations, affecting diverse
developmental processes such as neuronal proliferation, NEURONAL MIGRATION and
axon guidance. In humans it is exemplified by agenesis of the CORPUS CALLOSUM
(see CALLOSAL AGENESIS).

ROGER J.KEYNES

agenesis of the corpus callosum

see callosal agenesis

ageusia (ageustia)

The loss of gustatory sensation. GUSTATION is the term used to describe the sense of
taste: ageusia is literally, not tasting.
See also: sapid

aggression

(from Latin, ad: to, gradi: step) Aggression strictly refers to the act of making a first
attack, or initiating a quarrel or fight, but it is used as an all-embracing term to cover a
variety of states in animal behaviour relating to ATTACK and DEFENCE. Virtually all
species engage in aggressive behaviour, the most common causes being to do with mate
selection and the establishment of social status, recruitment and defence of territory (or
other resources) and the capture of prey.

Aggressive behaviour can take a variety of forms. For example, much aggression
involves threat behaviours in which various postures are taken or gestures made as forms
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of ritualized DISPLAY—and which may be followed by submissive behaviours. Such
threatening and submissive actions serve to establish DOMINANCE between animals
and often involve little or no actual FIGHTING. Threatening behaviours may also be
followed by the production of species typical defensive behaviours, which might involve
the production of ALARM CALLS to warn a CONSPECIFIC. Defence can take many
forms, from straightforward ESCAPE by running away (see EXPLOSIVE MOTOR
BEHAVIOUR) to the adoption of hostile defensive positions (hedgehogs for example
curl up into prickly balls) or FREEZING, the adoption of an immobile posture held to
avoid detection. The form of attack is also species typical, but two rather different classes
can be differentiated: one is RAGE, involving the production of noise and threatening
gestures, while the other form of attack is much quieter. Predation typically involves a
stealthy attack (in rodents and other small animals it is often referred to as QUIET
BITING ATTACK) in which the production of noise or gesture would alert the prey and
initiate their escape or defence reactions. so CIAL BEHAVIOUR is also important in
both defence and attack. Many animals live in groups—herds, flocks or shoals—which
can be organized for effective defence. The behaviour of animals in herds, flocks or
shoals can show an apprently remarkable degree of coordination, individuals seeming to
act as one to avoid capture, and generating what is known as PREDATOR CONFUSION.
(A good example of this is the movement of a herd of zebras—their movement as a
group, combined with their striped pattern, is disorientating for predators.) Such group
behaviour, while superficially complicated, is easily maintained by following simple
rules: keep a more-or-less fixed distance from the animal adjacent and move in whatever
direction it goes. These rules, and an additional one that prompts scattering when a
predator strikes (followed by immediate group re-formation) allow large numbers of
animals to avoid predation on the principle of ‘unity is strength’. On the other hand, by
operating in a co-ordinated manner predators such as big cats or wolves, for example, can
work to attack animals much larger than any of the individual predators. Some predators
working socially have developed procedures for grouping their prey and attacking en
masse: humpbacked whales for example engage in complex patterns of activity involving
different functions for different members of the attacking group, that enable them to
corral shoals of fish, driving them to the waters’ surface where they are devoured.

The neural and physiological mechanisms involved in aggression are not wholly clear.
It is apparent that threats generate activity in the AUTONOMIC NERVOUS SYSTEM
(see FIGHT-OR-FLIGHT) which serves to provide ENERGY for highly activated
behaviour. HORMONES are also involved: in rodents, CASTRATION can reduce
aggression, the administration of exogenous TESTOSTERONE serving to restore
appropriate aggressive behaviour. Female sex hormones are also implicated, aggression
by females being closely related to PREGNANCY. Female baboons for example have
been shown to display higher levels of aggression during ovulation and when female
mice are at their most receptive they appear to be least aggressive. Both male mice and
male primates have been reported to show INFANTICIDE (of the offspring of others, not
their own) which appears to be related to the hormonal state of females (usually females
with whom they wish to mate but who have issue by other males). Explanations for
infanticide typically engage arguments about the establishment of an individual’s
reproductive success.
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Neural mechanisms involved in aggression are widespread: there is no single site in
the brain that controls aggression. Systems implicated in the control of FEEDING and
FORAGING are involved, as are the neuronal systems involved in FEAR. It is also clear
that BRAINSTEM mechanisms are involved in the production of appropriate species-
typical defence reactions. The PERIAQUEDUCTAL GREY and nearby structures in the
PONS and MEDULLA can, when stimulated, elicit defensive behaviours. It is useful
when considering aggression to think in terms of rodents. Rats in the wild live in a hostile
world: prey and predators need to be dealt with promptly by appropriate attack and
defence behaviours. One likely mechanism involves the SUPERIOR COLLICULUS, a
structure with direct input from the RETINA and direct output to brainstem motor
systems. This structure is able to make a rapid analysis of visual input (the INFERIOR
COLLICULUS can make a similar analysis of auditory input) and to initiate appropriate
motor activities at very high speed. Stimulation of the superior colliculus, or the
structures to which it is monosynaptically connected (such as the CUNEIFORM
NUCLEUS) can elicit rapid defensive behaviours in rodents, including explosive motor
behaviour (running away at speed). For rodents, overhead threat (the recognition of
stimuli passing close above them, as birds of prey do) is a potent elicitor of escape. Of
course, if time permits, more detailed analyses of incoming sensory data can be made,
allowing the opportunity for FOREBRAIN systems involved in sensory analysis,
LEARNING and MEMORY to be used.

Aggression is evidently a complex phenomenon. Virtually all species show aggression
in some form, and it is beyond doubt that hormonal states, autonomic activation and
complex neural systems throughout the central nervous system are involved in it. There is
always a temptation to ascribe human aggression to simple biological causes, but it is a
temptation that should be resisted. While it is likely that aggression and violence by
humans has biological antecedents—the influence of hormones for example—it is also
clear that humans have elaborate social systems to channel and control aggression and
that as willful, self-aware, autonomous creatures, humans have to accept responsibility
for their own actions. An example of this differentiation between humans (and indeed
PRIMATES) and other animals comes from studies of overcrowding. Research indicated
that overcrowding in rodent colonies could lead to heightened aggression, and it was
assumed that this would be universally true. Recent research has shown that this is not the
case (see de Waal et al., 2000). The appropriate suppression of antisocial biological urges
is something that people must learn to do.

See also: conflict; social behaviour

Reference

de Waal F.B.M., Aureli F. & Judge P.G. (2000) Coping with overcrowding. Scientific American
282:54-59.
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agnosia

Agnosia implies a failure in gaining access to some kind of stored knowledge or object-
specific representation. The term is due to Freud and taken from the Greek, meaning
‘without knowledge’. The disorder is produced by neurological damage, and may be
confined to one modality (for example, an auditory or tactile agnosia may co-occur with
intact visual identification) unless there is general disturbance of conceptual SEMANTIC
MEMORY, in which case meaning will no longer be fully accessed from all sensory
channels. Such generalized failure to derive a fully specified meaning can be observed in
dementing diseases like ALZHEIMER’S DEMENTIA. Furthermore, agnosia may be
restricted to LANGUAGE as opposed to non-verbal material. For these cases, the term
necessarily implies a modality-specific disorder; word meaning, for example, may not be
accessed for a spoken utterance, but readily interpreted if the written form of the word is
presented.

VISUAL AGNOSIA can be the result of a deficit that interferes with the ability to
derive, by accessing an internal description of the object’s physical structure, a
representation that is constant regardless of changes in the conditions under which an
object is viewed (see APPERCEPTIVE AGNOSIA). Cases with damage to the right
PARIETAL LOBE may experience difficulty identifying objects viewed under
conditions that obscure or distort critical features, despite the evident preservation of
lower-level visual abilities. Objects that are unevenly illuminated, with potentially
misleading contours, are problematic for such individuals relative to objects with more
habitual shading, as are photographs of common objects taken from an unusual
viewpoint.

Agnosia may also occur when normal access to meaning is prevented by neurological
injury (see ASSOCIATIVE AGNOSIA). COLOUR AGNOSIA is the failure to correctly
classify colours despite intact COLOUR VISION. Agnosia can be more pronounced for
objects (or words) in certain categories. Most typically, the class affected is that of
biological kinds, while identification of man-made objects is relatively spared. However,
the reverse phenomenon has also been reported. The difficulty that some cases
experience with biological objects cannot be simply attributed to subtle effects of object
familiarity. Brain damage to regions of the TEMPORAL LOBE can affect identification
of common fruits and vegetables like banana or tomato, but not complicated, unusual
objects like bagpipes or windmill. Some authors have been tempted to suggest that
CATEGORY-SPECIFIC AGNOSIA reflects a distinction between biological and man-
made objects at the level of stored structural representations that provide the entry point
to meaning from vision, an interpretation that provides little basis for understanding why,
say, the agnosic can easily recognize and draw from memory the shape of a lightbulb but
not a pear. An alternative explanation is that object classification depends on both
functional and perceptual knowledge that are dissociable by brain damage. Identifying
the members of biological classes may require more perceptual than functional
distinctions in semantic memory, and if this knowledge is selectively impaired,
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recognition of these exemplars will be worse than artefacts. Finally, some authors have
argued that category specific agnosia is the outcome of a general disturbance in the
mapping between object structure and meaning, leading to misclassification when
exemplars are both physically similar and have similar conceptual attributes, a situation
most often encountered for biological objects. This account, however, does not
accommodate the observation that in some (albeit very rare) cases of agnosia, the more
affected categories appear to be those incorporating man-made objects rather than
biological.

Nevertheless, at least one kind of agnosia for biological objects does appear to reflect
an inability to map objects with overlapping structural characteristics (say, objects like
banana, carrot, cucumber and zucchini that share similar values on dimensions like
thickness, curvature and tapering) to conceptual and even episodic memory when the
memory attributes are very similar. Man-made objects from the same category (for
example, articles of clothing) tend to have non-overlapping shape dimensions (compare
pants, shoes, sweater) and differ more widely in conceptual attributes, and for these kind
of exemplars the agnosia does not prevent correct mapping between the object’s form and
meaning. Other subtypes of central agnosia, even though they resemble each other
superficially, undoubtedly require a different interpretation; for some cases, the
disturbance appears to emerge prior to the classification of each object as a familiar
physical exemplar. But damage beyond this point and closer to the activation of stored
conceptual representations would produce errors that reflect the organization of
membership within particular semantic categories. The memory representations for
biological objects must maintain distinctions between a large number of exemplars with
very similar attributes, and their organization may well have different properties than the
organization of man-objects, where the members of a category are less highly correlated
in terms of perceptual and conceptual characteristics. Damage to meaning affects various
classes of object differentially as a direct consequence of their particular representation in
LONG-TERM MEMORY.

See also: prosopagnosia

DANIEL N.BUB

agonist

An agonist is a DRUG or chemical that is able to bind to a RECEPTOR and activate it,
producing an appropriate response which may involve changes in ION CHANNEL
opening or closing, activation of SECOND MESSENGERS and changes in neuronal
FIRING. An agonist effectively mimics whatever effect the natural LIGAND for a
receptor has. Such agonists are called DIRECT AGONISTS. It is important to note that
receptors may have multiple binding sites present on them: the principal site is that at
which the neurotransmitter binds, but there may be other sites at which neuromodulators
or co-transmitters bind (see NEUROMODULATION). An INDIRECT AGONIST is one
which binds to a site on receptor other than the main biding site for the ligand. In doing
so it interferes with the action of the receptor, facilitating actions there. An INVERSE
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AGONIST is a molecule that binds to a site on the receptor other than the main binding
site to produce an effect opposite to that of the agonist: essentially it binds to the same
receptor yet has an opposite effect to the agonist—it is a functional ANTAGONIST. A
PARTIAL AGONIST is one which is unable to produce a maximal effect, whatever
concentration is applied.

See also: antagonist; competitive-noncompetitive binding

agoraphobia

(from Greek, agora: market-place, phobos: fear) A fear of open places; often an
accompaniment to PANIC disorder. It is made manifest by typical symptoms of panic or
PHOBIA: shortness of breath, cardiac palpitations, trembling, dizziness, NAUSEA and
choking, numbness, tingling and chest pain; DEPERSONALIZATION and
DEREALIZATION are often present also. DSM-IV indicates that the change in
behaviour brought about by agoraphobia must be sufficient to cause a restriction of the
sufferer’s daily life.
See also: claustrophobia

agrammatism

A form of APHASIA in which GRAMMAR is disturbed: words may be used
appropriately but grammatical construction into coherent sentences is absent. It might be
considered a form of NON-FLUENT APHASIA.

agranu lar cortex

The agranular cortex refers to the motor areas of the CEREBRAL CORTEX that lack the
internal granular layer (layer 4). These areas are characterized by the presence of a type
of giant (50-80 um) pyramidal neuron, called a BETZ CELL, in layer 5. These and the
smaller pyramidal neurons contribute their axons to the corticospinal tract, a major
descending motor pathway. The agranular cortex is one of the five cytoarchitectonic (see
CYTOARCHITECTURE) types of the cerebral cortex that were identified by von
Economo (1876-1931) on the basis of relative development of granule and pyramidal cell
layers.
See also: granular cortex; motor cortex
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KAZUE SEMBA

agraphia

(from Greek, a: not, graphein: to write) Agraphia (or dysgraphia) is an acquired disorder
of WRITING and/or SPELLING. It typically results from damage to the LANGUAGE
areas of the dominant cerebral hemisphere. In peripheral dysgraphias, the impairment
may be restricted to letter formation, such that the subject retains the ability to spell
words orally. In central DYSGRAPHIC syndromes, spelling knowledge itself is affected.
The different patterns of central dysgraphia have been classified and named largely by
analogy with similar patterns of ACQUIRED READING DISORDER. In SURFACE
DYSGRAPHIA, atypical correspondences between a word’s sound and its spelling cause
particular problems and result in regularization errors (for example spelling yacht as yot).
In PHONOLOGICAL DYSGRAPHIA, familiar words—including those with atypical
correspondences—may be spelled correctly, but the patient has problems spelling novel
stimuli such as unfamiliar words and non-words. In DEEP DYSGRAPHIA, there is a
severe deficit in generating plausible spellings of novel items, and the patient’s success
with known words is modulated by word meaning: words with abstract meanings are
particularly vulnerable, and even concrete, imageable words are subject to semantic
errors such as yacht being transformed to ship.

Reference

Ellis A.W. (1993) Reading, Writing and Dyslexia, 2nd edn, Lawrence Erlbaum: Hove.
ELAINE FUNNELL AND KARALYN E.PATTERSON

AIDS-related dementia

Encephalopathy which may progress to DEMENTIA associated with HIV (human
immunodeficiency virus) infection. Sometimes termed AIDS dementia complex (ADC).
HIV infects both CNS immune cells and glial cells such as astrocytes leading to brain
scarring, ATROPHY and DEMYELINATION. The dementia arises from a progressive,
global decline in cognitive function, which may be heralded by personality change,
apathy, poor concentration and loss of MEMORY . Overall, there is evidence of cognitive
slowing, with delay abnormalities in the P300 (see EVOKED POTENTIALS).
Neuropsychological testing reveals a SUBCORTICAL DEMENTIA pattern, while
magnetic resonance imaging may detect cortical atrophy, in addition to ventricular
enlargement and white matter hyperintensities indicating demyelination. The
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encephalopathy may occur without sufferers meeting criteria for “full blown’ acquired
immune deficiency syndrome (AIDS), though 50-75% of HIV-positive patients who
develop dementia die within 6 months. It has been estimated that while some degree of
encephalopathy may be very common at some stage in HIV sufferers, the ADC is more
rare, affecting 4-6% of HIV positive individuals in European studies. Recent
epidemiological investigations suggest that ADC risk is greater in intravenous drug
abusers, in older patients and in women. The risk of ADC appears to increase as indices
of healthy immune cell function (the primary infection targets of the virus, such as T4
lymphocyte count) fall. It remains controversial as to whether treatments which may have
an impact on the development of AIDS and its complications (such as zidovudine)
protect in any way against ADC. HIV infection can affect the central nervous system in a
variety of ways: the disorder may lead to opportunistic brain infections (such as
toxoplasmosis and cryptococcal MENINGITIS) or brain cancers. Alternatively, early
symptoms of encephalopathy may be mistaken for depression. It is therefore important
that treatable conditions be distinguished from encephalopathy.

IAN C.REID

akinesia

(from Greek, a-: not, kinesis: motion) Lack of movement. It is one of the common
symptoms of PARKINSON’S DISEASE. Animal models suggest that in this case
akinesia is caused by loss of DOPAMINE-containing neurons from the SUBSTANTIA
NIGRA, leading to a decrease in dopaminergic transmission in the CAUDATE-
PUTAMEN (dorsal STRIATUM). Rats which have received 6-HYDROXYDOPAMINE
lesions of the NIGROSTRIATAL DOPAMINE SYSTEM have difficulties initiating
movement.
See also: bradykinesia
WENDY L.INGLIS

alarm calls

see animal communication
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albedo (diffuse reflection coefficient)

see luminance

albuterol

A non-selective beta-NORADRENALINE receptor AGONIST (also known as
SALBUTAMOL); see ADRENOCEPTORS.

alcohol

Alcohol is a rather general term for a class of hydrocarbon compounds, and is widely
used as a cleansing agent (for example to wipe the skin before an injection is made). But
in everyday talk (and, for the most part, in PSYCHOPHARMACOLOGY) ‘alcohol’ is
taken to refer to fermented drinks that contain ethanol (alternatively known as ethyl
alcohol). Consumption of these gives rise to a variety of psychological states: alcohol is a
PSYCHOACTIVE substance that can act as a SEDATIVE or ANXIOLYTIC, or induce
EUPHORIA. Evidence suggests that the practice of producing alcohol for consumption is
about 6000 years old, and societies in all places and at all times appear to have
discovered means for producing alcoholic drinks. Consumption is world-wide, with the
exception, of course, of Moslem countries: the denial of alcohol use appears to represent
an example of how humans can consciously and volitionally deny themselves the use of a
substance that, when made available to animals, is always accepted. Alcohol is absorbed
rapidly by the body and is metabolized, mostly in the liver. There are three stages in its
metabolism: ethanol is converted by alcohol dehydrogenase to acetaldehyde;
acetaldehyde is quickly converted, by a process involving aldehyde dehydrogenase, to
acetic acid (acetate). Acetate passes out of the liver into the bloodstream. Here it
combines with acetyl CoA (acetyl coenzyme A—which is also involved in the synthesis
of acetylcholine) and is finally broken down to produce carbon dioxide, water and to
produce 7 calories per gram of alcohol. Excessive alcohol intake very rapidly induces
body weight gain, amongst a raft of adverse effects on the brain, heart and on behaviour
(see ALCOHOLISM) and as with any other addictive agent (see ADDICTION;
SUBSTANCE ABUSE), TOLERANCE can develop and absence provoke
WITHDRAWAL SYMPTOMS. Low to moderate doses can have benefit; higher doses
unambiguously do not.
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The effects of alcohol on the brain are not especially well understood. It appears to
have a generalized effect on neuronal membranes, interfering with the lipids in the
membranes themselves, as well as affecting ION CHANNEL activity. Alcohol has also
been associated with changes in the function of a variety of neurotransmitter systems,
including GABA, DOPAMINE, acetylcholine, SEROTONIN, NORADRENALINE and
OPIOID PEPTIDE systems.

See also: foetal alcohol syndrome

Reference

Feldman R., Meyer J.S. & Quenzer L.F. (1997) Principles of Neuropsychopharmacology, Sinauer
Associates: Sunderland MA.

alcohol abuse

Alcohol use disorder associated with excessive alcohol intake, which may lead to alcohol
DEPENDENCE, with social, physical and psychological damage.
See also: addiction; alcoholism
IAN C.REID

alcohol dehydrogenase

see alcohol

alcoholism

General term encompassing ALCOHOL ABUSE and ALCOHOL DEPENDENCE
(DSM-1V). Classified as ‘mental and behavioural disorders due to alcohol’ in ICD 10.
ALCOHOL abuse and dependence are the commonest forms of substance abuse in the
Western world (affecting 10% of women and 20% of men in the USA at some time in
their lives). Inappropriate use of alcohol constitutes an enormous healthcare problem, and
is associated with considerable social disruption, physical ill health and premature death.
As a result, alcohol-related difficulties represent an enormous financial burden (estimated
at $150 billion per year in the USA).
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Pharmacologically, alcohol acts as a CNS depressant. The acute effects of alcohol
range from mild disinhibition in low doses to respiratory failure and death in overdose.
Intermediate levels result in the depression of motor function, disruption of emotional
function, and the development of a state of STUPOR. In the UK, limits to safe drinking
have been proposed, which when exceeded place the drinker at increased risk of physical
harm. For women, this is 14 units of alcohol per week, for men, 21 units. One unit of
alcohol is roughly equivalent to a single standard measure of spirits, or one glass of wine,
or half a pint of regular strength beer.

Patterns of alcohol misuse vary, ranging from ‘binge drinking’, where large amounts
of alcohol are consumed in individual sessions with abstinence in between, to continuous
intoxication. While acute intoxication may by itself lead to health risk via accidents, falls,
fights and in some climates, hypothermia, repeated alcohol misuse risks dependence and
physical harm from the toxic effects of alcohol on the body. Repeated alcohol
consumption results in increasing tolerance, both as a consequence of neural changes and
up-regulation of the liver enzymes which metabolise alcohol. Physical dependence is
revealed by withdrawal effects on stopping drinking. Symptoms include restlessness,
tremulousness, nausea, anxiety and sweating. More severe effects include DELIRIUM
TREMENS (the DTSs), characterized by an ACUTE CONFUSIONAL STATE, often with
visual HALLUCINATION. If this condition is untreated it may prove fatal, with repeated
epileptic seizures supervening. Other physical effects of chronic alcohol abuse result in
liver damage (cirrhosis) and increased risk of gastro-intestinal cancers. Direct toxic
effects on the brain may result in cortical atrophy, and an alcohol-associated
DEMENTIA. Malnutrition, which often accompanies excessive drinking, leads to a
deficiency of vitamin B1 (thiamine), which if untreated may result in the WERNICKE-
KORSAKOFF SYNDROME, 3 devastating organic state characterized by permanent
AMNESIA.

A range of treatments for alcoholism is available. Medical intervention may be
necessary for detoxification of dependent patients, with the provision of gradually
decreasing doses of an ANTICONVULSANT and B-complex vitamins to prevent
delirium tremens and Wernicke-Korsakoff syndrome respectively. Although a return to
controlled drinking is advocated by some authorities, a consensus is emerging that
complete abstinence is a more sensible and effective therapeutic goal. Psychotherapeutic
approaches may be necessary to maintain abstinence. Some patients find attendance at
Alcoholics Anonymous helpful. Drugs may sometimes be useful—DISULFRAM acts by
interrupting the metabolic pathway for alcohol and results in the accumulation of the
toxic metabolite acetaldehyde, so that drinking alcohol becomes extremely unpleasant—
and potentially dangerous. More recently, acamprosate, which has a similar structure to
the neurotransmitter GABA, has been used to maintain abstinence in abstinent alcoholics
by reducing alcohol craving. It is believed to activate inhibitory GABA RECEPTORS
and to antagonize the action of EXCITATORY AMINO ACIDS such as GLUTAMATE.
Further study is necessary to determine the true potential of the drug.

See also: addiction

IAN C.REID
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aldehyde

An aldehyde is a molecule produced by OXIDATION of ALCOHOL; the term is a
reduction of alcohol dehydrogenatum—alcohol without hydrogen. ALIPHATIC
ALDEHYDES—aliphatic means fatty or oily—are aldehydes combined with methane
derived organic compounds

aldehyde dehydrogenase

see alcohol; dopamine

aldehyde reductase

see noradrenaline

aldosterone

A mineralocorticoid (one of the classes of STEROID HORMONES) important in
OSMOREGULATION and SODIUM APPETITE.
See also: adrenal gland

alertness

A cognitive state of readiness for information processing, which is characterized by a
subjective sense of attentiveness and mental energy. Cognitive performance is optimal
when alertness is greatest, but there is a cost to the organism in maintaining a state of
high alertness and therefore high alertness can be maintained for only a limited time.
Alertness is phasic, related to diurnal rhythms, but can be modulated by cognitive factors.
Alertness is related to AROUSAL, but can be distinguished from it. Arousal refers to a
physiological state that impacts on cognition by its influence on alertness. For example,
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as the body is aroused by danger in preparation for FIGHT-OR-FLIGHT, the cognitive
status is raised to one of high alertness. It is possible, however, to be aroused without
increased alertness and, conversely, it is possible to be highly alert but not highly
aroused. Alertness is also related to VIGILANCE and MOTOR READINESS. Vigilance
and motor readiness describe states of expectation or preparedness for processing specific
information or making specific responses, respectively. However, although high alertness
is required for vigilance and readiness, the two terms are not synonymous, as not being in
a state of vigilance or readiness does not imply a subject is not alert.

VERITY J.BROWN

alexia

Traditionally, a severe form of ACQUIRED READING DISORDER, contrasting with
DYSLEXIA, a milder form. Nowadays, the terms ALEXIA and DYSLEXIA are used
interchangeably.

ELAINE FUNNELL

alexithymia

An impairment in the ability verbally to express internal feelings.
See also: alexia; emotion

alien hand

The expression ALIEN HAND is used in two ways: (i) in certain conditions in which
there is loss of MOTOR CONTROL, such as PARKINSON’S DISEASE, the term alien
hand may be used to describe a hand over which a patient does not have proper control;
(it) more commonly, the term is used to describe a condition in which patients believe
their hand not to be under their own control and it may appear to act of its own volition.
For example, an individual may turn a television set on, only to have their alien hand turn
it off again, despite the individual wanting the set on. It is thought to be due to disruption
of circuitry in the FRONTAL LOBE; it has been seen also after commissurotomy (see
COMMISSURE).
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alimentary canal

see digestive system

aliphatic aldehyde

see aldehyde; stereochemical theory of odour discrimination

alizarin red

see stain

alkali (alkaline)

see base

alkaloids

Alkaloids are chemicals produced by plants. They have a common chemical structure:
they contain nitrogen, are formed from AMINO ACIDS and have a pH greater than 7—
that is, they are ALKALIS (see BASE). Many alkaloids are dangerously neuroactive or
have psychoactive properties: CURARE and ERGOT are two examples of alkaloids.

See also: belladonna alkaloids
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all-or-none

A property of an ACTION POTENTIAL describing the fact that once THRESHOLD has
been reached the amplitude is not dependent on the size of the stimulus, but on the
properties of the underlying ION CHANNEL. If threshold is reached, the action potential
proceeds to its full amplitude (all), but if threshold is not reached, the action potential
does not occur (none) and the change in membrane potential dissipates. This principle
does not mean that all action potentials are the same size, even in the same neuron, as
changes in the ionic environment may cause changes in the absolute size or shape of the
action potential.

DOUGLAS D.RASMUSSON

allele

A particular variation of a GENE, for example, the ‘red’ or ‘brown’ alleles of the gene for
hair colour. With the exception of sex CHROMOSOMES, DIPLOID organisms have two
alleles for each gene, since they inherit one set of chromosomes from each parent. Alleles
may be dominant or recessive. Dominant alleles will be expressed rather than recessive
ones, although a recessive allele will be expressed if both alleles inherited are recessive.
If different alleles are co-dominant, a mixture of the two characteristics will be observed.

FIONA M.INGLIS

allergy

An allergy is an extreme reaction to an ANTIGEN present in the environment: antigens
that produce an allergic reaction are called allergens. The most common allergies—hay
fever for example, an allergic reaction to specific types of plant pollen—involve IgE
antibodies (see ANTIBODY) interacting with MAST CELLS, producing exaggerated
release of HISTAMINE (which is why antihistamines are the most common anti-allergy
drugs). Typical symptoms of allergy include runny nose (rhinitis), watering eyes, and
contraction of smooth muscles (which can, in very extreme cases produce difficulties
with BREATHING).

It is of particular interest to biological psychologists to note that animals can often
induce allergic reactions in people. Of special concern is laboratory animal allergy, an
allergic reaction to a protein in rat urine. This protein will contaminate the rats’ bedding
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and can become airborne in the dust present in labs. It is estimated that as many as one in
three lab workers will show some form of allergic reaction to rats. The mildest forms are
skin rash (urticaria—nettle rash) which requires direct contact with the rat and breaking
of the skin (which can be caused just by the rats’ tail brushing across one’s wrist while
holding a rat). More severe forms involve rhinitis and breathing difficulties. Medication
to combat these symptoms is available, but there is no long-term cure for the condition.

allesthesia

The mislocalization of sensory stimulation to a corresponding site on the opposite side of
the body. First identified in the tactile modality and termed ALLOCHIRIA, a history of
terminological confusion is associated with allesthesia (see Meador et al., 1991). Visual
and auditory allesthesia are also well documented. Allesthesia can occur with various
pathologies including hysteria, myelopathy, damage to parietal and/or occipital cortex
and often accompanies contralateral neglect.

Reference

Meador K.J., Allen M.E., Adams R.J. & Loring D.W. (1991). Allochiria vs. allesthesia: is there a
misperception? Archives of Neurology 48:546-549.
PATRICIA A.REUTER-LORENZ

allied reflexes

Reflexes are relatively simple automatic actions, not requiring significant degrees of
information processing. The concept of allied reflexes describes the notion that
individually identifiable reflexes can group together in order to generate coherent patterns
of action. By grouping reflexes together it enables an individual REFLEX to trigger
automatically all of the others with which it is allied: prompting performance of an
individual reflex can trigger a more complex behavioural chain. Patients with
PARKINSON’S DISEASE who show AKINESIA have been encouraged to walk
normally simply by having them swing their arms in the normal way one does when
walking. This action appears able to trigger all of the components of behaviour that
collectively make up normal walking.
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Teitelbaum P., Pellis V.C. & Pellis S.M. (1990) Can allied reflexes promote the integration of a
robot’s behaviour? In From Animals to Animats, ed. J.-A. Meyer & S.W. Wilson, pp. 97-104.
MIT Press: Cambridge MA.

allocentric

(from Greek, allos: other) Allocentric means literally centred on the other—that is, not on
the self (which is referred to as EGOCENTRIC). Allocentric is a term used in referring to
an animal’s SPATIAL BEHAVIOUR. Cue responses (in which movements guided by an
external cue, such as a landmark) and place responses (in which an animal’s target is out
of its immediate perception, and NAVIGATION to which requires a COGNITIVE MAP)
can both be described as allocentric.

allocentric space; egocentric space

Allocentric space and egocentric space are means of dividing space and generating,
formally or informally, the positional co-ordinates of things, living and inanimate, in
SPACE. Allocentric space is defined with reference to arbitrarily defined points: for
example, where Fisher and Donaldson’s patisserie is in relation to the University Library.
One might know where both of these things are and define space with reference to them.
Allocentric space is frequently defined in terms of objects and provides a fixed set of
reference points for NAVIGATION around the world. In contrast, egocentric space is
space defined with reference to ones own body position, and therefore constantly changes
as one moves around the world. Allocentric space provides a map of the world (‘Where is
Fisher and Donaldson’s in relation to the University Library?); egocentric space is ones
personal positional reference scheme (‘How can | get to Fisher and Donaldson’s from
here?”).
See also: spatial behaviour
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allochiria

see allesthesia

allocortex

The allocortex is the oldest part of the CEREBRAL CORTEX, in terms of evolution.
Unlike the NEOCORTEX it contains only three layers of neurons (see CORTICAL
LAYERS). Included in the allocortex are the PYRIFORM CORTEX, OLFACTORY
BULB, OLFACTORY TUBERCLE, the DIAGONAL BAND OF BROCA, the SEPTAL
NUCLEI, AMYGDALA and hippocampal formation and dentate gyrus (see
HIPPOCAMPUS).  Allocortex is also known as the archipallium or
RHINENCEPHALON (meaning olfactory brain); the hippocampal formation and dentate
gyrus are also known as the ARCHICORTEX while the pyriform cortex is also called the
PALAEOCORTEX. These terms—archipallium, rhinencephalon, archicortex and
palaeocortex - might still be found in older literature but are rarely used terms now.
Closely associated with the allocortex (and often combined with it in the rather vague
term LIMBIC CORTEX) is the JUXTALLOCORTEX.
See also: nucleus accumbens

allograft

An allograft is a graft of tissue within the same species (rat to rat, human to human and so
on); a XENOGRAFT is a graft between different species; see TRANSPLANTATION.

allometry

(from Greek, allos: other, metron: measure) Allometry is the comparative measurement
of the growth and size of parts of an organisms body in relation either to other parts of the
same organisms body, or to the same body part in a CONSPECIFIC or indeed in another
SPECIES. In terms of the nervous system, there has been considerable interest in the
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development and size of the HIPPOCAMPUS in animals which place a high demand on
SPATIAL MAPPING and accurate NAVIGATION, such as FOOD-STORING BIRDS
(the hypothesis being that such animals should have larger hippocampi). Similarly the
ENCEPHALIZATION QUOTIENT and related measures have attempted to assess
INTELLIGENCE across species with reference to brain size; see NERVOUS SYSTEM.

allomones

see pheromones

allostasis

(from Greek, allo: other, stasis: stopped, stationary) Allostasis means stability through
change. It is a process contrasted to HOMEOSTASIS, which is all to do with the
maintenance of constancy in living processes. Allostasis highlights mechanisms of
anticipation, expectation and an animal’s readiness to adapt (through both behaviour and
by manipulation of physiology) to circumstances as they develop. Allostasis is an
adaptive process in which LEARNING and dynamic change are emphasized, in contrast
to homeostasis.

Reference

Schulkin J., McEwen B.S. & Gold P.W. (1994) Allostasis, amygdala and anticipatory angst.
Neuroscience and Biobehavioral Reviews 18:385-396.

allosteric

(from Greek, allos: other, stereos: solid) Allosteric relates to a binding site, referred to as
an ALLOSTERIC SITE, and engages a process called ALLOSTERIC BINDING.
Binding at an allosteric site changes the structure of the molecule possessing the site,
such that the molecule can no longer function properly. For example, some molecules
may regulate the activity of certain enzymes by binding to allosteric sites. The effect of
the binding is to change the shape and function of the enzyme, leading to a change (either
an increase or a decrease) in its activity. For example, the synthesis of
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ACETYLCHOLINE involves the binding of the component parts, ACETYL
COENZYME A and CHOLINE, to a molecule of the enzyme CHOLINE
ACETYLTRANSFERASE. But acetykholine itself can bind to choline acetyltransferase
at an allosteric site. This action changes the conformation of choline acetyltransferase,
reducing its activity. This allosteric binding therefore operates to regulate enzyme activity
and hence control the production of acetylcholine. Many other examples of this can be
found.

allosteric binding

see allosteric

allosteric site

see allosteric

allothetic navigation; idiothetic navigation

Allothetic navigation involves the use of external cues: animals can learn about the
relationships between permanent or semi-permanent objects in space and use this
information to guide their movements around the world. Idiothetic navigation uses self-
generated information: information from the VESTIBULAR SYSTEM, MUSCLES and
joints, the flow of sensory information and animals’ own sense of TIMING can all be
used for this.

See also: allocentric space; dead reckoning; egocentric space; navigation; path
integration

alogia

Alogia is a failure of speech production, including poverty of SPEECH PRODUCTION
(that is, the amount of speech is low) and poverty in the content of speech (that is, a very
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restricted vocabulary is used, speech often consisting of only monosyllabic utterances). It
is a feature of negative symptom SCHIZOPHRENIA.

alpha and beta conditioning

During CLASSICAL CONDITIONING OF PAVLOVIAN CONDITIONING, a to-be-
conditioned stimulus (CS) is presented contiguously with an unconditioned stimulus
(UCS). Following pairing of these two stimuli, conditioned responding (CR; conditioned
response) to the CS is measured. If a change in responding is observed, it may be
concluded that CONDITIONING has occurred. Depending on the type of CR measured,
this conditioning is typically referred to as either alpha or beta conditioning. During alpha
conditioning, a response is measured which the CS elicited before conditioning. Pairing
of the CS and the UCS acts to quantitatively change the nature of the CR. For example, a
novel mild stimulus such as a tone, or light, will elicit some aversive responses such as
withdrawal, freezing, and increases in AROUSAL. If that stimulus is now paired with a
strong noxious stimulus, it will be observed that the mild stimulus subsequently elicits
enhanced with-drawal, prolonged freezing, and increased arousal. In contrast, during beta
conditioning the nature of the CR changes qualitatively, in that it will come to resemble
some aspect of the response elicited by the UCS. Traditionally, it is necessary to provide
evidence that conditioning is the result of the pairing of the CS and UCS, and not simply
the effects of receiving the stimuli per se. One way to test this is to present a separate
group of subjects with the same stimuli in an unpaired fashion (for example, several
minutes apart). If no change in responding is observed following unpaired training, then
it may be concluded that conditioning was observed in the group which received paired
stimuli. Alpha and beta conditioning are ubiquitous phenomena, and have been observed
in a variety of species, ranging from molluscs to mammals. It has often been suggested
that conditioning, in general, provides animals with the ability to detect causal
relationships, and thereby learn which stimuli predict important events. Moreover, it is
now generally recognized that conditioning is a far more sophisticated and powerful form
of learning than previously thought (for example, see BLOCKING).

MARK A.UNGLESS

alpha herpes virus

see tract tracers
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alpha male

When DOMINANCE ranks are stable amongst pairs of individuals in a group, for each
sex there is usually one individual who is dominant to all others. This is called the alpha
individual (sometimes the others are termed beta, gamma and so on). In monkeys and
apes, where males are at least as large as females, the alpha male is usually the most
dominant individual of the group; in certain PRIMATES and various other social
animals, the alpha female may be the most dominant.

RICHARD W.BYRNE

alpha motor neuron

see muscle spindle

alpha receptor

see adrenoceptors

alpha waves

Alpha waves constitute the 8-12 Hz component of the cortical EEG (see
ELECTROENCEPHALOGRAM). In humans, alpha waves dominate the EEG when the
subject is sitting still with the eyes closed, and are most prominent in the occipital cortex.
They can be blocked by gross bodily movements. Alpha-like EEG activities have been
recorded from the sensory and motor cortices in a variety of species including human,
baboon, cat and rat, and these are called mu rhythm, wicket rhythm, rythme en arceau,
rythme de veille immobile and sensorimotor rhythm. All these EEG activities are likely to
share common thalamocortical rhythm-generating mechanisms.
See also: theta waves
KAZUE SEMBA
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alpha-methyl-5-hydroxytryptamine

An agonist at the 5HT,5 , 5SHT5 , 5HT,c, SHT; and 5HT, receptors (see SEROTONIN
RECEPTORS).

alpha-methyl-noradrenaline

An alpha 2 noradrenaline receptor AGONIST (see ADRENOCEPTORS).

alpha-methyl-para-tyrosine

(AMPT) A drug that blocks TYROSINE HYDROXYLASE activity, consequently
preventing synthesis of the CATECHOLAMINE neurotransmitters DOPAMINE,
NORADRENALINE and ADRENALINE.

alprazolam

A benzodiazepine drug: it has similar actions to CLONAZEPAM, but has high lipid
solubility and is absorbed quickly.

alprenolol

A non-selective beta NORADRENALINE receptor ANTAGONIST (see
ADRENOCEPTORS).
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alternation learning

Learning to make a response that is opposite to the one previously made. Alternation
learning can be carried out in a MAZE or an OPERANT environment such as a
SKINNER BOX, although different neural processes may be involved with each. In the
highly spatial setting of mazes, rats have a strong tendency to SPONTANEOUS
ALTERNATION; in operant situations, rats more commonly show WIN-STAY, LOSE-
SHIFT tendencies. The HIPPOCAMPUS is likely to be very important for LEARNING
and MEMORY in both settings, although altemation learning in the operant environment
may be more dependent on attentional processes (see ATTENTION). In some studies, a
delay is inserted between trials (see DELAYED ALTERNATION). Traditionally, a T
MAZE or Y MAZE has been used for spatial alternation learning. In this, a hungry rat is
placed in the start box, from which it enters the stem of the maze. At the other end of the
stem, the rat has a choice of entering one of the two arms. Often, ACQUISITION consists
of two stages: in the first, one arm will be blocked off and the rat is forced to enter the
open arm and allowed to eat the food pellets placed in the well at the end of the arm; in
the second, the rat is allowed a free choice of arms, but food pellets are only found in the
arm not visited in the previous trial. Following acquisition, rats are tested on continuous
alternation: on the first trial, the rat is forced to enter one arm, but on subsequent trials,
the rewarded arm would always be the opposite arm to the one chosen on the previous
trial. For alternation learning in an operant chamber, rats would be trained first to press a
lever when a light was illuminated above it, for a reward such as a food pellet or sucrose
solution. Following acquisition of the lever-press response during illumination of the
signal light, a choice of two levers would be presented on each trial, with a light above
each one. The initial trial would be rewarded regardless of which lever was pressed, but
on the following trials, the ‘correct’ response—the one which resulted in reward—would
always be a response on the opposite lever to the one which was previously pressed.
WENDY L.INGLIS

alternative splicing

Also known as RNA EDITING (see GENE).
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altricial mammals

see maternal behaviour

altruism

Modern, intimate studies of animal behaviour have repeatedly shown that nature is not
always ‘red in tooth and claw’. Individuals help each other: to avoid predation (sounding
alarms, joining in co-operative defence, sometimes risking their lives for others), to hunt
prey together, to rear offspring co-operatively, or to construct elaborate nests or burrows
by working together. In many cases, the net result of an animal’s behaviour benefits other
individuals more than itself, or considerable costs are borne which outweigh personal
benefit: behaviour of this kind is called altruism. Popular presentations often suggest that
altruism evolved because, although disadvantageous for the individual, it benefits the
group, population or species. However, NATURAL SELECTION operates by differential
selection among individuals relative to other individuals, not among competing groups.
(The only exception is where the mutual fate of all group members is so intertwined that
it can be treated as a single individual.) Thus, altruism presents a problem for
evolutionary explanation.

The solution has come from advances in theoretical biology, developing the
implications of natural selection for social organisms (see SOCIOBIOLOGY). All cases
of animal altruism can now be explained as (concealed) individual benefit, kin selection,
or reciprocal altruism. For instance, giving an alarm call was formerly regarded as self-
sacrificing behaviour, subjugating the individual’s chance of escape for the good of its
companions. Many cases are now known where, in complete contrast, alarm giving
reduces predation likelihood. The ability to give an energetically costly alarm (for
example, the ‘stotting’ display of deer or antelope) advertises to predators that the
individual is particularly healthy and vigorous. In other cases, alarm giving does reduce
the individual’s survival chances, often only slightly, but increases those of some of its
kin. Ground squirrels, for instance, alarm call significantly more often when kin are in
hearing, even if the kin are not direct descendants. In a sense, these explanations
demystify altruism to the point where it is no longer altruism in the everyday sense.
Indeed, it would seem impossible for natural selection to produce altruism of the
everyday sort, since that would always confer selective disadvantage. There is a larger
issue here than semantics, because the explanations offered by sociobiology for animal
altruism can also apply to humans. Few would seriously doubt that some part of a
mother’s deep protective love of her child, and willingness for extreme self-sacrifice on
its behalf, have some genetic component. Most people, in most societies, have some
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equivalent of the ‘blood is thicker than water’ belief, and would have little hesitation in
attributing many of their actions to relatedness. At the other extreme, humans evidence a
number of beha-viours which appear contrary to natural selection in that they
systematically reduce the likelihood of descendants (for instance, risking one’s life to
save a stranger from death, religious martyrdom, lifetime chastity, homosexuality,
suicide). Only the most enthusiastic sociobiologists attempt to explain such actions by
GENE inheritance.

RICHARD W.BYRNE

aluminium

(Al; in the United States, aluminum, with no second -i-) A metal, it is of most
significance in biological psychology (other than for its general laboratory use in foil
sheets) as a potential environmental cause of ALZHEIMER’S DEMENTIA. The brains
of Alzheimer patients were reported, at AUTOPSY, to contain abnormally high
concentrations of aluminium and it was at one time thought possible that aluminium from
cookware—pots and pans, cutlery—could be accumulating in the brains of Alzheimer
patients. Doubts have been cast over this finding however and it is no longer regarded as
a likely cause of this disease.

alveus

see fimbria

Alzheimer’s dementia

A form of DEMENTIA distinguished by characteristic neuropathological changes.
Originally described by Alois Alzheimer(1864-1915) in 1906, the condition is the
commonest of the dementias, accounting for 50% to 60% of all dementing illnesses. The
incidence of the disorder increases with age: approximately 5% of 65-year-olds and 25%
of those aged 85 or older suffer from the condition. As the proportion of elderly people in
the population increases, so does the prevalence of Alzheimer’s disease. Patients with
Alzheimer’s disease display marked progressive, global cognitive impairment, with
memory loss as a prominent feature. An intensely disabling disease, leading to significant
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impairment in occupational and social function, self-care and ultimately death,
Alzheimer’s dementia places an enormous burden on sufferers, their families and society.

Neuropathologically, cortical ATROPHY with VENTRICULAR ENLARGEMENT is
observed. There is marked loss of TEMPORAL LOBE volume, which can be detected on
COMPUTERIZED AXIAL TOMOGRAPHY (CAT) scanning. Histological examination
reveals neuronal loss, senile PLAQUES (which contain an abnormal deposition of
AMYLOID protein), and neurofibrillary TANGLES. Though the diagnosis is usually
made on clinical grounds, valid confirmation can only be obtained post mortem.

The cause of Alzheimer’s disease is not fully understood, though genetic factors are
increasingly recognized as playing an important role. A very small proportion of suffers
have an early-onset AUTOSOMAL DOMINANT inherited form of the condition. They
either carry a mutation of a gene coding for amyloid protein precursor on chromosome
21, or mutations of genes coding for proteins known as the PRESENILINS
(chromosomes 1 or 14). The abnormalities appear to lead to ultimately to the deposition
of the abnormal amyloid protein. However, most Alzheimer’s dementia sufferers have a
sporadic (non-inherited) form of the condition, with later onset than the autosomal
dominant form. In a significant proportion of patients—perhaps 60%—the condition is
associated with the inheritance of a certain allelic form of the APOLIPOPROTEIN E
(apoE) gene, apoE4. Carriers of the apoE2 allele may be protected from the disease.
Those who are HOMOZYGOUS for the E4 allele show a very strong likelihood of
developing the disease by age 75. Precisely how the apoE4 gene exerts its effects is
unknown. It has been suggested that the E4 form may influence aggregation of amyloid
protein. Environmental factors have also been suggested to be implicated in the aetiology
of Alzheimer’s disease, including ALUMINIUM toxicity and head injury.

Numerous deficits of NEUROTRANSMITTERS have been described in Alzheimer’s
disease, particularly in noradrenergic and cholinergic systems. It has been suggested that
there is a specific degeneration of the cholinergic neuron cell bodies in the NUCLEUS
BASALIS OF MEYNERT in the FOREBRAIN, and reductions in concentrations of
ACETYLCHOLINE and CHOLINE ACETYLTRANSFERASE (an important enzyme
involved in the synthesis of acetylcholine) have been observed post mortem in brains
from patients with Alzheimer’s disease.

CHOLINOMIMETIC drugs, which enhance the activity of the cholinergic system,
such as inhibitors of ACETYLCHOLINESTERASE (AChE) which reduce the
breakdown of acetylcholine, have been developed for use in Alzheimer’s disease.
Unfortunately, they have very limited efficacy, and are of little value to advanced cases.
At present, there is no curative treatment for the disorder.

IAN C.REID

amacrine cells

Amacrine cells are interneurons located in the inner nuclear layer of the RETINA. They
lack axons, but through their dendrites modify signal transmission from BIPOLAR
CELLS to GANGLION CELLS. The input to amacrine cells comes from axons of
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bipolar cells as well as from dendrites of other amacrine cells. Their output is directed to
ganglion cells, other amacrine cells, and axons of bipolar cells, thus forming complex
feedback, feed-forward, and reciprocal networks. Amacrine cells use GABA, GLYCINE,
ACETYLCHOLINE and DOPAMINE as neurotransmitters, and some of these
transmitters are co-localized in the same cell.
See also: horizontal cells; neurotransmitters; retinal cell layers
KAZUE SEMBA

amantadine

A drug that stimulates release of the neurotransmitter DOPAMINE, through mechanisms
that are as yet unclear. It is used in the treatment of PARKINSON’S DISEASE,
especially when the disease is in its early stages.

amblyopia

A deficit in visual ACUITY, usually of one eye, not correctable by spectacles and not
associated with visible pathology of the eye. Amblyopia results from STRABISMUS
(cross eyes), ANISOMETROPIA (difference in focus between eyes), or deprivation of a
sharp retinal image (for instance, by CATARACT). The deficit continues even if these
problems are corrected, because the eye has become functionally ineffective due to
competitive interactions with the other eye in establishing connections in VISUAL
CORTEX. Experiments on visually deprived animals, and clinical experience, indicate
that these effects depend on the balance of stimulation during a CRITICAL PERIOD in
early life.
See also: visual development
OLIVER J.BRADDICK

amenorrhoea

(US: amenorrhea) Absence or failure of menstruation (see MENSTRUAL CYCLE). The
menstrual cycle is typically, in humans, a 28-day period, though there is considerable
individual variation in this. Absolute loss of menstruation can occur for a variety of
reasons. For example, significantly reduced food intake, either through unavoidable
starvation or that associated with ANOREXIA NERVOSA, produces amenorrhoea.
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amiloride

A drug that blocks SODIUM CHANNELS in cell membranes; see SALT and
SWEETNESS.

amine hormones

see hormones—classification

amine

An amine is a derivative of ammonia in which hydrocarbon radicals have replaced one or
more of the hydrogen atoms ammonia possesses (see BIOGENIC AMINE).

aminergic

Relating to any neurotransmitter that is an AMINE (including the CATECHOLAMINE
transmitters DOPAMINE, @ NORADRENALINE and ADRENALINE; the
INDOLEAMINE transmitter SEROTONIN; HISTAMINE and even such transmitters as
OCTOPAMINE). It is a very broad category. For instance, any NEURON that
synthesizes and releases a neurotransmitter that is a MONOAMINE OF BIOGENIC
AMINE is Said to be aminergic.

amino acids

Technically, amino acids are organic molecules that have at least one carboxyl and at
least one amino groups. There are, for adult human beings, eight ESSENTIAL AMINO
ACIDS which are not synthesized within the body and must be supplied from the diet.
(For infants there is a ninth essential amino acid, histidine.) Amino acids are the basic
building units of PROTEINS and PEPTIDES. From a neuroscientific perspective
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however, possibly the most important function of amino acids is in
NEUROTRANSMITTERS.

amino acid neurotransmitters

Amino acids can function as NEUROTRANSMITTERS, typically engaged in FAST
NEUROTRANSMISSION. They are divided into two groups: EXCITATORY AMINO
ACIDS (principally GLUTAMIC ACID and ASPARTIC ACID) and INHIBITORY
AMINO ACIDS (principally GABA and GLYCINE, though TAURINE may also be an
inhibitory amino acid neurotransmitter).

aminoglycosides

Certain aminoglycosides (for example KANAMYCIN) serve as OTOTOXIC DRUGS
(see NERVE DEAFNESS).

amitryptiline

An antidepressant drug (one of the TRICYCLICS) that works by blocking the
REUPTAKE of monoamines from the SYNAPTIC CLEFT.
See also: depression

Ammon’s horn

An old term for the HIPPOCAMPUS introduced in the eighteenth century after a
mythological Egyptian god called Amun Kneph. Other writers also likened the curious
shape of this structure, occupying the floor of the lateral ventricle (see VENTRICLES) of
the human brain, to a ram’s horn. A curious feature of hippocampal terminology is that
although Ammon’s Horn and its original Latin name cornu Ammonis are rarely used
nowadays, cell fields within the hippocampus continue to refer to this heritage. CA3
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pyramidal cells project prominently to CAL cells whose axons, in turn, provide the major
output of the hippocampus (see CA1-CA3).
RICHARD G.M.MORRIS

amnesia

Failure of learning and MEMORY (see AMNESIC SYNDROME).
IAN C.REID

amnesic syndrome

Failure of MEMORY function, usually permanently, following brain damage. Deficits
are restricted to memory function, in the setting of clear consciousness, with intellectual
abilities unimpaired (in contrast to the memory failure associated with global dysfunction
encountered in DEMENTIA). Sufferers experience a marked ANTEROGRADE
AMNESIA (failure to learn new material), with variable RETROGRADE AMNESIA
(failure to remember events that occurred prior to the brain insult). Memory for episodes
(see EPISODIC MEMORY, DECLARATIVE MEMORY) is grossly and specifically
impaired. Amnesics retain certain memory capacities, however, such as PERCEPTUAL
LEARNING, PROCEDURAL LEARNING and PRIMING effects. IMMEDIATE
MEMORY is also unaffected. The syndrome may follow either bilateral TEMPORAL
LOBE damage (for example, after HERPES ENCEPHALITIS, neurosurgical damage—
see H.M.) or damage to the DIENCEPHALON (for example, KORSAKOFF’S
SYNDROME—see DIENCEPHALIC AMNESIA). Crucial structures appear to be the
HIPPOCAMPUS in the temporal lobe and the DORSOMEDIAL NUCLEUS OF THE
THALAMUS or MAMMILLARY BODIES in the diencephalon.

IAN C.REID

amnestic aphasia

Impaired word-finding ability. From a classical framework in which aphasic symptoms

(see APHASIA) are attributed to a loss of the capacity for abstract behaviour. It refers

specifically to an inability to associate an object with its arbitrary label, or name.
CHARLOTTE C.MITCHUM
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amniocentesis

A technique for sampling amniotic fluid (see AMNIOTIC EGG) from within the
UTERUS of a pregnant female. Examination of chemicals in the fluid withdrawn can
reveal whether there are any abnormalities in the developing foetus. Present in the fluid
will also be cells from the developing foetus. These can be captured, cultured (see
TISSUE CULTURE) and analysis of them made (as for example for detecting DOWN
SYNDROME).

amnion

see amniotic egg

amniotic egg

Embryos of mammals, birds and reptiles (the AMNIOTIC VERTEBRATES, in contrast
to the ANAMNIOTIC VERTEBRATES) possess four membranes: the AMNION, yolk
sac, allantois and CHORION. The amnion is a fluid-filled sac that offers physical
protection (buffering the developing EMBRYO against movement); the yolk sac has
nutritive functions; the allantois has disposal functions; and the chorion is involved in gas
exchange. In mammals, the egg is embedded in the maternal body. In reptiles and birds,
the embryo and all four membranes are held in a shell.
See also: twin studies

amniotic vertebrates

see anamniotic vertebrates
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amodal completion

see pattern completion

AMPA

Alpha-amino-3-hydroxy-5-methylisoxazole-4-propionic  acid: an EXCITOTOXIN
frequently used to produce lesions in experimental animals and the definitive AGONIST
at a class of GLUTAMATE RECEPTORS.

amphetamine

Amphetamines and chemically related compounds of the beta-phenylethylamine family
are in the pharmacological class of PSYCHOMOTOR STIMULANTS, which also
includes methylphenidate and COCAINE. Amphetamine was synthesized in 1887 by
Edeleano and introduced commercially first as a bronchial decongestant in 1932
(‘benzedrine’) and later as a treatment for NARCOLEPSY and for weight control. In the
war-time years it was used commonly by the military to enhance vigilance and later by
the general population for similar purposes. However, in the 1950s and 1960s it became
evident that amphetamines were potentially dangerous drugs of abuse with psychotic
side-effects. It has recently been claimed that chronic use of high doses of amphetamine
can cause permanent neuronal damage in experimental animals. Following observations
made in the 1930s, the psychomotor stimulant methylphenidate (‘Ritalin’) is much used
in the USA as a medication for ATTENTION-DEFICIT DISORDER and hyperactivity
syndromes in children.

Amphetamine exists in two stereoisomeric forms, D and L amphetamine, the former
being much more potent. Methamphetamine is more potent still than the D form. It
resembles the plant product cathinone in chemical structure. Amphetamines produce their
pharmacological effects by a combination of actions as an indirect CATECHOLAMINE
AGONIST; it releases DOPAMINE and (probably) NORADRENALINE, as well as
blocking the REUPTAKE of both of these neurotransmitters into the presynaptic cell, and
probably at higher doses acting as a MONOAMINE OXIDASE inhibitor. Thus, by a
combination of these three actions it enhances the concentrations of these catecholamine
neurotransmitters in the SYNAPTIC CLEFT. The mechanisms of action of the different
psychomotor stimulant drugs differ subtly. Whereas amphe-tamine appears to displace
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cytoplasmic neurotransmitter via its action on the synaptic VESICULAR
TRANSPORTER, both cocaine and methylphenidute work mainly by inhibiting the
monoamine (reuptake) transporter on the presynaptic terminal.

In behavioural terms, amphetamine increases central and sympathetic arousal and
desynchronizes (see SYNCHRONY/DESYNCHRONY) the
ELECTROENCEPHALOGRAM (EEG) in humans, inhibiting SLEEP. It is a mild
anorectic (see ANOREXIA) agent but can produce euphoric subjective responses (see
EUPHORIA) which contribute to ABUSE POTENTIAL. At high, generally repeated
doses, it has been shown to produce symptoms that are difficult to distinguish from those
of paranoid SCHIZOPHRENIA, and which can be antagonized by the same
NEUROLEPTIC drugs used in the treatment of schizophrenia. For this reason, the
behavioural effects of amphetamine have been considered as a model psychosis, the
existence of which provides support for a DOPAMINE HYPOTHESIS OF
SCHIZOPHRENIA.

Many of the behavioural effects of amphetamine in humans resemble those found in
experimental animals. At low doses amphetamine enhances spontaneous locomotor
activity in the rat, and at larger doses leads to a syndrome of behavioural STEREOTYPY
in which the same response is repeated over and over again at a high rate. In rats, this is
often manifested as repeated head movements (including sniffing), but other responses
can also become stereotyped. In monkeys, stereotyped GROOMING and even social
behaviour are observed. In humans stereotypy can also be observed as grooming:
repetitive picking of the skin because of tactile hallucinations of infestation by ants or
other insects has been noted. It can however also take a more symbolic form and even be
expressed, for example, in the thinking patterns of amphetamine addicts and in their
artwork.

In experimental animals, amphetamine may increase responding for food even though
it is anorectic, leading to suggestions that it increases the reinforcing or rewarding value
of stimuli associated with food (and other rewards)—that is, it enhances the power of the
conditioned reinforcer. Amphetamine will also increase responding for, and apparently
reduce the rewarding threshold of, ELECTRICAL STIMULATION OF THE BRAIN via
implanted electrodes. The clear demonstration of its own rewarding properties is its self-
adminstration via intravenous catheters by experimental animals (see INTRAVENOUS
SELF-ADMINISTRATION). A good deal is now known about the neural mediation of
the behavioural effects of amphetamine, much of which occurs via effects on the
mesotelencephalic dopamine system from its origins in the midbrain to innervate
structures such as the NUCLEUS ACCUMBENS (or ventral STRIATUM) and the
CAUDATE-PUTAMEN or dorsal striatum. Thus, for example, the stereotyped oral
behaviour and head movements induced in rats by large doses of the drug are known to
depend on the integrity of the NIGROSTRIATAL DOPAMINE SYSTEM that projects to
the dorsal striatum, whereas the locomotor hyperactivity is blocked by dopamine
depletion from the ventral striatum. Amphetamine has been shown to be reinforcing to
rats when it is self-administered directly into the nucleus accumbens, and loss of
dopamine there attenuates self-adminstration behaviour. Thus, it appears that the
rewarding and potentially addictive effects of amphetamine result from effects on the
nucleus accumbens. Much less is known about the neural basis of its effects in man, but
recent neuroimaging studies of the effects of cocaine and methylphenidate suggest that
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subjective effects of the drugs can be correlated with actions in structures such as the
striatum and the thalamus.
See also: addiction

Reference

Feldman R., Meyer J.S. & Quenzer L.F. (1997) Principles of Neuropsychopharmacology, Sinauer
Associates: Sunderland MA.
TREVOR W.ROBBINS

amplitude

Strength of a STIMULUS or a behaviour as separate from its timing characteristics such
as frequency or duration. In brain stimulation studies, amplitude would be the stimulation
current. In acoustical studies, it would be the sound intensity. In behavioural studies,
amplitude typically refers to response strength such as the force applied in a specific
motor act (for instance, a startle reaction).

JAMES R.STELLAR

ampulla

see vestibular system

amusia

An inability to sing, or play a musical instrument properly, or to perceive music, these
previously having been intact functions; a condition similar to APHASIA but specific for
music rather than LANGUAGE. See also MUSIC AND THE BRAIN.
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amygdala

The amygdala is a key component of the LIMBIC SYSTEM and has an important role in
EMOTION. This brain structure, which is named after its fanciful resemblance to an
almond, lies in the anterior medial portion of each TEMPORAL LOBE. It is composed of
approximately a dozen nuclei each with a distinctive pattern of cytoarchitectural, histo-
chemical and connectional features. These nuclei are often divided into a basolateral
group and a corticomedial group. The basolateral group contains many cortical like cells
and its nuclei have dense connections with sensory association and limbic cortical areas.
The corticomedial group is more closely linked with hypothalamic and olfactory regions
(see HYPOTHALAMUS; OLFACTION). The central nucleus of the amygdala has
features of both groups but is unique in having many connections with subcortical
AUTONOMIC centres. Other subcortical connections of the amygdala include dense
projections to the NUCLEUS BASALIS OF MEYNERT, the ventral STRIATUM, and
the DORSOMEDIAL NUCLEUS OF THE THALAMUS. The amygdala also has a
complex array of intrinsic connections and is noteworthy for the enormous range of
NEUROTRANSMITTERS and neuromodulators that are present within the structure.

The amygdala has a variety of functions (Aggleton, 2000), and while most attention
has focused on its role in emotion it can also modulate different aspects of motivation
(such as feeding, drinking, and sexual behaviour). Damage to this structure can decrease
emotional reactivity, as seen in the KLUVER-BUCY SYNDROME, and severely disrupt
social behaviour. These changes, which are very dramatic in monkeys, are less evident in
humans. Experimental studies indicate that the amygdala is involved in the formation of
stimulus-affect associations, and the evidence for this is especially convincing for
aversive stimuli (see FEAR). The structure is also important for the identification of
affective states in others, and research on people with bilateral amygdala damage has
revealed a selective loss of the ability to recognize expressions of fear. The structure may
also facilitate learning about events that are associated with highly emotional or arousing
experiences. Finally, the amygdala contributes more generally to LEARNING by
enabling the formation of STIMULUS-REINFORCER ASSOCIATIONS.

Reference

Aggleton J.P. (ed.) (2000) The Amygdala: A Functional Analysis, Oxford University Press: Oxford.
JOHN P.AGGLETON
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amylin

see calcitonin gene-related peptide

amyloid

Amyloid, also called BETA AMYLOID PROTEIN (the standard abbreviation is AB), is a
PEPTIDE of about 4,000 molecular weight made of between 40 and 42 AMINO ACIDS.
It forms part of a larger PROTEIN known as BETA AMYLOID PRECURSOR
PROTEIN (abbreviated as APP). Amyloid can be visualized by histological (see
HISTOLOGY) stains such as Congo red and thioflavine S, or by
IMMUNOHISTOCHEMISTRY. Amyloid is water-insoluble, self-aggregating, and
resistant to further degradation. The function of amyloid is not exactly clear, but it is a
MEMBRANE protein thought to be involved in the inhibition of PROTEOLYSIS or
possibly in CELL growth or adhesion. It is the main component of the neuritic (see
NEURITE) or senile PLAQUES seen in ALZHEIMER’S DEMENTIA (and indeed in the
brains of other patients groups; see for example DOWN SYNDROME). Although
amyloid-containing plaques are neuropathological hallmarks of Alzheimer’s dementia,
how they lead to typical neuronal loss and dementia is not well understood.

KAZUE SEMBA

amyloid precursor protein

see amyloid

amyotrophic lateral sclerosis

Progressive loss of motor neurons from the anterior horn of the SPINAL CORD and, in
the later stages of the disease, from the motor nuclei of the CRANIAL NERVES and
CEREBRAL CORTEX. Degeneration of the spinal CORTICOSPINAL TRACTS (lateral
sclerosis) and associated muscle wasting (amyotrophy) account for its name. In the USA
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the condition is also associated with the name of Lou Gehrig, a sports personality, and in
the UK with the well-known figure of Stephen Hawking, astrophysicist and best-selling
author.

The disease usually presents in middle age with limb weakness and
FASCICULATION—fleeting contractions of isolated muscle bundles, visible in one
muscle after another. A paradoxical increase in the strength of tendon reflexes coupled
with weakness and wasting of the same limb is a distinctive feature. The paradox is
accounted for by the loss of spinal (lower motor) neurons being accompanied by loss of
inhibitory input from cortical (upper motor) neurons. As the disease progresses, gradual
involvement of cranial nerve nuclei (that is, progressive BULBAR palsy) leads to
increasing difficulty with swallowing and speech, but eye movement, sphincter control
and intellect are usually preserved.

The cause of ALS remains unknown. Evidence for the involvement of a virus, dietary
toxins or autoimmune processes is weak. About 10% of cases are familial, showing
AUTOSOMAL DOMINANT inheritance, and of these about one-fifth carry one of many
identified mutations affecting the gene (SOD1) that encodes the enzyme copper/zinc
SUPEROXIDE DISMUTASE. This enzyme is thought to confer protection against
oxidative damage by free radicals, but the harmful effects of the mutant gene product are
also likely to result from a gain in function that causes it to act as an oxidant in its own
right. The role of OXIDATIVE STRESS in sporadic (non-familial) ALS has not been
clearly established. Other possible contributory factors include endogenous
EXCITOTOXINS, especially the amino acid neuro-transmitter GLUTAMATE.
Excessive extracellular concentrations of this compound in the spinal cord are thought to
result in harmful trans-membrane inward currents of calcium ions (Ca®"); certain
glutamate antagonists (for instance, riluzole) have accordingly been approved for the
long-term treatment of ALS but their efficacy and the rationale for their use have been
questioned. Therapeutic trials with intrathecal injections of ciliary neurotrophic factor, a
NEUROTROPHIN, have met with limited success. Supportive treatment of advanced
ALS with artificial feeding, assisted breathing, synthesized phonation and computerized
communication has reached a high degree of sophistication but may not be unreservedly
welcomed by those involved.

L.JACOB HERBERG

anabolism; anabolic; anabolite

see metabolism
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anaerobic

Not requiring the presence of free OXYGEN.

anaesthesia

Loss of sensation resulting from pharmacological depression of nerve function caused by
administration of a DRUG or by other medical interventions, or from neurological
dysfunction usually by damage to a nerve or receptor. Somewhat arbitrary divisions have
been established describing various stages of clinical anaesthesia: stage |
(ANALGESIA), initial period immediately following administration of the anaesthetic
and up to loss of consciousness; stage 11 (delirium), period extending from the loss of
CONSCIOUSNESS to the beginning of surgical anaesthesia and characterized by
increases in muscle tone, irregular breathing, incontinence, hypertension, and
TACHYCARDIA, including disquieting behaviours such as excitable movements and
vocalizations; stage Il (surgical anaesthesia), period extending from the second stage to
cessation of spontaneous respiration and subdivided into four planes (1-4) in order of
increasing depth of anaesthesia that are related to changes in respiration, eyeball
movements, reflexive tone, and pupil size; stage IV (medullary depression), period
following plane 4 of stage Il beginning with failure of systemic circulation and ending
typically in the death of the subject.

Satisfactory general anaesthesia for the purpose of surgical intervention should result
in at least four effects on the individual: (1) motionlessness in response to strong stimuli
produced by surgery, (2) suppression of autonomic responses (for example, tachycardia,
HYPERTENSION, LACRIMATION), (3) lack of pain (analgesia), and (4) lack of recall
(AMNESIA). Phenomena 1 and 4 comprise the main traditional indicators of satisfactory
anaesthesia and loss of consciousness in human subjects. These responses include a
complete lack of organized movement made by the subject in response to surgical stimuli
(such as an incision), a complete lack of awareness in the form of non-reflexive
movement to stimuli, and loss of recall of intraoperative events following recovery. Other
indicators of anaesthetic-induced unconsciousness are retrospective phenomena and
include priming in which behaviour has been changed by intraoperative stimuli, but the
subject does not have any post-operative memory of the priming stimuli. Achieving all of
these criteria is thought to imply complete unconsciousness during anaesthesia and
represents accepted methodological practice in clinical anaesthesiology. Nevertheless,
several issues remain as to whether these phenomena represent the most reliable means of
assessing consciousness at different levels of anaesthesia (see Kulli & Koch, 1991). This
is particularly true in the case of general anaesthesia in animals.
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The existence of consciousness in non-human subjects remains a topic of considerable
debate in the field of COGNITIVE NEUROSCIENCE. The same behavioural and
cognitive phenomena used to assess awareness or recall in humans treated with
anaesthetics do not apply easily to laboratory animals. Thus, in addition to the cognitive
phenomena noted above, several neurophysiological criteria have been explored as
potential indicators of depth of anaesthesia. These diagnostic procedures include
ELECTROENCEPHALOGRAM (EEG) and sensory-EVOKED POTENTIALS
recordings from the cortex. Initial efforts have assessed the spectrum of EEG which has
been observed to vary in a MONOTONIC, DOSE-DEPENDENT fashion in response to
various anaesthetics. For example, increasing the dosage of non-specific anaesthetics
decreases the EEG signal from 20 Hz to 6 Hz and below. However, the degree of
variability in the EEG record associated with the various non-specific agents makes this
an unreliable measure of the depth of anaesthetic-induced unconsciousness. This
variability in the EEG is further evident for receptor-specific anaesthetics and a reliable
index has yet to be described. However, a more promising approach has involved the
monitoring of evoked potentials from the surface of the cortex following presentation of
different sensory stimuli. For example, middle latency auditory-evoked potentials
resembling 3-5 cycles of a 40 Hz wave have been recorded in humans and cats under
various anaesthetic agents. The barbiturate THIOPENTAL induces a decrease of 10 Hz
in these oscillations or abolishes them altogether. Non-specific VOLATILE
ANAESTHETICS such as HALOTHANE dose-dependently decreases the auditory-
evoked 40 Hz wave. However, receptor-specific anaesthetics (such as FENTANYL,
KETAMINE, or BENZODIAZEPINES) appear to have minimal effects on these
oscillations. These evoked responses have also been correlated with periods of
spontaneous movements and movements associated with verbal commands in patients
under anaesthesia. As such, several investigators (see Kulli & Koch, 1991) have
concluded that the presence of 40 Hz signals serve to confirm the presence of
consciousness in anaesthetic-treated subjects. A number of theories have been put
forward as to the significance of 40 Hz cortical waves and depth of anaesthesia. The most
prominent theory states that these oscillations may be acting as a clock to provide a
temporal framework for sensory processing within and across different modalities. Thus,
these oscillations serve to link transiently together activity of several areas of the cortex
involved in coherently perceiving the various qualities and aspects of its surrounding.
Without this bridge the nervous system may lose temporal coherency of incoming
sensory stimuli, possibly resulting in a loss of consciousness.

Reference
Kulli J. & Koch C. (1991) Does anaesthesia cause loss of consciousness? Trends in Neurosciences

14:6-10.
CHARLES D.BLAHA
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anaesthetics

Drugs that reversibly depress neuronal function with accompanying loss of pain
perception  (ANALGESIA) and/or other sensations (anti-nociceptive; see
NOCICEPTION). Drugs that induce a state of ANAESTHESIA fall into three main
categories. (1) General: an agent that abolishes CONSCIOUSNESS and perception of all
sensations. (2) Local: an agent whose anaesthetic action is limited to an area of the body
determined by the site of its application. (3) Topical: a LOCAL ANAESTHETIC applied
directly to the area to be anaesthetised, usually the mucous membranes or the skin.

Two main classes of general anaesthetics are non-specific agents that depress excitable
tissue at all levels of the CNS and receptor-specific agents that have an action at specific
neuro-transmitter receptor sites in the CNS. Non-specific agents include inhalational
VOLATILE ANAESTHETICS (including HALOTHANE, enflurane, methoxyflurane
and isoflurane) and other agents (such as NITROUS OXIDE, CHLOROFORM,
cyclopropane, and diethyl ETHER). Volatile anaesthetics are combined typically with an
ADJUVANT such as nitrous oxide to induce clinical (human) anaesthesia. The
mechanisms of action for these compounds remain unknown but is thought to involve a
dose-dependent reduction in the metabolic rates of certain neurons in the CNS. In
contrast to non-specific anaesthetics, general anaesthesia can be produced only with a
combination of several receptor-specific agents. The main component is either one of the
opioid NARCOTICS (such as FENTANYL) or one of the BARBITURATES (for
instance THIOPENTAL) to induce sedation, analgesia, and reduced autonomic response,
and may be given in combination with a BENZODIAZEPINE (for example
DIAZEPAM) to decrease awareness during NARCOSIS. Opioid analgesics may also be
combined with NEUROLEPTIC compounds to reduce motor activity and ANXIETY
together with CURARE-like agents to suppress movement. Compounds used almost
exclusively in experimental animal research to induce surgical anaesthesia include
urethane, CHLORAL HYDRATE, CHLORALOSE, XYLAZINE, and KETAMINE. The
second and third category of anaesthetics include the short-acting local anaesthetics (for
instance LIDOCAINE, PROCAINE and COCAINE) and long-acting ION CHANNEL
NEUROTOXINS (such as TETRODOTOXIN and saxitoxin). These drugs are used
mainly to interrupt nerve transmission of pain sensations when applied locally to nerve
tissue in appropriate concentrations. Local anaesthetics act selectively at the level of the
neuronal cell body to prevent transient increases in sodium ion channel permeability and
to reduce potassium permeability at rest. The cell THRESHOLD of excitation is
increased resulting in a blockade of both the generation and the conduction of any
ACTION POTENTIAL.

See also: dissociative anaesthetics; endorphins; enkephalins; gate theory of pain;
opiates; opium; sedative

CHARLES D.BLAHA
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analgesia

(from Greek, an: not, algeein: to feel pain) Analgesia is a reduction in the sensation of
PAIN, without inducing SLEEP or unconsciousness. Analgesics are drugs that induce
analgesia: many drugs have analgesic properties, ranging from MORPHINE through to
aspirin. Testing drugs for their analgesic properties is difficult, since it necessarily
involves inflicting pain and looking for a reduction in response to it when drugs are
given. With rats, various tests have been used: the TAIL-FLICK TEST involves warming
a part of the rat’s tail (a focused heat lamp is typically used) and the latency to flick the
tail away measured. The hot-plate test involves measuring escape latency from a hot plate
and the related FLINCH-JUMP TEST involves passing electric current through a grid
floor and monitoring rats’ flinching and jumping responses. Inflicting pain on an animal
and measuring responses to it is clearly an issue that requires careful ethical
consideration. Evaluation of alternative methods that could be used, and careful
consideration of the likely costs and benefits of an experiment, has to be made. It is worth
remembering though that the management of pain in both human and veterinary practice
remains an enormous challenge to physicians and that methods to alleviate pain still
require considerable improvement.
See also: drug; gate control theory of pain

anamniotic vertebrates

The anamniotic vertebrates are fish and amphibia. They lack an amnion, the innermost
membrane surrounding the embryos of reptiles, birds and mammals, the AMNIOTIC
VERTEBRATES.

anandamide

(from Sanskrit, ananda: bliss) The natural LIGAND for
TETRAHYDROCANNABINOL receptors.
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anarthria

An inability to produce speech, caused either by damage to neural mechanisms or by
damage to the physical machinery of SPEECH PRODUCTION.

androgen insensitivity syndrome

see gender

androgens

A set of SEX HORMONES, including TESTOSTERONE, secreted from the ADRENAL
GLAND and the TESTES.

See also: corticosteroids; endocrine glands; hormones; hormones—classification;
organization effects of steroid hormones

anencephaly

(from Greek, an: without, ENCEPHALON: brain). Literally this means without a brain,
though in fact this is a little inaccurate. Anencephaly is an exceptionally severe disorder
of development in which the CEREBRAL HEMISPHERES and DIENCEPHALON and
elements of the MIDBRAIN do not develop. The condition is not lethal but does produce
profound impairment.
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anergasia

Loss of function; descriptive of the loss of function that might occur in any of many
conditions.

anergia

Literally, loss of ENERGY:; descriptive of an individual suffering from an inability to
generate actions.

aneurysm

(from Greek, ana: up, eurys: wide) Aneurysm can refer to any abnormal enlargement, but
in medical practice it refers to an abnormal dilation of an ARTERY, which may burst. In
the brain this is likely to lead to neurological impairment (see ISCHAEMIA; STROKE).

angel dust

(PCP) One the commonest of several street names for the abused synthetic drug
phencyclidine (PCP) [1-(1-phenylcyclohexy-1)piperidine]. PCP was originally
synthesized and developed as an anaesthetic agent, but unpleasant psychomimetic side
effects led to its withdrawal. The drug acts by binding in the calcium ion channel
associated with the NMDA RECEPTOR, 3 subclass of the EXCITATORY AMINO
ACIDS  receptor complex, and interferes with GLUTAMATE-mediated
DOPAMINERGIC regulation. Use leads to disorientation, drowsiness and
HALLUCINATION. PCP has been used as a drug of abuse in the USA—more rarely in
the UK—for the last 30 years, and DSM-IV includes a criteria for coding PCP
intoxication. Physical DEPENDENCE is rare, but psychological dependence is common.
The effects of PCP have been considered a useful model for SCHIZOPHRENIA.
KETAMINE is a related, clinically available anaesthetic.
See also: addiction; anaesthetics
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IAN C.REID

angioma

see tumour

angiotensin

Angiotensin Il is a PEPTIDE with a variety of functions, though it is best known for its
role in OSMOREGULATION. Indeed, angiotensin 1l is perhaps the most potent
DIPSOGEN (a chemical that stimulates drinking) known to exist. When the kidneys
detect a loss of blood flow, cells there secrete a substance called RENIN into the blood.
Renin is an enzyme that converts ANGIOTENSINOGEN (which is always present in the
blood) to ANGIOTENSIN I. This is further converted by the enzyme ANGIOTENSIN
CONVERTING ENZYME (ACE) to the highly active molecule ANGIOTENSIN Il
which has an action on the brain, leading quickly to release of VASOPRESSIN.
Vasopressin is synthesized by the magnocellular neurons of the paraventricular and
supraoptic nuclei of the HYPOTHALAMUS: axons from these neurons travel to the
NEUROHYPOPHYSIS (posterior pituitary) where they release vasopressin directly into
the bloodstream. Vasopressin acts on the kidneys to prevent further water loss.
Angiotensin Il also has an action on the ADRENAL GLAND to stimulate
ALDOSTERONE secretion, and stimulates contraction of blood vessels to increase blood
pressure (see BLOOD). Because of this action, angiotensin converting enzyme inhibitors
have been developed as a potent drug for the control of HYPERTENSION.

The angiotensin system in the blood was initially described by James Fitzsimons in
the 1960s, but later studies have shown that all components of the angiotensin Il
formation pathway are also present in the brain. Like many other peptides that are found
in the body, angiotensin Il and its associated enzymes also appears to operate within
NEUROTRANSMITTERS in the central nervous system. Angiotensin Il is for example
thought to be colocalized with DOPAMINE neurons and has an action in the
STRIATUM. Angiotensin convert ing enzyme is also found in the striatum, and
administration of angiotensin converting enzyme inhibitors appears to stimulate
dopamine activity.
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angiotensin |

see angiotensin; osmoregulation

angiotensin |1

see angiotensin; osmoregulation

angiotensin converting enzyme

see angiotensin; osmoregulation

angiotensinogen

see angiotensin; osmoregulation

angular gyrus

A gyrus that sits at the junction of the PARIETAL LOBE and OCCIPITAL LOBE; it is
thought to be involved in LANGUAGE functions, most notably verbal visual images. It
has also been implicated as a substrate for oculomotor deficits, such as those that occur in
BALINT’S SYNDROME.
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anhedonia

Hedonia means a state or condition of PLEASURE. Anhedonia is therefore characterized
by the absence of pleasure. Anhedonia is often listed as a symptom of DEPRESSION,
and this is meant to describe the lack of responsiveness to normally pleasurable stimuli in
depressed individuals. Although it is sometimes suggested that a DOPAMINE
ANTAGONIST or depletion of dopamine could produce anhedonia, and blunt the
pleasurable effects of stimuli such as food, there is also considerable evidence against this
idea.

JOHN D.SALAMONE

anhedonia hypothesis

The anhedonia hypothesis (or general anhedonia model) concerns the functions of
DOPAMINE in the NUCLEUS ACCUMBENS. It takes as its basis the hypothesis that
dopamine activation in the nucleus accumbens is critical for the perception of REWARD
and that the absence of dopamine will lead to ANHEDONIA and extinction of appro
priate reward-related responding. Both natural reinforcers (such as food and water) and
artificial reinforcers such as drugs (see ADDICTION; REINFORCEMENT) are
suggested to operate through this system. This model has been of considerable value but
there are now several findings that suggest it might not be entirely correct. For example,
nucleus accumbens dopamine appears to be activated by both POSI- TIVE
REINFORCEMENT and NEGATIVE REINFORCEMENT; and depletion of dopamine
from the nucleus accumbens does not necessarily lead to reduction in food intake.
Hypotheses that have developed from the anhedonia hypothesis have suggested that
accumbens dopamine might be involved in the allocation of responding to stimuli rather
than in the perception of reward per se.

References
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Dictionary of Biological Psychology 88

animal communication

For us, the most obvious means of communication is through LANGUAGE, which
remains a resolutely human attribute (see ACQUISITION OF LANGUAGE BY NON-
HUMAN PRIMATES). There are however a variety of non-linguistic means through
which members of species communicate with each other. The table below summarizes
the effectiveness of different means of communication.

Much of animal communication involves RITUALIZATION—pattems of behaviour
that have become established during the course of EVOLUTION. For example, the
interactions between offspring and parent in the presentation of food can be ritualized:
gull chicks are called from cover by parents, the chick then pecking at the parents beak to
initiate the regurgitation of food. However, probably the most famous example of
ritualized communication is the dance performed by honey bees, first described by Karl
Von Frisch (1886-1982—co-winner, with Konrad Lorenz and Niko Tinbergen of the
1973 Nobel Prize for Medicine). On returning to the hive from a FORAGING trip, honey
bees perform one of two different types of dance to indicate the presence of food. The
dance is preceded by the returning bee beating its wings and releasing a pheromone to
attract attention if it has found a food source worth recruiting. A relationship between the
quality of the food source and food availability has been noted—in high summer when
food is plentiful bees are more selective in their foraging. A simple round dance indicates
that food is very close by; the waggle dance contains more complex information. The
angle at which the body is held from vertical indicates the angle of the sun in relation to
the food source while the duration of the dance corresponds to the foods’ distance from
the hive. The scent that the returning bee brings back provides a further indication of the
location of the new food supply. It has been suggested also that bees can use other forms
of information—the emission of sounds, gravity, odours, or even light polarization for
example—in addition to their ritualized dances, and it is clear that CIRCADIAN
RHYTHMS influence dance production. It is also worth noting first, that there are
variations in the dances between different types of honey bee in different locations (see
also

Animal communication channels

Signal channel

Chemical Auditory  Visual Tactile
Range Long Long Intermediate  Short
Rate of change Slow Fast Fast Fast
Ability to overcome obstruction ~ Good Good Bad Bad
Ease with which it can be located Variable Intermediate High High
Energy cost Low High Low Low
Examples: PHEROMONES BIRDSONG GESTURE GROOMING

Source: Adapted from McFarland (1999)
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CULTURE); and second, that these apparently innate forms of communication are
followed by adaptive activity, as the bees learn (see LEARNING) and remember (see
MEMORY) where food is. COURTSHIP—the interaction that precedes the pairing off of
mates (however transiently) and COPULATION—is also often ritualized, involving
patterns of DISPLAY. Display is a complex phenomenon, involving interpretation of
situations and the production of appropriate behaviour before, during and after the
display. GESTURE (that is, the production of specific movements) and POSTURE (the
way in which the body is held) are both important features of display, and auditory events
may also play a part (see for example, BIRDSONG). Similarly, TERRITORIAL
BEHAVIOUR may involve ritualized displays of AGGRESSION which communicate to
conspecifics that they should depart.

VOCALIZATION is an important part of animal communication, involved in many
aspects of behaviour. For example, ALARM CALLS in social animals serve to warn
conspecifics of intruders—typically predators—in a group’s territory. DISTRESS
CALLS serve to indicate warnings either to conspecifics or to parents. Distress and alarm
calls often have similar physical characteristics, and can serve similar functions.
Separation distress calls are common among the young of many mammalian species and
appear to be available to infants immediately after birth. Neonatal humans separated from
their mothers begin crying in a way that indicates a recognition (at some level) of
separation: when the infant is restored to contact with the mother crying stops.

Non-verbal communication is important also to humans: much information is
communicated by BODY LANGUAGE (gesture and posture) and by facial expressions
(see FACE PERCEPTION). Charles Darwin (1809-1882) wrote extensively about the
nature of facial expression, which it has been thought might reflect universal principles of
human non-verbal communication. However, it is clear that much of human non-verbal
communication is learned, driven by culture.

See also: social behaviour

Reference
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animal models

The experimental study of animal behaviour and neurobiology in an effort to explore the
neural basis of human PSYCHOPATHOLOGY by analogy. Animal models offer the
opportunity to exert control over many of the variables which epidemiological research
suggests may be influential in the aetiology of psychiatric and neurological disorder, for
example, GENOTYPE, early social experience (see SOCIAL ISOLATION) and
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magnitude, type and duration of environmental STRESS. Physical and pharmacological
manipulation of brain function is a core feature. Certain species also offer a relatively
short life span, permitting developmental study within a feasible time-scale.

Animal models are used in a variety of ways: these include efforts to predict the
efficacy of experimental treatments; or to investigate pathophysiological processes. An
example of the former would be the use of the PORSOLT TEST, in which the time rats
spend trying to escape from a beaker of water is measured, which (perhaps surprisingly)
predicts the ANTI-DEPRESSANT activity of novel compounds. An example of the latter
would be bilateral destruction of the hippocampus in primates and measurement of
effects on LEARNING tasks in an effort to determine the role of the hippocampus in
MEMORY. Which of these approaches is the more valuable is difficult to determine. The
use of animals in tests to screen new therapeutic strategies (both pharmacological and
surgical) is the more widely publicized and can sometimes appear rather odd to the
layman (as with the Porsolt test) though there is always a logic to the test. The use of
animals in research to understand basic biological processes is less publicized but is
possibly of more benefit: medics and veterinary surgeons cannot deal with bodies unless
they have an understanding of how those bodies work.

There has been considerable debate about the morality of using animals in research.
This has focused on a number of points, including whether or not it is ethical to use
animals in research (regardless of the value of the research) (see ANIMAL WELFARE);
and whether or not animal models can reveal anything meaningful about the human
condition (that is, does the research have any value?). Some have argued that animal
research is misleading and wasteful, pointing to differences in the physiology of humans
and animals commonly studied in laboratories. On the other hand, others have argued that
this is not the case and that animal experimentation is critical to both medicine and
biology. This debate is explored in a series of reviews in a recent edition of Scientific
American.
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animal models of anxiety

Animal models of ANXIETY attempt to mimic various aspects of the AETIOLOGY,
symptomatology and treatment of human anxiety disorders with the aim of providing a
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better understanding of, and more successful treatments for, these clinical conditions.
There are many different animal models of anxiety, some examining
UNCONDITIONED BEHAVIOUR, others making use of PAVLOVIAN
CONDITIONING and INSTRUMENTAL CONDITIONING procedures. Each of the
different models has its own merits, and each has a degree of predictive validity—that is,
the ability to accurately predict which drugs are likely to be beneficial in the treatment of
human clinical anxiety disorders, and equally important, which are not.

Models based on unconditioned behaviour commonly employ a test environment that
is designed to induce a level of anxiety in the laboratory animal (most commonly in rats
or mice). As such behaviours are held to be more natural to the animal than those
observed in models which employ Pavlovian or instrumental conditioning procedures,
they are often perceived as possessing a high level of ethological validity. Models based
on unconditioned behaviours include extremely simple tests examining the behaviour of
animals in an OPEN FIELD, in simple social interactions with a CONSPECIFIC, or in
ELEVATED MAZES. The most typical form of elevated maze is the elevated plus maze,
in which anxiety is measured by examining the proportion of time spent on the two arms
of the maze which are open, relative to the amount of time spent on the two safer,
enclosed arms. Following drug treatment, increased activity in the open field, increased
SOCIAL BEHAVIOUR, or increased time spent on the open arms of the plus maze are
all indicative of ANXIOLYTIC potential. However, care must be taken to avoid the
potentially confounding influence of drugs which merely alter locomotor activity, such as
AMPHETAMINE. Such drugs may decrease indices of anxiety in these tests, but are not
in fact anxiolytic.

Models examining conditioned behaviours rely on fear conditioning to imbue a
CONDITIONED STIMULUS or test environment with the ability to evoke FEAR or
anxiety. One general class of model involves simple PAVLOVIAN FEAR conditioning
in which a conditioned stimulus predicts the onset of an aversive event such as mild
FOOTSHOCK. This fear conditioning may then be assessed in a variety of ways,
including the development of conditioned freezing, the skeletal muscle rigour and
immobility produced by presentation of an aversive conditioned stimulus, conditioned
suppression, or fear-potentiated startle. Decreases in any of these measures of
conditioned fear following drug treatment would be indicative of anxiolytic potential. A
second class of conditioned fear model involves instrumental conditioning, usually in the
form of avoidance learning. In these procedures animals either produce an active
response or withhold some prepotent response in order to terminate, or avoid presentation
of, an aversive event. Examples of active response procedures include ACTIVE
AVOIDANCE in which a locomotor response is required to terminate and avoid
signalled footshock and SIDMAN AVOIDANCE which requires production of repeated,
timed responses to avoid unsignalled footshock. Procedures requiring the inhibition of a
response include PASSIVE AVOIDANCE and punishment or conflict procedures such as
CONDITIONED PUNISHMENT, GELLER-SEIFTER CONFLICT and VOGEL
CONFLICT. In each of these cases, a response that is usually present, such as locomotor
activity and exploration, lever-pressing for food, or licking for water must be inhibited in
order to avoid presentation of an aversive event. Anxiety is inferred from the degree to
which an animal is successful in avoiding or terminating shocks, and hence a decrease in
this success following drug treatment suggests that anxiety has been reduced. These
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conditioning procedures are again not without their problems. There can be unwanted
interactions with the ability of drugs to increase or decrease general activity. In the case
of behaviours that examine the disruption of appetitive behaviour, changes in hunger or
thirst motivation can influence the outcome. Finally, drugs that directly influence the
learning processes underlying the induction of conditioned fear may also disrupt
performance in these tasks, without necessarily having an anxiolytic effect.

Animal models of anxiety have been of great utility in the development of novel
anxiolytic drugs for human treatment. Hence, in addition to the continuing refinement of
‘classical’ BENZODIAZEPINE anxiolytics such as CHLORDIAZEPOXIDE (VALIUM)
and MIDAZOLAM (Hypnovel) to produce treatments with fewer sedative, mnemonic
and muscle relaxant sideeffects, alternative classes of drug which influence serotonergic
systems, such as buspirone and ipsapirone (both PARTIAL AGONISTS at the 5-
HYDROXYTRYPTAMINE 1A receptor) have also been developed. The development of
more sophisticated test batteries which examine a wide variety of animal models of
anxiety, including both unconditioned and conditioned behaviours, and an ever more
comprehensive understanding of the neural and even molecular basis of fear and anxiety
through the use of advanced behavioural and neuroscientific techniques, are contributing
to the continuing progress in the development of treatments for clinical anxiety disorders
in humans.

See also: aversive conditioning

A.SIMON KILLCROSS

animal welfare

Animal welfare is of general concern, beyond the narrow scope of biological psychology.
All animals should be treated in a humane manner. Legislation in the United Kingdom
and elsewhere governs, amongst many other things, the care of animals, their sale and
transport, and the protection of endangered species. In many countries there is legislation
specifically to protect the welfare of laboratory animals. Such legislation typically covers
the maintenance of animals, the scientific procedures that can be applied, and the nature
and location of the places where animals can be bred, kept and tested.

Legislation in the United Kingdom (the Animals [Scientific Procedures] Act 1986)
lays down, for each SPECIES, appropriate measures for such things as housing (both the
nature of the housing—each species should be kept in an environment appropriate to its
natural behaviour—and the density of occupation), temperature, humidity and
maintenance regimesthe delivery of food and water, how often bedding should be
refreshed and cages cleaned, how often a veterinary surgeon must inspect the animals,
and so on. In addition to these things, legislation also specifies such things as the
institutional management structures and the record-keeping needed, and requires
independent inspectors to monitor all aspects of laboratory animal maintenance and use.
The manner in which animals should be destroyed on completion of experimentation is
also regulated. The legislation specifies who can undertake which regulated procedures
on laboratory animals, weighing what is done against the likely benefit that might accrue
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to medicine, veterinary science and basic science. Scientists in the United Kingdom are
obliged to practise the three Rs: replacement, refinement and reduction. That is, they are
required by law always to consider replacing living animals with alternatives (TISSUE
CULTURE methods or computer simulations for example); to refine the techniques used;
and to reduce the numbers of animals used.

Animal welfare is an issue that arouses considerable passion, as do questions about the
natures and rights of animals. Discussion of animal rights is necessarily complex,
involving legal and moral problems that are beyond the scope of this entry. That humans
can confer some kinds of rights on animals is beyond doubt: we can confer legal rights on
whatever we wish, even abstractions. For example, limited liability companies have
certain rights, statutorily enforceable. In this sense, animals have been conferred rights:
legislation in the United Kingdom and elsewhere lays down the conditions under which
laboratory animals must be kept, which in effect gives animals rights. Further, Parliament
in New Zealand and several states in the United States of America have debated whether
to give extensive rights, more or less equal to those enjoyed by all citizens, to
chimpanzees and other apes. But all of these are essentially benefactions granted by
humans to animals to ensure humane and proper treatment. Do animals have natural
rights independent of social and legal structures? This is a much more vexed problem that
raises questions about the nature of rights. For example, are there such things as natural
rights, or do rights merely represent consensus among humans to do or not to do certain
things? Is it necessary, in order to enjoy rights, to be cognizant of them and to accept
responsibilities and duties that are entailed? Consult a philosopher about rights; Warnock
(1998) provides a sensible starting point.

See also: environmental enrichment

Reference

Warnock M. (1998) An Intelligent Person’s Introduction to Ethics, Duckworth: London.

animat

Animat is a generic term given to simulated animals and autonomous robots: in essence,
animats are artificial animals. The exchange of ideas and information between scientists
working with ARTIFICIAL INTELLIGENCE and those in the natural sciences—
including neuroscience, psychology and ETHOLOGY—will promote advances in all
disciplines concerned with adaptive behaviour in changing environments of both natural
and artificial systems. For a general introduction to animats, see Meyer & Wilson.

Reference

Meyer J.-A. & Wilson S.W. (1991) From Animals to Animats, MIT Press: Cambridge MA.
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anion

A negatively charged ION.

anisometropia

A difference in focus between the eyes; see AMBLYOPIA.

anlage

Effectively a synonym for PRIMORDIUM - the rudimentary tissue or cells from which a
structure develops.
See also: neural tube

annexins

see mobilization

annulospiral ending

see muscle spindle

anode

A positively charged metallic ELECTRODE towards which anions migrate in an
electrolytic cell or tissue medium in which it is placed.
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See also: anion; cathode
CHARLES D.BLAHA

anomia

Anomia is an acquired disorder of naming. Like most disorders, anomia is a matter of
degree: that is, anomic patients rarely fail completely in naming, and their success is
often significantly related to one or more factors, such as the familiarity of the object/
concept, the frequency of the word used to name it, the age at which the term was
learned, the length and/or complexity of the word, and so on. PURE ANOMIA is a
disorder limited to word retrieval, and can be distinguished from anomia attributable to
other underlying causes, such as deficits in OBJECT RECOGNITION, semantic
knowledge, phonological or articulatory processes (see SPEECH PERCEPTION,;
SPEECH PRODUCTION) and so forth. There are some documented cases of selective
anomia for a particular class of names (for example, names of people, places or objects)
or from a particular modality of presentation (for example, naming an object in response
to seeing it, or touching it without seeing it, or being given a verbal description of it).
Such category-specific or modality-specific anomias are however rare, with the majority
of anomic patients having difficulties in naming under all of these conditions.

The symptoms of anomia are: a failure to find words; the use of a more general word
(for instance place instead of kitchen); circumlocutions (such as a description of the
meaning of the word rather than the name—for instance a chair becomes you sit on it);
and a variety of errors. These errors are referred to as PARAPHASIAS and may take
various forms. In VERBAL PARAPHASIA an incorrect word is substituted that is
unrelated to the correct word; SEMANTIC PARAPHASIAS substitute a word related in
meaning (for example dog hamed as cat), and PHONEMIC PARAPHASIAS occur when
a word is mispronounced (for example boat as bat or broat). Subjects who make
phonemic paraphasias often make several attempts at naming the word, suggesting that
they recognize that the pronunciation is wrong. A mispronunciation that is not related to
the target is called a NEOLOGISM (for example horse named as sprod). In connected
speech which includes affixed words, such as dancing, rider, only the root morphemes
(that is dance, ride) are neologized; the affixes ing and er are spared. Subjects who make
numerous neologisms in speech are referred to as showing JARGON APHASIA.

Anomia is affected by the frequency of the word in the language, and the age at which
the word is acquired. Less common words, and those acquired later, are most vulnerable.
This follows the pattern observed in normal subjects who are slower to name less
common words and words that appear later in the vocabulary. Anomia can arise from a
number of underlying causes. A pure anomia arises when a word in the LEXICON of
spoken word forms is either damaged, or cannot be retrieved. SEMANTIC ANOMIA
arises when there is a disorder of SEMANTIC MEMORY: semantic paraphasias are
produced frequently, and particular semantic categories (such as fruit and vegetables, or
proper names) may be affected.
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PHONEMIC CUEING is a technique used to assist in the production of spoken words.
The initial phoneme of the word is provided which may then prompt the word to be
produced. The technique is successful in cases where the spoken lexical form is intact but
cannot be retrieved. In cases of semantic anomia, the initial phoneme of a word related
semantically to the target will sometimes evoke a semantic paraphasia (for example the
initial phoneme /t/ will prompt the word tiger to a picture of a lion). Treatment with
phonemic cueing, based on the subject’s knowledge of the initial letter of the word, have
had most success. is most successful in cases of pure anomia. To date, methods using
semantic cueing and computer generated phonemic cueing have had most success.

Reference

Ellis AW. & Young A.W. (1996) Human Neuropsychology, Psychology Press: Hove UK.
ELAINE FUNNELL

anomic aphasia

A major clinical syndrome of APHASIA (Goodglass & Kaplan, 1983). Patients classified
as anomic aphasic produce fluent speech with relatively preserved grammatical structure.
The primary feature is ANOMIA which usually is most pronounced for nouns and may
affect other content words. Mild impairment of language comprehension is inclusive in
the syndrome. Patients classified with WERNICKE’S APHASIA may evolve to anomic
aphasia as comprehension skills are recovered. Lesions associated with anomic aphasia
are rarely focal and tend to comprise multiple small lesion sites that are remote from one
another.

Reference
Goodglass, H. & Kaplan, E. (1983) The Assessment of Aphasia and Related Disorders, 2nd edn,

Lea & Febiger: Philadelphia.
CHARLOTTE C.MITCHUM

anorectic agent

A drug that suppresses eating; an APPETITE suppressant. In the past, AMPHETAMINE
and FENFLURAMINE have both been prescribed as anorectic drugs. True suppression
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of appetite, as opposed to the induction of activities or states competitive with feeding, is
difficult to achieve.
See also: anorexia; feeding

anorexia

An absence of eating. It is a term generally used in reference to an absence of eating in
humans, especially in the condition ANOREXIA NERVOSA. Absence of eating in
experimental animals following treatment of some kind is more often referred to as
APHAGIA.

anorexia nervosa

Psychiatric disorder involving significant loss of weight. Anorexia is derived from Greek,
an: loss or absence, orexia: longing or desire. However, anorexia nervosa is defined on
the basis of BODY WEIGHT not loss of APPETITE. The World Health Organization
and the American Psychiatric Association agree on the following clinical criteria:
maintenance of weight below expected for age and height by 15% or failure to gain
weight during a period of growth; self-induced weight loss; body image disturbance in
that there is a pathological fear of being or becoming fat; endocrine disorder manifest as
AMENORRHOEA (loss of menses) in postmenarchal women or decreased sexual
interest and potency in men. The term ANOREXIA NERVOSA was first used by
William Gull in 1873, although the first medical description of anorexia nervosa is
credited to Richard Morton in 1689, who described two cases of ‘nervous consumption’
in a woman aged 18 and a boy aged 16. Both share with modern accounts significant loss
of weight caused by self-starvation in the absence of any primary organic aetiology.
Weight loss is achieved in anorexia nervosa principally by dietary restriction and high
levels of exercise. Dietary restriction in anorexia nervosa differs from restrained eating
both in the degree and rigidity of restriction imposed (see also RESTRAINED AND
UNRESTRAINED EATING). However, some patients with anorexia nervosa also rid
themselves of calories using the same purgation methods found in BULIMIA NERVOSA
such as self-induced vomiting, fasting, abuse of diuretics and/or laxatives either
following binge eating episodes or in the absence of such episodes. Therefore, two main
subtypes of anorexia nervosa are recognized—the restricting subtype and the
bulimic/purging subtype. Important differences in impulse control, and history of
OBESITY are evident between the two subtypes, with the bulimic subtype associated
with higher levels of impulsivity, substance abuse, having a higher premorbid weight and
family history of obesity. The prognosis of the bulimic/purging subtype is worse than that
for the restricting subtype. Anorexia nervosa is characterized by an intense desire to
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achieve or maintain thinness, to this end, behaviours are focused on losing or maintaining
weight. The physical consequences of both the drastic loss of weight and the self-
imposed restrictive eating practices are severe. Complications arise in all major organ
systems (endocrine, cardiovascular, pulmonary, gastrointestinal, bone, renal, metabolic,
haematological, dermatological and neurological). The mortality rate is high in anorexia
nervosa—estimated at 18%—and similar to that observed in other psychiatric syndromes
such as AFFECTIVE DISORDER and SCHIZOPHRENIA. Anorexia nervosa occurs
almost exclusively in developed, industrialized countries and in women (5% of anorexics
are male). Diagnoses of anorexia nervosa have been recorded across the lifespan from 7
to 70 years, however, the typical age of onset is adolescence. In the general population,
the incidence (new cases) of anorexia nervosa is between 5.0 and 8.1 per 100000 whereas
the prevalence (actual number) of anorexia nervosa is estimated at 280 per 100000 of the
at-risk population. Certain groups appear to have a higher incidence of anorexia nervosa
such as ballet dancers and fashion models.

It is recognized from studies of starvation such as those conducted by Ancel Keys that
certain overlapping features exist between the physiological consequences of semi-
starvation and psychological features of anorexia nervosa such as intense preoccupation
with food and eating. Since a period of dieting generally predates the development of
anorexia nervosa, dieting may play a critical role in the onset of anorexia nervosa.
However, no single cause of anorexia nervosa has been identified, rather a multifactorial
model is generally accepted to account for aetiology. Thus, dieting alongside other
precipitating events or experiences may contribute to the development of anorexia
nervosa in individuals who are vulnerable (predisposed), but dieting alone is not
sufficient to produce the illness. Risk factors that may contribute to the development of
anorexia nervosa span individual, family and sociocultural domains. Individual risk
factors include genetic predisposition (history of psychiatric illness), stress, low self-
esteem, body dissatisfaction, anxiety or feelings of ineffectiveness and physical factors
such as the changes experienced during puberty. Family risk factors include history of
psychopathology, specific family dynamics and eating disturbances in parents and
siblings. The sociocultural climate contributes to the overvalued notion of seeking
slimness whilst rejecting and stigmatizing obesity. Factors that contribute to the
maintenance of anorexia nervosa include distorted cognitions, low self-esteem,
physiological and psychological concomitants of starvation. Therefore, in the
multidisciplinary treatment of anorexia nervosa there are two main stages of the
therapeutic process. First of all, immediate medical stabilization is necessary using
refeeding and pharmacological therapies. In the longer term, objectives such as
nutritional management, building self-esteem, and challenging overvalued ideas about
thinness are achieved by psychotherapy.

Failure to maintain weight at a normal or expected level characterizes anorexia
nervosa. Significant morbidity and mortality are linked to this illness. It is not simply a
‘slimmer’s disease’ but is caused by a myriad of factors. Treatments focus on weight
gain, improving self-esteem and body image.

See also: body image; eating disorders

MARION M.HETHERINGTON
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anosagnosia

The unilateral disturbance of body schema and subsequent unawareness of one’s
disability in the absence of a primary sensory deficit is referred to as anosagnosia. This
occurs following a brain LESION, usually to the PARIETAL CORTEX, and is related to
SOMATOPARAPHRENIA in which a patient may deny ownership of a body part such
as a limb and claim that the body part belongs to someone else. Anosagnosia often co-
occurs with HEMISPATIAL NEGLECT and, as with neglect, can be ameliorated through
the use of caloric stimulation. Anosagnosia can extend to a number of deficits including
the unawareness of a SCOTOMA, of blindness, of a HEMIPLEGIA or of AMNESIA.
MARLENE BEHRMANN

anosmia

Anosmia is a condition which deprives an individual of the sense of smell. It is invariably
related to a peripheral dysfunction at the receptor level. In humans, KALLMANN’S
SYNDROME is characterized by anosmia together with HYPOGONADISM. This
dysfunctional relationship is brought about during development by AGENESIS of the
OLFACTORY NERVES and a failure of cells to migrate from the olfactory placode and
generate GONADOTROPHIN-RELEASING HORMONE neutons in the
HYPOTHALAMUS. SPECIFIC ANOSMIAS may also occur to a subset of odorants.
Some 90 specific anosmias have been reported and human twin studies support the view
that these are also genetically determined.

BARRY KEVERNE

anosodiaphoria

A lack of concern about a (typically neurological) problem, while remaining aware of it.
It may follow a period of explicit denial of the existence of a problem. Anosodiaphoria is
typically contrasted with ANOSAGNOSIA, the lack of awareness of a problem.
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anoxia

An inadequate supply of OXYGEN to the brain. Brain structures are particularly
vulnerable to interruptions in oxygen supply. Areas most affected include the
HIPPOCAMPUS, GLOBUS PALLIDUS and the WATERSHED AREAS OF CORTEX
such as the occipito-parietal and occipito-temporal regions, and medial temporal cortex.
Common causes of cerebral anoxia include suffocation, strangulation, CARBON
MONOXIDE poisoning, cardiac arrest and improper ANAESTHETIC use. Posterior
cerebral structures can be particularly susceptible to anoxic events, leading to AGNOSIA
and AMNESIA, and failures in EXECUTIVE FUNCTIONS are also a possible outcome.

Reference

Wilson B.A. (1996) Cognitive functioning of adult survivors of cerebral hypoxia. Brain Injury
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DAVID P.CAREY

antabuse

see disulfram

antagonist

An antagonist is a DRUG or chemical that binds to a RECEPTOR and blocks it,
preventing it operating normally. It may be a COMPETITIVE ANTAGONIST (also
known as SURMOUNTABLE ANTAGONIST) (that is, they compete with the natural
LIGAND and AGONIST for receptor occupancy) or it may be an unsurmountable
antagonist—agonists at whatever concentration cannot overcome these. An
IRREVERSIBLE ANTAGONIST is one which remains bound to receptors for very long
periods, up to and including forever.
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antagonistic muscles

see muscles

anterior

Forward; at the front. Anterior is contrasted to POSTERIOR, at the back. The terms
ROSTRAL (front) and CAUDAL (back) are synonymous with anterior and posterior.

anterior aphasia

see Broca’s aphasia

anterior cingulate cortex

That portion of the CINGULATE CORTEX which is located within the FRONTAL
LOBE (the remainder being in the PARIETAL LOBE). It is believed to be involved in
the processing of ATTENTION.

VERITY J.BROWN

anterior commissure

The anterior commissure is a small compact bundle of fibres that interconnect
FOREBRAIN structures involved in OLFACTION and other functions. It crosses the
MIDLINE immediately anterior to the columns of the FORNIX, and consists of two,
roughly U-shaped pathways. The small anterior pathway, greatly reduced in humans,
interconnects olfactory structures on the two sides, and this pathway is thought to be
involved in the efferent control of neuronal activity in the OLFACTORY BULB. The
larger posterior part forms the bulk of the anterior commissure. It passes laterally and
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caudally and interconnects regions of the middle and inferior temporal gyri (see GYRUS;
TEMPORAL LOBE).
KAZUE SEMBA

anterior lobe

see cerebellum—anatomical organization

anterior olfactory nucleus

see olfactory system

anterior pituitary

see adenohypophysis; pituitary gland

anterograde

(from Latin, anterior: previous, gressus: to go) To progress onwards or forwards.
ANTEROGRADE AMNESIA is a failure of memory that progresses forwards in time
from a defined event; an ANTEROGRADE TRACER is a tracing agent (see TRACT
TRACERS) that moves from cell body to terminal.

See also: retrograde
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anterograde amnesia

Polysensory failure to learn and subsequently remember new material, usually in the
setting of organic brain disease. Anterograde amnesia is a core feature of the AMNESIC
SYNDROME.

IAN C.REID

anterograde tracers

see tract tracers

anterograde transport

Movement of a chemical from CELL BODY to AXON TERMINAL within a neuron; the
opposite is of course RETROGRADE TRANSPORT.

anterolateral system

One of the principal SOMATOSENSORY PATHWAYS, also known as the
SPINOTHALAMIC TRACT. It originates in the DORSAL HORN, neurons crossing to
the CONTRALATERAL side before ascending to innervate sites in the RETICULAR
FORMATION, PONS and MEDULLA, MIDBRAIN and, of course, the THALAMUS
(the ventral posterior lateral nucleus, posterior nuclei of the thalamus, and intralaminar
thalamic nuclei). The information transmitted relates mostly to PAIN and
TEMPERATURE, though some TACTILE information is transmitted also (giving
therefore some overlap with the DORSAL COLUMN—MEDIAL LEMNISCAL
SYSTEM). Early stages of the pathway are divided into two components known as the
ventral spinothalamic tract and the lateral spinothalamic tract. These originate in different
parts of the spinal cord, but combine to form a single fibre pathway to the brain.
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anthropomorphism

The attribution of human characteristics to animals. When animals behave in an
apparently human way, people have a tendency to describe their actions in terms which
imply an understanding of the thoughts, intentions and emotions behind them. Although
occasionally useful, this can be very misleading without expert knowledge of a species.
Anthropomorphic tendencies probably result from our innate ability to recognize patterns
of behaviour in those around us for appropriate social interaction.
See also: emotion
WENDY L.INGLIS

anti- Prefix meaning against or in opposition to. For instance, anti-histamines counteract
the effects of HISTAMINE.

anti-anxiety drug

see anxiolytic

antibody

see immune system; monoclonal antibody; polyclonal antibody

anticholinergic

A drug that antagonizes (see ANTAGONIST) the effects of the neurotransmitter
ACETYLCHOLINE.
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anticholinesterase

A drug that inhibits or prevents the effects of the enzyme ACETYLCHOLINESTERASE.

anticipatory phase

see appetitive vs. consummatory phases

anticodon

see codon

anticonvulsant

A DRUG that reduces or prevents convulsions (abnormal electrical activity; see
SEIZURES) in the brain. Many sedative drugs are also effective anticonvulsants. Drugs
that are effective anticonvulsants generally either enhance inhibitory mechanisms in the
brain (primarily through GABA RECEPTORS) or reduce excitatory transmission via
interaction with GLUTAMATE receptors, sodium or calcium channels (see ION
CHANNEL). Anticonvulsant drug treatment is needed to control seizure activity in
disorders such as EPILEPSY, and also for acute treatment of conditions that may be
associated with seizures, such as viral infection, drug or ALCOHOL withdrawal, drug
overdose, febrile seizures, brain damage, or poisoning. Commonly used anticonvulsant
drugs include PHENYTOIN (Dilantin), SODIUM VALPROATE (Depakene)
CARBAMAZEPINE (Tegretol), PHENOBARBITAL and BENZODIAZEPINES.

ANN E.KELLEY
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antidepressant

Term usually applied to chemical treatments for DEPRESSION, though also applies to
other physical treatments, such as ELECTROCONVULSIVE THERAPY (ECT).
Chemical antidepressants were first recognized by clinical observation in the late 1950s
and early 1960s amongst substances being developed for other purposes: the
MONOAMINE OXIDASE INHIBITORS (MAOIs), for example, emerged from a group
of drugs targeted at tuberculosis. The earliest of the modern antidepressant agents used in
clinical practice today were thus discovered, rather than designed.

Antidepressants are broadly classified in terms of their chemical structure or mode of
action. Most act in some way to increase the availability of monoamines at the
SYNAPTIC CLEFT (see MONOAMINE HYPOTHESIS OF DEPRESSION). The
MAOIs (for example phenelzine, tranylcypromine) act in the main by inhibiting
irreversibly the enzyme MONOAMINE OXIDASE (MAO), which catalyses the
breakdown of monoamines intracellularly. Consequently, the amount of monoamine
available for synaptic transmission is increased. Because the drugs act systemically,
MAO in the gut is also disabled and the dietary substance TYRAMINE is permitted to
enter the circulation in abnormally high amount. Intake of foodstuffs containing tyramine
(such as mature cheeses) must be restricted in patients taking MAOIs. A newer,
reversible inhibitor of MAO, moclobemide, has lessened the danger of such interactions.
The TRICYCLICS (such as AMITRIPTYLINE and IMIPRAMINE), named after their
structure, block the reuptake of monoamines from the synaptic cleft with varying degrees
of selectivity. Many have other pharmacological actions, such as ANTICHOLINERGIC
effects, which contribute to their side-effect profile. Tricyclics are potentially cardiotoxic,
and may be lethal in overdose. The newer selective serotonin reuptake inhibitors SSRIs
(for instance PROZAC) and serotonin and noradrenaline reuptake inhibitors SNRIs have
a more specific reuptake blocking activity (for SEROTONIN, and serotonin and
NORADRENALINE respectively), and though not free from side-effects themselves,
may be better tolerated than the older tricyclics. They are safer if taken in overdose. At
present, they are considerably more expensive. There are also effective ‘atypical’
antidepressants which neither block monoamine reuptake, nor inhibit MAQO, such as the
alpha 2 ADRENOCEPTOR antagonist, mianserin.

Chemical antidepressants are very effective in depressive disorder. DOUBLE BLIND
STUDIES indicate that most of the wide variety of antidepressants are equally effective,
with 70% of depressed patients responding. Tricyclics may, however, be more effective
than MAOIs and SSRIs in particularly severe de-pressive illnesses. For reasons that
remain poorly understood, all antidepressants take between 14 and 21 days to exert their
therapeutic action.

IAN C.REID
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antidiuretic hormone

see vasopressin

antidromic

(from Greek, anti: against, dromos: a course) Antidromic refers to the ability of an axon
to conduct ACTION POTENTIAL in the reverse direction to that normally occurring.
The opposite of antidromic is ORTHODROMIC.

antidromic activation

Activation, induced experimentally (by electrical stimulation for example) or occurring
naturally (see for example MIGRAINE), that induces ACTION POTENTIAL to run in
reverse along an axon. It is the opposite of ORTHODROMIC ACTIVATION, which is
the induction of action potentials flowing in the correct direction.

antiemetic

see vomiting

antigen

see immune system
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antigravity muscles

This is an alternative term for the EXTENSOR MUSCLES. We use extensors to sit up;
quadrupeds lift their feet using FLEXOR MUSCLES, and push them back down with
extensors. Activation of the extensor is therefore working against gravity, flexor
activation is working with gravity.

antihistamine

A drug used to counter the effects of HISTAMINE; typically given to combat allergic
reactions, antihistamines have a SEDATIVE effect that is mediated through an action On
the CENTRAL NERVOUS SYSTEM.

antihypertensive

A drug that reduces HYPERTENSION.

antiparkinsonian

The general name given to any treatment administered to relieve the symptoms of
PARKINSON’S DISEASE. The earliest treatments for Parkinson’s disease were
ANTICHOLINGERIC drugs: belladonna alkaloids were used, acting to block
MUSCARINIC ACETYLCHOLINE RECEPTORS. In the very early stages of
Parkinsonism these are often still given, but their long-term use is of less value. Early
treatment is often now achieved using AMANTADINE, which increases the synthesis
and release of the neurotransmitter DOPAMINE. However, most typically L-DOPA, a
precursor of dopamine (which is deficient in the CAUDATE NUCLEUS and PUTAMEN
of Parkinsonian patients) is used to provide symptomatic relief. L-DOPA can be
converted to dopamine in the brain, replacing absent endogenous dopamine. L-DOPA
represented the first systematic REPLACEMENT THERAPY—an effort to replace by
pharmacological means neurotransmitter that was absent from the brain, preventing it
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working normally. It is decarboxylated in the brain to dopamine by amino acid
decarboxylase, but peripheral decarboxylase inhibitors are given with L-DOPA because
decarboxylation can also occur in other tissues. The vast majority of Parkinsonian
patients are prescribed L-DOPA but eventually (after 3 to 5 years) the effects begin to
wear off, giving way to the ON-OFF EFFECTS, so-called becausc the effects of the drug
become increasingly delicately poised between a full ‘on’ effect—symptomatic relief -
and ‘off’, with all the signs and symptoms of Parkinsonism present. These response
fluctuations become worse, limiting the value of the medication. Dopamine receptor
agonists such as BROMOCRIPTINE, PERGOLIDE and LISURIDE (which all affect D2
DOPAMINE receptors to a greater degree than D1) are often used as an adjunct to L-
DOPA therapy, rarely being used alone. DEPRENYL (available commercially as
Selegiline) which inhibits MONOAMINE OXIDASE action, is also used in conjunction
with L-DOPA.

Reference
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antipsychotic

The antipsychotic drugs are those given to combat PSYCHOSIS, but in general it is taken
as read that by antipsychotic one is referring to a drug given to treat the SIGNS AND
SYMPTOMS of SCHIZOPHRENIA. The terms MAJOR TRANQUILLIZER and
NEUROLEPTIC are to all intents and purposes synonymous with the term antipsychotic:
antipsychotic is used for preference. The first antipsychotic to be given was
CHLORPROMAZINE. In the 1940s Henri Laborit (1914-1995), a French surgeon,
administered this to patients about to undergo surgery, in order to reduce STRESS. He
hypothesized that the drug’s calming effect could have benefit in treating schizophrenic
patients. It was tested for this property and found to be very successful. Other members
of the class of drugs—the PHENOTHIAZINES—to which chlorpropmazine belongs
were also found to have antipsychotic properties. From a class of drugs related to the
phenothiazines, the THIOXANTHINES, were derived the BUTYROPHENONES.
Included in this group are HALOPERIDOL and SPIROPERIDOL. The phenothiazines
and butyrophenones are commonly used to treat schizophrenia. There are also the so-
called ATYPICALANTIPSYCHOTIC drugs (or ATYPICAL NEUROLEPTICS) which
are members of other classes: for example, SULPIRIDE (a benzamine), MOLINDONE
(similar to SEROTONIN) and PIMOZIDE (a diphenylbutylpiperidine). CLOZAPINE has
also been used as an antipsychatic. Antipsychotic drugs are generally characterized as
being antagonists at DOPAMINE receptors (see ANTAGONIST). Studies have shown
striking correlations between the ability of a drug to bind to dopamine receptors
(particularly D2 dopamine receptors) and antipsychotic potency. This relationship has
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been very influential in generating the DOPAMINE HYPOTHESIS OF
SCHIZOPHRENIA. However, clozapine is a marked exception to this general rule.
Although it has an antagonistic effect at dopamine receptors, it also has a variety of other
properties. Despite this lack of specificity it is a widely used antipsychotic, with more
power to combat the negative symptoms of schizophrenia that the phenothiazines or
butyrophenones. It does have other unwanted effects that limit its use.

Antipsychotic medication has had an enormous beneficial effect. Prior to their
introduction there were no successful therapies with which to treat schizophrenia (see
PSYCHOSURGERY). Some argued that antipsychotic drugs merely provided a
‘chemical straitjacket’, effectively imprisoning patients by sedation, rendering them
incapable of independent action. But sedative drugs have no therapeutic benefit in
schizophrenia, while the use of antipsychotic drugs has enabled countless numbers of
patients to be treated as outpatients rather than as long-stay hospital patients. The
increasing admission rates to psychiatric units that occurred in the 1940s and 50s, when
mental illness was increasingly recognized as deserving medical attention, fell away
dramatically following the introduction of antipsychotic drugs. They are not however
without side-effects. Prolonged use of antipsychotic medication can lead to conditions
resembling PARKINSON’S DISEASE and to TARDIVE DYSKINESIA. It is also clear
that many patients will relapse into further episodes of schizophrenia despite using
antipsychotic medication. However, the use of antipsychotic drugs offers the best relief
available from schizophrenia.
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antisaccade

Eye movement made in a task where targets appear suddenly on either side of the visual
field, and the subject is instructed to look to the opposite side. Such a SACCADE
requires a higher-level control mechanism than the response of fixating directly on the
target. Errors or delays in antisaccades are generally believed to occur when control
mechanisms in the FRONTAL LOBE fail to inhibit this prepotent response, and have
been used to evaluate the neurological basis of PARKINSON’S DISEASE,
SCHIZOPHRENIA, and other conditions.

OLIVER J.BRADDICK
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antisense

A complementary sequence to that of DNA (deoxyribonucleic acid) or RNA (ribonucleic
acid) which encodes for a GENE. Genomic DNA is composed of two complementary
DNA strands. Gene activation leads to the production of RNA, which is homologous to
one strand of the DNA. This strand is known as the sense strand, while the other is the
antisense strand. The antisense strand actually forms the template for RNA production.
Each antisense OLIGONUCLEQOTIDE will bind tightly to part of the RNA, and may be
used experimentally to block GENE EXPRESSION, or to measure gene expression.
See also: in situ hybridization
FIONA M.INGLIS

antiserum
see serum
anus
see digestive system
anxiety

A term to describe the physiological and psychological response to a perceived threat that
can represent either a biologically appropriate adaptive response to impending challenge
or a pathological state whereby there is a contextually and temporally inappropriate
activation of bodily defence systems. When anxiety is chronic and appears to be
dissociated from defined threat events, it is generally considered to be abnormal and to
merit psychological or psychopharmacological (see PSYCHOPHARMACOLOGY)
therapeutic intervention. Contextually appropriate anxiety is considered as an integral
component of the FIGHT-OR- FLIGHT response. The main clinical features of anxiety
can be divided into two categories, cognitive and physiological. Typical cognitive
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features include apprehension, perception of impending threat and constant vigilance for
danger. Typical physical features include increased AUTONOMIC NERVOUS
SYSTEM activity with elevated heart rate, respiratory rate and blood pressure. There is
also an elevated release of stress hormones from the adrenal glands, such as
ADRENALINE and cortisol (see CORTICOSTERONE).

There are three major subdivisions of the so-called clinical anxiety disorders, although
anxiety symptoms are ubiquitous throughout the entire range of psychiatric diagnoses. (1)
GENERALIZED ANXIETY is a term used to describe a global, non-specific, persistent
anxiety without the specific features of PANIC disorder or PHOBIA. (2) Panic disorder is
characterized by recurrent attacks of acute, severe and overwhelming anxiety
accompanied by sensations of breathlessness, cardiac palpitations and dizziness. There is
often an acute fear of losing consciousness, or even of dying. Such attacks may become
associated with specific predictive stimuli such as places, leading to marked anticipatory
fear and an avoidance of these locations. (3) PHOBIC ANXIETY is that generated by
very specific stimuli in an irrational, involuntary manner, leading to significant avoidance
behaviour. Common phobic stimuli include spiders and social situations. Clinically, there
is significant overlap among the three categories of disorder.

Anxiety symptoms appear to be mediated by a complex neural circuitry that includes
multiple components of the LIMBIC SYSTEM. Enquiry into the neural basis of anxiety
has traditionally taken three main approaches. First, to investigate the mechanism of
action of drugs known to suppress or alleviate anxiety symptoms. Second, to develop
ANIMAL MODELS OF ANXIETY or of FEAR (see CONDITIONED FEAR) which are
sensitive to the ANXIOLYTIC (anxiety reducing) effects of drugs. Third, to describe the
neural pathways and chemical systems activated by fear stimuli and to develop specific
drugs to act on those systems. Advances in brain imaging techniques have added a further
option for the detection of which structures and chemical systems are activated by fear
stimuli in humans. For example, changes in cerebral blood flow patterns and some
structural changes have been demonstrated in the anterior TEMPORAL LOBE,
specifically in the PARAHIPPOCAMPAL GYRI, in panic disorder patients when anxiety
is experimentally induced. Similarly, the ORBITOFRONTAL CORTEX has been
identified as a likely site for pathology in patients with OBSESSIVE-COMPULSIVE
DISORDER, a clinical syndrome that is considered by many to represent a specific type
of anxiety disorder. The amygdaloid complex also appears to be a critical substrate for
the mediation of fear and anxiety. Anatomically, the AMYGDALA is well placed to
integrate many of the physiological responses typical of states of fear or anxiety, with
prominent projections to the HYPOTHALAMUS, LOCUS COERULEUS, the
VENTRAL TEGMENTAL AREA (VTA) and multiple BRAINSTEM nuclei involved in
autonomic control. Electrical stimulation of the central nucleus of the amygdala elicits
complex behavioural and autonomic responses that closely resemble those observed
during states of fear. Furthermore, a LESION of the central nucleus of the amygdala can
lead to an abolition of the integrated behavioural and physiological responses to stimuli
which have previously been paired with aversive events, a so-called CONDITIONED
EMOTIONAL RESPONSE. However, amygdala lesions do not closely mimic the effects
of anxiolytic drugs.

Animal models of anxiety are conventionally grouped into those which are based on
PUNISHMENT, reward reduction, or those with an ethological perspective. Typical tests
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based on punishment include the GELLER-SEIFTER CONFLICT test, where an aversive
stimulus, e.g. an electric shock, is used to suppress a rewarded behaviour, such as lever-
pressing for food. A typical test based on reward reduction is that of the negative
contrast, where two rewards of differing magnitude are juxtaposed and the response to
the reduction is measured. The most widely used ethologically based tests include the
ELEVATED MAZE where patterns of activity on the apparatus are deemed to reflect
competition between EXPLORATION and avoidance. Each of these tests appear to
detect anxiolytic drug action quite reliably (see BENZODIAZEPINE).

See also: affective disorder; behaviour therapy; cognitive behavioural therapy; post-
traumatic stress disorder; startle reflex
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anxiogenic

Generic term for any DRUG that has the property of increasing ANXIETY. The best-
known is BETA CARBOLINE (also known as harmaline), a drug that is a partial inverse
agonist (see AGONIST) at BENZODIAZEPINE-binding sites on GABA RECEPTORS.

anxiolytic

Generic term for a heterogenous group including any DRUG that has the property of
reducing ANXIETY. The group includes both substances in therapeutic use and
recreational drugs. In the latter category, NICOTINE and ALCOHOL have anxiolytic
effects amongst their other actions. Many anxiolytic substances are drugs with ABUSE
POTENTIAL. In therapeutic wuse, the principal anxiolytics are of the
BENZODIAZEPINE type. The MAJOR TRANQUILLIZERS, such as
CHLORPROMAZINE are occasionally used in very severe anxiety. Beta adrenergic
blocking drugs, such as PROPRANOLOL may be used to attenuate the physical effects
of anxiety and PANIC. Drugs with ANTIDEPRESSANT effects also have anxiolytic
properties and may be particularly useful in the treatment of panic disorder.

IAN C.REID
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aorta

see blood

apathy

(from Greek, a: not, pathos: feeling) A state of apathy is a state in which an individual is
EMOTION-less and lacking in DRIVE. It is a state all individuals feel from time to time,
but in a pathological manifestation it is characteristic of a number of MOOD disorders,
and is associated with the negative symptoms of SCHIZOPHRENIA.

aphagia

The absence of eating. It is a term generally used in reference to an absence of eating in
experimental animals following treatment of some kind. Absence of eating in humans is
more often referred to as ANOREXIA, most notably in the condition ANOREXIA
NERVOSA.

aphasia

Impairment in the human capacity to use LANGUAGE for communication. Aetiology is
associated with brain pathology. Acute onset may follow cerebrovascular accident
(known commonly as STROKE) or traumatic brain injury (CLOSED HEAD INJURY).
Insidious origin may result from damage to the central nervous system secondary to
infection, HYDROCEPHALUS, progressive (dementing) disease, toxicity, intracranial
tumour and metabolic and nutritional disorder. The diagnosis of aphasia excludes
language impairments associated with psychiatric disorders or primary sensory deficits.
The clinical term aphasia encompasses a wide range of language-based symptoms of
brain pathology. Symptoms differ widely among patients, and severity of impairments
range from mild to severe. Nevertheless, classification by syndromes derived by typical
clustering of aphasia symptoms is standard in clinical practice (Goodglass & Kaplan,
1983). Approximately 80% of patients diagnosed with aphasia will evince a pattern
consistent with one of seven ‘cortical’ syndromes (Helm-Estabrooks & Albert, 1991).
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These include BROCA’S APHASIA, WERNICKE’S APHASIA, CONDUCTION
APHASIA, ANOMIC APHASIA, TRANSCORTICAL MOTOR APHASIA,
TRANSCORTICAL SENSORY APHASIA and GLOBAL APHASIA. There are also
subcortical aphasia syndromes de-scribed for the locus of the aphasia-producing brain
lesion. These loci include portions of the BASAL GANGLIA and the THALAMUS. It is
important to note that aphasia classification by subtype is based on clinical symptoms,
not on brain lesion type or location. Indeed, symptom correlation with brain pathology is
imperfect. Aphasia-producing lesions typically are accompanied by concomitant right-
sided weakness since the left cerebral hemisphere is language-dominant in a majority of
the general population. Uncommon forms of aphasia are expressed in patients with
atypical cerebral dominance (suggested by left-handedness or ambidexterity), history of a
previous brain LESION, DRUG ABUSE or ANOXIA. A complete medical history is
crucial to the accurate interpretation of aphasia symptoms.

Clinical diagnosis of aphasia type is based on the pattern of results obtained with
testing of the cognitive tasks of naming, conversational speech, auditory comprehension
and repetition. Naming is impaired to some degree in nearly all aphasic patients. A
disorder purely of naming is more accurately termed ANOMIA and can occur
independently of other aphasic symptoms. Naming impairments sometimes are associated
with specific types of words, such as proper names, words of certain semantic or
grammatical categories, and often are more pervasive for words that occur infrequently in
the language than for more common words. The method of assessing naming can also
influence patient performance (for instance, naming of pictures or objects upon
confrontation vs. reciting from memory words that conform to a particular category or
start with a particular letter). Speech fluency is generally divisible into fluent and non-
fluent although these descriptors represent ends of a continuum. Objective measures of
fluency are obtained by examining the length of the phrases uttered (in number of words),
the ratio of content words to function words used (underuse of content words is
associated with fluent aphasia whereas underuse of functions is associated with NON-
FLUENT APHASIA), and the occurrence of PARAPHASIA in speech attempts.
Quantitative fluency rating scales typically are included in formal aphasia tests
(Goodglass & Kaplan, 1983). The PROSODY (melody and intonation) of speech patterns
and ease of motor speech production (articulatory agility) contribute subjectively to
clinical descriptions of speech fluency.

Absolute preservation of auditory comprehension is rarely observed in aphasia.
Clinical assessment of auditory comprehension requires a range of testing, and the
interpretation of test results requires some experience. Testing encompasses a variety of
stimuli ranging widely in length (single words, phrases, sentences and paragraphs) and
complexity. The distinction between a primary memory deficit and an impairment of
auditory comprehension may be particularly difficult in some cases. In many types of
aphasia, auditory comprehension and speech production are not equated in severity and
the relative asymmetry can contribute to clinical classification. The preservation of
auditory comprehension relative to speech production is observed in Broca’s,
transcortical motor, conduction and anomic aphasias. The opposing pattern—speech
production preserved relative to auditory comprehension—is notable in Wernicke’s and
transcortical sensory types of aphasia. Repetition ability is also a clinically important
factor. An inability to repeat heard speech is an important component of differential
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diagnosis among the aphasia classifications. The relative preservation of repetition skills
is the key symptom to distinguish transcortical motor from Broca’s aphasia; transcortical
sensory from Wernicke’s aphasia; and anomic from conduction aphasia, respectively.

Clinical classification of aphasia into subtype is common in clinical practice.
Nevertheless, it is important to note that diagnosis of an aphasia type does not necessarily
lead to a particular therapeutic plan. Therapy for aphasia is based only in part on the
constellation and severity of symptoms. The needs, goals and prognostic directives of
individual patients and their families contribute importantly to the development of a
language-based cognitive/ communication therapy plan.

See also: dysphasia
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aphemia

An impairment of SPEECH PRODUCTION: speech becomes very laboured,
pronunciation occurring slowly, syllable by syllable.
See also: aphasia

apical dendrite

Pyramidal neurons in the CEREBRAL CORTEX have apical dendrites which rise to the
outer surface of the cortex and shorter BASAL DENDRITES which spread out
horizontally.

See also: dendrite; neuron
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Aplysia

Work with the marine mollusc, or sea slug, Aplysia, pioneered by Eric Kandel (joint
winner of the Nobel Prize for Medicine, 2000) and his colleagues, has provided us with
some of most fundamental insights currently available into the nature of neural
mechanisms underlying LEARNING and MEMORY (see, e.g., Kandel, 1979). The
nervous system of Aplysia (also referred to as the ‘sea-hare’ because of its ear-like
tentacles and hunched posture during feeding), is relatively simple, compared to the
vertebrate nervous system, and offers many technical advantages for the neurobiologist.
For instance, it contains only thousands of neurons, many of which are large enough to be
identified individually (or as small groups). Moreover, Aplysia exhibits many forms of
learning, including HABITUATION, SENSITIZATION and CLASSICAL
CONDITIONING.
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apnoea

(from Greek, a: not, pnoie: breath) An absence of breathing, usually transient. (If not
transient, death can result) Apnoea is associated with dysfunction in the brain
mechanisms regulating breathing (see BREATHING, NEURAL CONTROL OF) and
with SLEEP dysfunction (see SLEEP APNOEA).

See also: central apnoea; obstructive apnoea

apolipoprotein E

The gene for apolipoprotein E (apoE) has three major alleles: apoE2, apoE3 and apoE4.
Possession of the apoE4 allele appears to place individuals at risk for late onset
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Alzheimer’s dementia (see ALZHEIMER’S DEMENTIA for further information about
this). Apolipoprotein itself is a GLYCOPROTEIN: beyond the central nervous system it
is involved in the transport through the blood of CHOLESTEROL and
TRIGLYCERIDES. Within the nervous system it is found in astrocytes and in the
cytoplasm of neurons. Damage to the brain increases levels of apolipoprotein E
dramatically, suggesting that it may be involved in the processes of repair and
regeneration after injury.

apomorphine

An agonist at dopamine receptors, with preference for D2 over D1 dopamine receptors
(see D1-D5 DOPAMINE RECEPTORS). It has been widely wused in
psychopharmacological studies as a drug capable of stimulating dopamine receptors, and
its effects are often contrasted with those of AMPHETAMINE, which promotes release
of dopamine rather than directly stimulating receptors (see, for example, ROTATION). It
is a derivative of MORPHINE and, like morphine, induces nausea and vomiting in
humans (but not rodents, which do not vomit). It is therapeutically used as an emetic (see
EMESIS) in cases of poisoning.

apoptosis

Apoptosis (literally the falling of petals) refers to a specific form of cell death. It is an
active process, that is, it requires the dying cell to synthesize proteins which act to
dismantle the cell. The process, which can be referred to as cell suicide, represents a form
of naturally occurring cell death or PROGRAMMED CELL DEATH. Apoptosis appears
to be the default condition which operates unless specific external signals are present.

During the process of apoptosis the cell shrinks whilst its cellular and nuclear
membranes remain intact. This ensures that the cellular and nuclear contents are retained
until the dead cell can be cleared by phagocytosis. This process minimizes the disruption
that the death of a cell has on surrounding cells. Apoptosis is thus in marked contrast to
death by NECROSIS where cells die in a passive way and their intracellular contents are
showered on neighbouring cells. The non-disruptive and selective nature of apoptosis has
caused it to be described as an “altruistic’ form of cell death. The process of apoptosis is
further characterized by condensation of chromatin, fragmentation of DNA in to bands of
roughly equal length and the lack of an inflammatory response.

Apoptosis of neurons occurs on a massive scale during the early development of the
vertebrate nervous system, the process accounting for the loss of around 50% of all
neurons produced. This process is regulated by TROPHIC FACTORS that prevent the
initiation of apoptosis in neurons which receive sufficient quantities of these survival
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factors. It is hypothesized that competition amongst developing neurons for limited
supplies of trophic factors released from target neurons ensures the elimination of excess
neurons and those which have made inappropriate connections. Apoptosis requires de
novo TRANSCRIPTION and TRANSLATION. It can accordingly be prevented by the
administration of drugs which inhibit the synthesis of RNA or protein. The molecular
mechanisms that control apoptosis involve the interaction of death genes and survival
genes. The majority of research into this field has been conducted in the nematode,
CAENORHABDITIS ELEGANS. In this roundworm transcription of the genes ced-3 and
ced-4 is required for cell to die whilst transcription of ced-9 acts to keep cells alive. The
mammalian counterpart to ced-9 is bcl-2, over expression of which results in a form of
lymphoma. Continuous expression of the IMMEDIATE EARLY GENE c-fos is also
implicated in the triggering of apoptosis.

Apoptosis may also account for the pathological loss of neurons seen under a variety
of circumstances including ISCHAEMIA, HYPOGLYCAEMIA and TRAUMA.
Therapeutic approaches to the treatment of such conditions are being developed which
are based on preventing neuronal apoptosis. These approaches include raising the levels
of trophic factors and the increasing the expression of protective genes such as bcl-2.

IAN J.MITCHELL

apperceptive agnosia

The term apperceptive agnosia implies a deficit in sub-components of the visual system
responsible for the ability to derive, by accessing an internal description of the object’s
physical structure, a representation that is constant regardless of the observer’s initial
viewing conditions. Relevant cases, given this conceptualization, must have intact form
discrimination and figure and ground synthesis, at least for tasks that do not require
access to an internal description of an object’s structure. Failure on these lower-level
perceptual tasks leading to a disorder of object recognition are referred to as
‘PSEUDAGNOSIA’ by some researchers So, for example, apperceptive agnosics should
demonstrate normal ability to judge whether two similar forms (say, triangles with
straight or slightly curved lines) are the same or different, and they must be able to detect
the presence of a degraded form (for instance, an X) against a background of visual noise,
a task which does not depend on object identification for accurate performance.

A variety of experiments have shown that neurological cases with damage to the right
PARIETAL LOBE may experience difficulty identifying objects viewed under
conditions that obscure or distort critical features, despite the evident preservation of
lower level visual abilities. Objects that are unevenly illuminated, with potentially
misleading contours, are problematic for such individuals relative to objects with more
habitual shading, as are photographs of common objects taken from an unusual
viewpoint. How can the functional deficit responsible for apperceptive agnosia be further
analysed? One suggestion capitalizes on the conjecture that perceptual classification
requires that the major and minor axis of the object be derived from the image, and that
apperceptive agnosia is due to a failure in extracting this information when the available
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image is foreshortened. Impaired recognition, however, may occur for objects even
though the major axis has not been foreshortened. Thus, an alternative explanation
assumes that deficit in apperceptive agnosia affects a RIGHT HEMISPHERE system
maintaining sets of hierarchically organized distinctive features as well as the spatial
relations between them. If this system has been rendered inefficient by neurological
damage, more features need to be available in the image before a critical number can be
extracted for identification, and poor performance occurs when the visible surfaces of the
object are obscured.

DANIEL N.BUB

appetite

An appetite is a desire to slake a perceived need of whatever nature. Typically it is a term
used in relation to SEXUAL BEHAVIOUR, and more particularly FEEDING. It is
distinct from HUNGER, which is generally used to indicate a need for food, where
appetite indicates a desire for food. APPETITE SUPPRESSANTS are drugs given to as
part of BODY WEIGHT control programmes to suppress the desire for food
(FENFLURAMINE and AMPHETAMINE have both been used) though whether they
have an effect on a specific process or appetite or produce effects incompatible with
eating is uncertain.
See also: eating disorders; orexigenic; satiety; specific appetites

appetite suppressants

see appetite

appetitive conditioning

A category of behavioural change elicited as a direct response to appetitive
environmental events. A term to describe LEARNING contingencies (see
CONTINGENCY) where the REINFORCER is inferred to convey pleasant or
pleasurable hedonic consequences. Appetitive stimuli or reinforcers are those eliciting
approach behaviour and contact. Typically, such stimuli will increase the probability of
repetition of the responses upon which they are contingent. This is the converse of
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AVERSIVE CONDITIONING procedures, where the reinforcer is inferred to convey
unpleasant consequences for the subject.
See also: classical conditioning; instrumental conditioning; reinforcement
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appetitive reinforcement

see appetitive vs. consummatory phases; instrumental conditioning; positive
reinforcement

appetitive vs. consummatory phases

The distinction between appetitive and consummatory relates to different phases of a
sequence of actions in response to presentation of an appetitive stimulus (that is, a
POSITIVE REINFORCEMENT, in contrast to a NEGATIVE REINFORCEMENT [an
AVERSIVE STIMULUS]). The appetitive phase (alternatively called the
ANTICIPATORY PHASE) involves approach to and anticipation of the STIMULUS; the
consummatory phase involves the actual acquisition and use of the stimulus (eating for
example, if the stimulus is food). In SEXUAL BEHAVIOUR, the terms proceptive and
RECEPTIVE are used more or less synonymously with appetitive and consummatory.
Female rats typically display behaviours such as hopping and darting towards and away
from a male rat. Male rats will attempt to sniff the female and maintain contact with her.
The consummatory phase involves COPULATION. Measurement of DOPAMINE
release in the NUCLEUS ACCUMBENS and CAUDATE-PUTAMEN during the
appetitive and consummatory parts of sexual behaviour suggests that the nucleus
accumbens is selectively involved in processing REWARD related information, the
caudate-putamen being more concerned with motor processing. (see Daamsma et al.,
1992).

See also: appetitive conditioning; aversive conditioning; classical conditioning;
instrumental conditioning; reinforcement
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apraxia

(from Greek, a: not, praxis: action) Apraxia (a term coined by P.Stendal in 1871)
therefore means no action. It is not used in this strict sense. Now it is used to describe all
sorts of missing or inappropriate actions of the hands that cannot be clearly attributed to
frank motor impairment, sensory loss, or other more primary motor deficits on the one
hand, or to lack of comprehension or motivation on the other. Numerous forms of apraxia
have been described, the definitions of which vary from author to author. Henry Hecaen
described four major forms of apraxia. These are IDEOMOTOR APRAXIA (an
impairment limited to single gestures such as brushing to teeth or waving goodbye),
IDEATIONAL APRAXIA (an impairment in performing a complex act, such as making
tea, but in which the individual elements are executed correctly), CONSTRUCTIONAL
APRAXIA (in which the spatial organization or drawing or assembling objects is
disturbed) and DRESSING APRAXIA (an inability to dress oneself correctly). Some
authors classify these kinds of apraxia in relation to instructions. For example, a patient
may be asked to perform an act or only required to copy an act. There are a variety of
other apraxias that are defined by the body part that is impaired, such as the fingers,
mouth, trunk, lower limbs, and the body more generally. Many apraxias are bilateral in
that they occur in both hands, but apraxia can be limited to one hand or one side of the
body. Apraxia is usually assessed by relatively informal tests in which a patient is told to
wave a flag, perform a series of arm movements, or assemble objects. There have been
some attempts to develop more formal tests such as the Kimura box test, in which a
subject pushes a button, pulls a lever, or pushes on a bar. In the test individual
movements can be examined or a subject can be asked to make a series of movements.
The earliest and most comprehensive theory of apraxia was articulated by Liepmann in
the 1920s. Liepmann’s best-known patient was an imperial councillor. His right arm was
not paralysed, its muscular power was preserved, and it performed most of the
movements of daily life. In contrast, when the patient was asked to perform with his right
hand such gestures as pointing to his nose, making a fist, or showing how to use a
harmonica or a brush, he failed completely. Even though he made movements indicating
that he understood the instructions, he could not make the appropriate movements. If the
right arm was held by the observer, all of the movements were carried out by the left arm.
When the gesture required the coordinated use of both hands, the right hand prohibited
the execution of the gesture, even while the left hand was responding correctly. For
example, when the patient attempted to pour water into a glass, the left hand took the
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pitcher in order to pour while the right hand was bringing the glass to the mouth. Since
neither the comprehension of the instructions nor the motor execution itself was
defective, the difficulty that produced the apraxia had to be located at another level.
Liepmann placed it between the sensory memories (which understood the instructions)
and the motor memories (which allowed the patient to transform the instructions into an
action). Liepmann proposed that there was damage to the LEFT HEMISPHERE in an
area that received projections from left hemisphere language area and carried them to the
motor cortex of the left hemisphere that in turn controls the right hand. The death of the
imperial councillor allowed the hypothesis to be verified. These anatomical observations
formed the basis for Liepmann’s theory that apraxia results from lesions to the LEFT
HEMISPHERE. In order to explain apraxia in the left hand, Liepmann proposed that
apraxia could also occur in the fibres of the CORPUS CALLOSUM, connecting the left
and right hemisphere, were additionally damaged. Liepmann also proposed that a number
of apraxias can occur, each of which most likely results from damage to a specific locus
of the left hemisphere. Liepmann’s proposal that the left hemisphere plays a special role
in apraxia is confirmed by Milner and colleagues’ studies of patients who have received
SODIUM AMOBARBITAL injections of either the left or right carotid artery, which
anaesthetizes the IPSILATERAL hemisphere. They taught patients a series of complex
arm movements prior to the injections. Only injections into the speaking left hemisphere
disrupted the movements, even when movements were to be performed with the
ipsilateral limb (controlled by the contralateral motor cortex that had not received an
injection). The proposal that the left hemisphere plays a special role in performing skilled
movements also figures in Kimura’s proposal that LANGUAGE and skilled movements
(see SKILL LEARNING) have a special relation. She proposes that skilled gestures,
controlled by the left hemisphere, eventually evolved into sound based language. One
problem faced by the left hemisphere theory is that circumscribed cortical excisions do
not typically result in lasting impairments on tests of PRAXIS. Thus, it is possible that
subcortical structures, including the thalamus and basal ganglia, are also involved in
producing the symptoms. The corpus callosum may also play a special role. Milner &
Kolb studied the ability of four patients, in whom the corpus callosum had been severed
as a treatment for epilepsy, to copy meaningless sequences of arm or facial movements
with either the left or the right hand. The patients were very impaired at copying the
movements, even when compared to patients with left hemisphere lesions. Thus, although
the cortex of the left hemisphere may play a special role in the control of skilled
movements, subcortical structures of the left hemisphere as well as the corpus callosum
and possibly even areas of the right hemisphere can also be involved.
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aprosodia

(Also known as aprosody.) PROSODY is a feature of LANGUAGE and is concerned
with the accent, stress and rhythm of speech. Aprosodia involves difficulties with such
things, and is seen different forms. MOTOR APROSODIA involves poor expression of
prosody but no difficulty in interpreting it in others. Motor aprosody is associated with
damage to the posterior inferior FRONTAL LOBE. SENSORY APROSODIA on the
other hand involves normal expression of prosody but difficulty in comprehension of it in
others; this is associated with damage to the right posterior inferior PARIETAL LOBE
and the posterior superior TEMPORAL LOBE.

AP5

(Or, less commonly, APV) This is 2-amino-5-phosphonovaleric acid: it is a competitive
ANTAGONIST at NMDA RECEPTORS and has been widely used in research on amino
acid NEUROTRANSMITTERS.

aqueduct of Sylvius

Also known as the CEREBRAL AQUEDUCT; see VENTRICLES.

aqueous humour

The fluid that lies between the CORNEA and the LENS in the EYE.

arachidonic acid

A FATTY ACID associated with PHOSPHOLIPIDS in MEMBRANES. It can undergo a
variety of transformations: its derivatives are the eicosanoids (see EICOSANOID), some
of which may function as SECOND MESSENGERS.
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arachnoid membrane

see meninges

arachnoid trabeculae

see meninges

arborization

(from Latin, arbor: tree) Arborization is used to refer to the spreading out of neuronal
processes, particularly dendrites (see PROCESS; DENDRITE) which branch in a tree-
like manner.

archicerebellum
see cerebellum
archicortex
see allocortex; cerebral cortex
archistriatum

Archaic term that refers to the AMYGDALA.
See also: neostriatum; palaeostriatum
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arcuate fasciculus

(from Latin, fasciculus: a little bundle) A fibre connection that allows information to be
conveyed from WERNICKE’S AREA to BROCA’S AREA; see APHASIA;
LANGUAGE; TRANSCORTICAL SENSORY APHASIA.

arcuate nucleus of the hypothalamus

The arcuate nucleus is a small, arc-shaped nucleus in the ventral part of the
HYPOTHALAMUS, immediately adjacent to the third ventricle. It has attracted attention
recently because it is the principal source of NEUROPEPTIDE Y in the hypothalamus
and contains receptors for the peptide LEPTIN. These are both associated with the
control of FEEDING and BODY WEIGHT. It is also the source of the
TUBEROINFUNDIBULAR DOPAMINE SYSTEM and synthesizes ENDORPHINS.

arcuate sulcus

A major SULCUS on the outer surface, and relatively posterior, in the FRONTAL
LOBE; see PREFRONTAL CORTEX.

area postrema

A small nucleus within the BRAINSTEM which monitors the status of the VISCERA
and the physiological conditions (‘in-ternal milieu”) important to energy balance. The
area postrema sits exposed at the bottom of the fourth VENTRICLE, forming part of the
roof of the brainstem. It receives extensive projections directly from sensory neurons of
the VAGUS NERVE, the tenth cranial nerve, which contains both parasympathetic
command neurons and sensory or afferent neurons. The sensory neurons of the vagus
convey signals from receptors in the stomach, intestines, liver, kidneys, heart, and other
internal organs. The area postrema thus acts as an entry point to the brain for this
information and for its first stage of integrative processing. A variety of physiological
reflexes controlled by the brainstem, carried out by the autonomic nervous system, rely
on the neural signals received by the area postrema. In addition, the area postrema is the
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initial level of processing for ascending vagal signals related to HUNGER, THIRST, and
other motivational states (see MOTIVATION) that are required by neural structures in
the FOREBRAIN, such as the HYPOTHALAMUS, in order to control motivated
behaviour. Beyond its role as a neural relay, the area postrema also is able itself to detect
the presence of certain chemical substances within the blood or CEREBROSPINAL
FLUID because as a CIRCUMVENTRICULAR ORGAN it is one of the few parts of the
brain to lack a BLOOD-BRAIN BARRIER. In this way the area postrema acts directly to
monitor the chemical status of the organism, possibly detecting the presence of poisons or
nutrients, in addition to monitoring indirectly through its sensory neural projections.
Lesions of the area postrema have sometimes been called a ‘central vagotomy’ because
they eliminate the brain’s capacity to monitor physiological status through the vagus
nerve. But lesions also do more than simply eliminate vagus input. Area postrema lesions
also impair the independent chemical detection function ordinarily provided by this
nucleus. For example, area postrema lesions prevent the detection of poisons in the blood
such as LITHIUM CHLORIDE, which becomes toxic at high concentrations. This can be
seen via the psychological procedure known as taste aversion conditioning. Ordinarily an
intravenous injection of lithium chloride that is given to a rat after a meal of a novel food
will produce a conditioned avoidance of that food when the rat encounters it in the future.
If a lesion of the area postrema has been made in the rat previously, however, the effect
of lithium chloride is blocked and no conditioned aversion is formed.

KENT C.BERRIDGE

area TE

A term wused synonymously with INFERIOR TEMPORAL CORTEX (or
INFEROTEMPORAL CORTEX).

areas V1-V5

The terms V1 to V5 refer to a system of classification of some of the areas of cortex
thought to be involved in visual perception. Area V1 is the PRIMARY VISUAL
CORTEX and is also referred to as area 17 or STRIATE CORTEX. It was termed V1
(visual area 1) as it was the first to be discovered and is the largest of the areas. The area
of cortex surrounding V1 (termed EXTRA- or PRESTRIATE CORTEX and contained in
the BRODMANN’S AREAS 18 and 19) contains numerous other areas (at least 25) that
appear to be implicated in visual processing. The first four of these to be defined and
studied in the Old World monkey were given the labels V2, V3, V4 and V5 though the
latter is often referred to as MT (MIDDLE TEMPORAL REGION) due to its homologue
in the New World monkey that had already received considerable attention when V5 was
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first defined. These areas where first discovered through anatomical techniques that
examined projections from V1 to pre-striate cortex. Areas discovered later seem to have
abandoned this numbering scheme in favour of more descriptive terms (such as ventral
interparietal, among others).

Areas V1-V5 each contain an orderly topographic map of the visual world (though it
is somewhat less orderly in area V5) thus inviting the question of why the cortex should
need to reproduce this map several times? The initial and still popular answer appears to
be that each of the areas may be more specialized for some aspect of vision (such as
colour, motion, depth) or visual task (such as saccadic eye movements; see
SACCADE)—hence the hypothesis of ‘one-area-one-function’. Based upon the early
work of Zeki and others it was suggested that V2 analyses STEREOSCOPIC DEPTH, V4
colour information (see COLOUR VISION) and V5 motion information (see MOTION
PERCEPTION). A less extreme version of the separatist debate holds that there are TWO
VISUAL STREAMS that have differing specialities. One stream is suggested to process
motion information and spatial location (sometimes termed the ‘where’ stream) and
involves area V5 whereas the other is suggested to process colour and form and may
involve area V4 (sometimes termed the ‘what” stream)

The ‘one-area-one-function’ hypothesis now has little credence. For example in area
V2 staining for CYTOCHROME OXIDASE has shown a system of thick and thin stripes
which have differing anatomical connections and the functional properties of the cells
within the stripes differ with those outside (and differ between thick and thin stripes).
Thus information about colour, motion, form and depth all appear to be represented
within this area suggesting a possible role in their integration. In area V3 there also
appears to be a convergence of information and many of this area’s properties appear to
resemble those of V2 and some resemble those of V5. It has therefore been suggested that
this area may have some role in processing dynamic form. Early recordings from area V4
suggested that nearly all its cells were sensitive to the chromatic properties of stimuli,
however subsequent work showed that this property was no more prevalent than in area
V1. Likewise lesions of the area do not bring about complete loss of colour vision but
more subtle deficits involving colour constancy. Other deficits have been found in the
animal’s ability to learn new visual tasks which may relate to the “attentional” modulation
of cells’ responses that have been demonstrated in the alert animal. The cells of area V5
are nearly all motion-sensitive; damage to area V5 does cause a specific (if somewhat
transient) loss of motion perception and stimulation of the area can invoke the perception
of motion. Thus this area does appear to be a ‘motion area’.

In humans the task of identifying and locating these areas is well under way. Recent
studies have used FUNCTIONAL NEUROIMAGING techniques in conjunction with
special stimuli in order to map these regions. One technique involves presenting stimuli
that selectively excite the horizontal meridian or the vertical meridian and thus obtaining
maps of the representation of these meridians. From these, and knowledge of
organization of the areas in macaques, the boundaries between areas have been identified
and labelled. The second technique involves designing stimuli that will specifically target
a certain area (again based on findings from the macaque) such as, for example, a
coloured stimulus to activate area V4 and a moving one to activate area V5.

ROBERT J.SNOWDEN
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arecoline

see parasympathomimetic drugs

arginine

An amino acid: the L ISOMER (L-arginine) is the precursor from which NITRIC OXIDE
is synthesized. Arginine vasopressin is the form of that hormone found in most mammals
(see VASOPRESSIN for discussion of this).

arhythmia

(Also spelt arrhythmia.) An irregularity of rhythm; a term most commonly used in
relation to the heart beat, in which arhythmia may be caused by (for example structural
problems in the heart itself (for example a valve dysfunction) or by changes in the neural
control of heart beat; see BLOOD.

aromatase

An enzyme that converts ANDROGENS to ESTROGENS (including the conversion of
TESTOSTERONE to ESTRADIOL). Aromatase is found in high concentrations in the
OVARIES and in the BRAIN and is important in shaping masculine copulatory
responses.

See also: aromatic; sex hormones; sexual behaviour

aromatic L-amino acid decarboxylase

see dopamine; noradrenaline
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aromatic

In everyday language, aromatic means possessing an aroma, a distinctive odour; in
biochemistry, aromatic refers to benzene derivatives, a closed-chain class of organic
compounds. Aromatization is a term given to the process of rendering a molecule
aromatic. For example, AROMATASE is an enzyme that converts testosterone to
estradiol. Aromatics are the opposite of the aliphatic (or fatty) compounds, open-chain
organic molecules derived from methane; see for example ALIPHATIC ALDEHYDES;
FATTY ACIDS.

arousal

A general state of alertness. During wakefulness, arousal mechanisms have been said to
increase or decrease the efficiency of information processing by the CEREBRAL
CORTEX. The relationship between arousal and level of performance is not
straightforward however, and is traditionally described by an inverted-U shaped function
known as the YERKES-DODSON LAW. This indicates that increased arousal may not
always be facilitatory to behaviour, which may be because very high levels of arousal are
harder to control or coordinate in neural terms. In some circumstances, arousal is thought
to provide added intensity to emotional or motivationally salient (see MOTIVATION)
stimuli. In other situations, arousal level may determine not whether a response occurs,
but what type of behaviour is performed. For instance, in studies with rats, feeding may
occur at one level of arousal, while FIGHT-OR-FLIGHT occurs at another.

As a general rule, level of arousal increases throughout the day and can be modified
by a number of different stimuli. Sensory input (particularly noise) increases arousal, as
do incentives (see INCENTIVE), unsatisfied biological drives (such as HUNGER,
THIRST and SEXUAL BEHAVIOUR), and stimulants (such as AMPHETAMINE,
CAFFEINE and NICOTINE). For instance, there is enough caffeine in a few cups of
coffee to produce an increased capacity for sustained intellectual effort and decreased
reaction times. Sensory deprivation and SLEEP deprivation can also reduce levels of
arousal. The interactions between these different modulators on level of arousal are
complex and poorly understood. In some cases it is clear that deterioration in
performance due to a ‘dearousing’ stressor can be compensated for by the application of
an ‘arousing’ stressor. However, it is also clear that in general there is no simple
arithmetical interaction, since arousal is not a unitary process.

Measurement of arousal level is not straight-forward. Some indices, such as increased
heart rate, also occur during exertion due to the need for additional OXYGEN in muscle
tissue. A quantitative measure of arousal can be extrapolated from an analysis of the
different  frequencies of  electrical activity present in the cortical
ELECTROENCEPHALOGRAM (EEG): a fast ‘desynchronized’ EEG is typical of a
state of high arousal. Although EEG desynchrony (see
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SYNCHRONY/DESYNCHRONY) is also characteristic of REM SLEEP (rapid eye
movement sleep)—hence the term PARADOXICAL SLEEP—arousal is clearly
dissociable from this by taking into account parallel changes in neck muscle tone (see
ELECTROMYOGRAM), since this measure is high during waking and negligible during
REM sleep.

From a physiological perspective, arousal is thought to occur as a result of increased
activity within the ASCENDING RETICULAR ACTIVATING SYSTEM (ARAS) of the
brain: interactions of the ARAS with many highly distinct cortical and subcortical
systems are important for the coordination of arousal processes specific to external
circumstances and internal needs. The complex projection systems of the different
neurotransmitters within the ARAS imply that different stimuli will interact with specific
neurochemical sub-components and modify arousal in unique ways. For instance, many
centrally acting stimulants, including amphetamine and caffeine, have their principal
arousing actions through the NORADRENERGIC sub-component of the ARAS at a
number of different locations in the forebrain, notably the thalamus, hypothalamus and
cortex. Nicotine, on the other hand, acts through the CHOLINERGIC sub-component of
the ARAS, having potential arousing effects at nicotinic receptors in the THALAMUS,
BASAL FOREBRAIN and cortex. TAIL-PINCH studies in rats have also demonstrated
the powerful, but non-specific, role of DOPAMINE in arousal processes: if food is
present, the rat will eat; if water is present, it drinks; presence of rat pups invokes
maternal behaviour; and the presence of females induces sexual behaviour; three pinches
a day in the presence of food can cause a rat to overeat until it is obese (see OBESITY).
Such evidence, alongside the anatomical organisation of the DOPAMINERGIC
projection system, suggests that arousal in dopaminergic terms is to intensify the impact
of motivationally salient stimuli. However, despite the involvement of widespread brain
nuclei in arousal processes, a focal point is clearly the thalamus, which modifies sensory,
motor and motivational information en route to different specialized regions of the
cortex. At the level of these thalamic synapses, there are clear similarities in
physiological terms between attention and arousal functions.

WENDY L.INGLIS

arterenol

see noradrenaline

arteriole

see blood
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arteriosclerosis

(from Greek, arteria: artery, sklerosis: hardening) Literally, hardening of the arteries.
See also: atherosclerosis

arteritis

Inflammation of an artery: see STROKE

artery

see blood

articulatory loop

The articulatory loop—also referred to as the ‘phonological loop’—is one of the
subsystems postulated in Alan Baddeley’s multicomponent model of WORKING
MEMORY. It is specialized for the temporary storage of verbal information and consists
of two sub-components, a PHONOLOGICAL STORE and an articulatory REHEARSAL
process. The phonological store can hold speech-based information, subject to a rapid
decay. The articulatory rehearsal process can refresh the decaying representation by
reading it off and feeding it back to the store. It also serves to convert visually presented
information (such as written words) into phonological codes and register them into the
phonological store.

This two-component structure is consistent with the results from recent neuroimaging
studies indicating that the passive storage and active rehearsal of verbal information may
depend on separable neural circuits, the former being more dependent on a posterior
portion of the brain and the latter on an anterior portion (see Smith & Jonides, 1997). The
distinction also serves to explain various experimental findings on MEMORY SPAN
performance. For example, the rapid decay in the phonological store can explain the
phonological similarity effect, the disadvantage of similar sounding items (for example,
P-G-V-C-T) over dissimilar ones (for example, K-Y-B-R-W) in immediate serial recall
(that is, similar items have fewer distinguishing features available than dissimilar items,
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hence, more vulnerable to decay). In contrast, the time-based nature of rehearsal can
explain the word length effect, the larger memory span for shorter words like boat than
longer words like refrigerator—longer words require more time to rehearse, hence, more
susceptible to decay.

A popular method for studying the articulatory loop is to ask subjects to repeatedly
articulate common words (for example, the) while they are performing a target cognitive
task. The rationale behind this articulatory suppression technique is that concurrent
articulation occupies the articulatory rehearsal component and thereby disrupts the
performance of any cognitive task that implicates the articulatory loop. Recent studies
using this and other methodologies (for instance, neuropsychological studies of brain-
damaged patients with a selective verbal SHORT-TERM MEMORY impairment)
suggest that the evolutionary significance of the articulatory loop may be to serve as a
language-acquisition device. While its role in LANGUAGE comprehension and
production seems to be rather minor (particularly among adults), it has been shown to
play an essential role in the acquisition of spoken and written language among children
(such as vocabulary acquisition and learning to read) (see Gathercole & Baddeley, 1993
for review).

See also: central executive; memory deficits; phonology
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artificial intelligence

Artificial intelligence (Al) is concerned with building something that will exhibit
behaviour we call intelligent (see INTELLIGENCE). It only became feasible on any
scale with the development of computers in the 1950s. Initial work was dominated by a
particular idea of what was intelligent, which influenced both the problems selected and
the methods of solution. Many of the problems involved high-level formal reasoning—
for example how to produce mathematical proofs or to play chess. It was hoped these
would be amenable to general problem-solving methods, in which the initial question and
the solution were seen as points in a multidimensional space, the task being to find a path
between them. This approach therefore focused on techniques for representing problems
in such spaces, for searching through them, and for classifying the points within them.
Important achievements include EXPERT SYSTEMS which use production systems as
local rules-of-thumb for navigating through search spaces, and have been employed for
example in the diagnosis of bacterial infections.
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It has become apparent that there is an important trade-off between search and
classification. In the case of chess, for example, the most primitive classification of a
position would be whether it was checkmate or not; in checkmate, one side has won by
definition. With this as its only classification method, a computer program would need to
keep searching through a given sequence of moves until a checkmate position was
reached. If however a predictive classification were possible (for example, one side has
overwhelming material advantage), the particular moves between the classified position
and checkmate would not have to be examined. In general, the better the classification the
shorter the search.

The reason for stressing this trade-off is that computers can search very much more
rapidly than people. It is thus an option for chess-playing programs to use ‘brute force’
(among other tools) to play well, whereas expert human players must rely on limited
search but sophisticated methods of classification. This potential DOUBLE
DISSOCIATION between artificial and natural intelligence has important implications
for psychology. Many tasks that people do well seem to have some resemblance to the
classification of chess positions: these include FACE PERCEPTION, motor coordination,
and understanding the meaning of sentences. In each case, the problem appears to be
solved by simultaneously considering many factors, no single one of which is decisive
(factors sometimes referred to as multiple soft constraints). Ironically, these sorts of
problem that humans deal with effortlessly have proved more difficult to solve artificially
than certain formal reasoning tasks that many people fail to solve at all (Crevier, 1993).
The impact of this realization has been heightened by the investigation of new kinds of
program in which instructions are effectively carried out by a number of processors
simultaneously, rather than by a single processor one step at a time. Neural nets use such
PARALLEL DISTRIBUTED PROCESSING, and it has been argued that their
connectionist architecture (see CONNECTIONISM) performs more like people than do
traditional programs in artificial intelligence.

There has consequently arisen a wide-ranging debate about the nature of intelligence
which addresses very deep questions concerning thought and consciousness in both
people and machines. In particular, the precise role of rules and symbols in human
cognition is proving the subject of polemic. From the practical standpoint, a number of
different lines of enquiry can be loosely grouped under the head of artificial intelligence.
These include: (1) The manufacture of devices that work commercially (for example, for
translating text from one language to another) regardless of whether the method adopted
is like that used by people, (2) the refinement of rule-based architectures for generic
problem-solving as models of human cognition, (3) the acquisition of very large
knowledge data-bases. It seems that people often solve problems with multiple soft
constraints by using extensive knowledge about the problem area. This knowledge is
acquired by interaction with the world, so interest has focused on making computers that
can interact similarly. These are usually termed autonomous robots, and the area that of
situated intelligence. It seeks to place human reasoning firmly in the context of ‘lower-
level’ processes such as perception and motor control.

It is possible that this current diversity will in time reveal underlying unifying
principles. David Marr suggested that complex information processing problems needed
to be understood at several levels: in particular he distinguished between the levels of
computation and of implementation. The former deals with the abstract, formal
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characteristics of a problem, describing the solution in general mathematical terms to
which any device whatever must conform. The latter deals with how any particular
physical machine, be it made of silicon chips or neurons, carries out that computation.
Unity at the computational level can thus coexist with diversity of implementation.
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artificial neural networks

see neural networks

ascending reticular activating system

The ascending reticular activating system is a concept originally proposed by Moruzzi &
Magoun in 1949 on the basis of the effects of electrical stimulation of the BRAINSTEM
on the cortical ELECTROENCEPHALOGRAM (EEG) in anaesthetized cats. These
investigators found that high-frequency stimulation at the core of the RETICULAR
FORMATION throughout the brainstem is effective in inducing the activated pattern (so-
called desynchronization) of the EEG. Stimulation at the MIDBRAIN level was the most
effective. The core region of the reticular formation was thought to be activated by
COLLATERALS of specific sensory pathways and send a powerful excitatory drive to
the THALAMUS, which in turn activates the CEREBRAL CORTEX. Subscquent studies
showed that a LESION of the reticular core does indeed produce chronic EEG
inactivation and SOMNOLENCE; the activation of the EEG and behavioural AROUSAL
were still possible with strong sensory stimulation, but did not outlast the stimulation.
These results provided a new interpretation to the earlier finding by Bremer of continuous
EEG inactivation in the CERVEAU ISOLE (isolated FOREBRAIN) preparation; this was
due to the isolation of the reticular formation from the forebrain, rather than sensory
deafferentation as originally interpreted. Theoretically, the work by Moruzzi & Magoun
introduced the concept that a ‘nonspecific’ (see NONSPECIFIC PROJECTIONS) rather
than ‘specific’ sensory system is responsible for EEG activation. The proposal by
Moruzzi & Magoun that the excitatory drive generated in the brainstem core is mediated
by the thalamus en route to the cortex was later confirmed, and expanded further by
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Steriade and other investigators using more sophisticated cellular techniques. The
seminal studies by Moruzzi & Magoun conceptualized, for the first time, that cortical
activation was actively maintained by the tonic activation of brainstem core neurons, and
defined the beginning of the modern era of studies on the states of vigilance, stimulating
a great deal of research.

Because the anatomy of the reticular formation was poorly understood, the anatomical
substrate of the ascending reticular activating system remained an enigma for three
decades. It was once thought that the key anatomical feature of the reticular formation
was the highly collateralizing axons of so-called isodendritic neurons, but subsequent
studies failed to support this idea; cells with such extensive collaterals were the exception
rather than the rule. However, the advances in neuroanatomical techniques in the 1980s,
in particular TRACT TRACERS and IMMUNOHISTOCHEMISTRY, have delineated
the anatomical substrate of the ascending reticular activating system. Interestingly, the
sites in the midbrain that were found to be most effective in evoking cortical EEG
activation upon stimulation exactly corresponded to an area ventrolateral to the midbrain
PERIAQUEDUCTAL GREY where bundles of CHOLINERGIC and
MONOAMINERGIC fibres ascend. Thus, it is now commonly held that the reticular
activating system is composed of several ascending pathways that use different
neurotransmitters and innervate distinct forebrain structures. These pathways include
ascending cholinergic, NORADRENERGIC and serotonergic projections as well as
reticular  projections using unidentified NEUROTRANSMITTERS, possibly
GLUTAMATE.

The cholinergic pathway originates from the PEDUNCULOPONTINE TEGMENTAL
NUCLEUS and the LATERODORSAL TEGMENTAL NUCLEUS (see also CH1-
CHS8). These neurons heavily innervate the thalamic nuclei in a topographic manner. The
same cholinergic neurons also project to other forebrain structures including the BASAL
FOREBRAIN, but their cortical projec-tion is limited to the MEDIAL PREFRONTAL
CORTEX. The thalamus, in particular its association nuclei, also receives massive
projections from non-cholinergic, probably GLUTAMATERGIC, neurons in the rostral
midbrain reticular formation. The noradrenergic pathway arises from the LOCUS
COERULEUS, whereas the serotonergic pathway originates in the dorsal and median
RAPHE NUCLELI. These monoaminergic pathways reach not only the thalamus but also
the cerebral cortex directly. In the thalamus, ACETYLCHOLINE, NORADRENALINE
and SEROTONIN block SLEEP SPINDLES and facilitate sensory transmission. Two
structures in the forebrain may be regarded as rostral extensions of the ascending retieular
activating: the posterior HYPOTHALAMUS containing HISTAMINERGIC neurons
innervating the cortex, and the basal forebrain containing cholinergic, GABAERGIC and
other neurons innervating the cortex as well as neurons that become selectively active
during wakefulness and REM SLEEP (rapid eye movement sleep) or during NON-REM
SLEEP.

From both anatomical and functional studies, it is now clear that the neurochemically
coded ascending projections with distinct projection patterns can be viewed as the
anatomical substrate of the ascending reticular activating system proposed by Moruzzi &
Magoun in 1949. The effects of activation of each of these pathways in cortical activation
and sensory transmission are being characterized, further defining the role of each
component of the system in the mechanisms of EEG and behavioural arousal.
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ascorbic acid (ascorbate)

A strong anti-oxidant found in high concentrations in nervous tissue. Because it has anti-
oxidant properties it can be added to VEHICLE solutions to prevent OXIDATION of
drugs or chemicals. It is also known as vitamin C.
See also: drug ionization
CHARLES D.BLAHA

aseptic technique

(from Greek, a: not, sepsis: putrefaction) Aseptic technique is used in surgical operations
and avoids the induction of putrefaction, decay or disease, by the exclusion of
microorganisms and other contaminants. It is achieved by heat sterilization of all the
equipment to be used in the surgical procedure, by covering the working surfaces with
sterile drapes; by covering the subject of the surgical procedure with sterile drapes
(except of course at the point of surgical contact); and by the surgeons wearing sterile
coverings (masks, gloves, hats, gowns and so on, as required). Though most commonly
associated with experimental or therapeutic surgery, aseptic techniques are used
elsewhere. For example, ‘aseptic’ techniques are required when producing
microelectronic components.
See also: stereotaxic surgery

asexual

Literally, reproduction without sexual activity; see also CLONE.
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asomatoagnosia

(also spelled asomatognosia; asomatagnosia) Unawareness of the condition of one’s own
body, either on both sides, or unilaterally. UNILATERAL asomatoagnosia may involve
denial of HEMIPLEGIA.

See also: phantom limb pain; spatial neglect

aspartic acid (aspartate)

One of the EXCITATORY AMINO ACIDS; aspartic acid and GLUTAMIC ACID are
described as the two major excitatory NEUROTRANSMITTERS in the central nervous
system. The concentration of both is relatively high in comparison to other amino acids
involved in neurotransmission, such as glycine. However, although a neurotransmitter
role for aspartate has been acknowledged, the amount of research on this compared to
glutamate has been very small and much remains to be clarified.

See also: amino acid neurotransmitters; drug ionization

Asperger’s syndrome

A recently introduced diagnosis related to AUTISM. Like autism, it is diagnosed on the
basis of social and communicative impairments, with restricted interests and activities. In
current diagnosis it is distinguished from autism by intact language and normal
INTELLIGENCE QUOTIENT (IQ). These and other possible differentiating features
(clumsiness, special interests) remain controversial. Autism and Asperger’s syndrome
cluster in the same families, and a genetic cause is assumed. The brain regions affected
are unknown, although abnormalities of the FRONTAL LOBE and RIGHT
HEMISPHERE have been suggested. Epidemiological studies currently suggest a
prevalence of 4 per 1000 with a male:female ratio of 4:1.

Reference

Frith U. (ed.) (1991) Autism and Asperger Syndrome, Cambridge University Press: Cambridge.
FRANCESCA G.HAPPE
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aspiration lesion

see lesion

assembly coding

see neural assembly

association

A link between two events or entities that permits one to activate the other as, for
example, when a characteristic odour elicits an image of the place where it was once
experienced. (Also, the process of forming such a link.) For philosophers of previous
centuries the entities of interest were ideas or states of consciousness. Modern
psychology concerns itself largely with the central representations evoked by stimuli. In
both cases the aim has been to specify the laws of association, that is, the conditions that
must be met for links to be formed and activated.
See also: associative learning; conditioning
GEOFFREY HALL

association cortex

The association cortex consists of those parts of the CEREBRAL CORTEX that are
neither primary motor nor primary sensory areas (see KONIOCORTEX). It constitutes
the largest part of the CORTEX in higher mammals, including humans. Association areas
are often divided into unimodal association areas (integrating different information from
within a sensory modality), polymodal association areas (integrating information across
modalities) and supramodal association areas (integrating high order polymodal
information). As higher-order integration centres, the association areas receive
information from the primary and other areas of the cortex, as well as association nuclei
of the THALAMUS. Through these connections, the association cortex processes basic
sensations into perception and recognition, and executes skilled movements. Disturbance
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of these mechanisms by lesion of the association cortex can result in AGNOSIA,
APHASIA or APRAXIA.
See also: sensation vs. perception
KAZUE SEMBA

associative agnosia

To identify a visual object, what is seen must make contact with previous experience
organized in terms of specific episodes and general conceptual knowledge. Associative
agnosia refers to impairments of object identification that are demonstrably the outcome
of some failure in the mapping of structure to object concepts: what is correctly seen is no
longer adequately classified and understood. AGNOSIA may be more severe for objects
in particular categories. In addition, the disorder may occur in the auditory or tactile
modality, and not in visual perception.
See also: association
DANIEL N.BUB

associative learning

As a training procedure, one that involves presenting an organism with a
CONTINGENCY between two events (that is, with two events occurring close together
in time). An example is the PAIRED ASSOCIATE LEARNING procedure used in
studies of human verbal learning in which the subject is presented a list consisting of
pairs of words and learns to respond with one when given the other. The basic
CONDITIONING procedures used in the study of animal learning similarly involve the
co-occurrence of two events. In PAVLOVIAN CONDITIONING the events are both
stimuli, as when the sounding of a tone accompanies food delivery. In
INSTRUMENTAL CONDITIONING (also called operant conditioning) one event is an
action (or response) performed by the animal, as when a lever press results in the delivery
of food.

Associative learning also refers to a theoretical interpretation of the outcome of such
procedures, an interpretation that supposes that the changes in behaviour they generate
are the consequence of the formation of associations or links between the central
representations of the events involved. Pavlovian conditioning has been interpreted as
resulting in the formation of a STIMULUS-STIMULUS ASSOCIATION (S-S, in this
example, a tone-food association). This association allows the first stimulus to activate
the representation of the second and thus evoke behaviour (the CONDITIONED
REFLEX) appropriate to that stimulus (salivation in this case). In instrumental
conditioning associations might be formed between the set of stimuli that constitute the
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training apparatus and the response that the animal performs (an S-R association); also
between the response and the event (food in this case) that this response produces (an R—
S association). Experimental evidence supports the conclusion that both these
associations can be formed.

The conditioning procedure (in particular the Pavlovian version) has been extensively
used in studies directed toward specifying the conditions that are necessary for
associations to be formed (the ‘laws of association’). In these experiments the conditions
of training are varied and the effect on the magnitude of the conditioned response is
noted. The size of this response is taken to reflect directly the strength of the S-S
association produced by the training. Such experiments have shown that associations are
best formed when both the events to be associated are salient and novel and when they
are presented close to each other in time and space. But although it is necessary, the
contiguous occurrence of the relevant events is not sufficient for association formation to
occur. Thus, in Pavlovian conditioning, repeated pairings of the tone with food will not
establish a tone-food association if presentations of the food also occur with equal
frequency when the tone has not been presented. One interpretation of this effect holds
that the association will only be formed when the one stimulus supplies information
about the likely occurrence of the other. Again, tone-food pairings have been found to be
ineffective if the tone is presented along with some other event, say a light, that has, as a
result of previous training, already formed an association with the food (a phenomenon
known as BLOCKING: the pre-trained light is said to block learning about the tone). It
has been suggested that blocking occurs because the tone supplies no new information, as
the food is already predicted by the presentation of the light.

Theorists interested in producing formal models of the associative learning process
have been much concerned with effects like those just described. Of the models still
current, the most important and influential is that first proposed in 1972 by R.A.Rescorla
and A.R. Wagner—the RESCORLA-WAGNER THEORY. The essence of their model is
that a stimulus already signalled by some event will lose its effectiveness and thus its
ability to enter into new associations. This simple principle allows the model to
accommodate the importance of the predictive relationship between the stimuli being
associated. It is a principle that has been taken up by others and has gained wide currency
among cognitive psychologists whose interest lies in developing connectionist models of
learning, perception and language (see CONNECTIONISM).

For many vyears, theories of associative learning played a dominant role in
psychological theorizing generally (indeed, in the guise of connectionism, they may still
do so). They have been so influential for two main reasons. First, there is no doubting the
central importance of the process of learning in shaping behaviour and associative theory
supplies the only well-developed account of a possible mechanism. Second, given what
we know about brain structure and function (about neurons and synapses), the associative
hypothesis seems, to say the least, very plausible. Although not yet achieved, it seems
likely that neuroscientists will soon be able to identify the synapses that are changed
when associations are formed and the nature of the changes involved.

See also: Hebbian synapse; learning

GEOFFREY HALL
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associative transitivity

Transitivity is a property of a relationship between two events (for example, greater than)
such that if A is related to B, and B to C, then one may infer that A is related to C.
Animals sometimes appear to make such inferences; for example, after training on four
simple discriminations, A+ B—, B+ C—, C+ D—, D+ E— (that is, given a choice of A and
B, A is reinforced and B is not, etc), animals will choose B over D, even though B and D
are equally associated with REINFORCEMENT. Such performance suggests a non-
associative mechanism—perhaps the animals learn A is better than B and so on, and thus
infer that B is better than D. But it is possible that, during training, an ASSOCIATION
could form between the to-be-discriminated stimuli, specifically between A and B, and D
and E. B, associated with the always-reinforced A, might then be preferred over D,
associated with the never-reinforced E. Whether this associative mechanism forms the
basis of TRANSITIVE INFERENCE in humans is controversial.

CHARLOTTE BONARDI

associative visual agnosia

A form of AGNOSIA in which the fully integrated percept of an object is not assigned
the correct meaning.
See also: copying and drawing; object agnosia

astereoagnosia

An inability to recognize objects by touch, despite other sensory qualities of the objects
being recognized. The term is often used more-or-less synonymously with TACTILE
AGNOSIA.

astigmatism

see refractive error
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astrocyte
see glial cells
astrocytic syncytium
see glial cells
astrocytoma
see tumour
astroglia

The same as astroglia; see glial cells

asymmetric synapses

see synapse

asymmetry

Differences between two structures in MORPHOLOGY, or in function in spite of similar
morphology. Until recently, twentiethth-century efforts in psychology and neurology
have tended to focus on the evidence for asymmetry of function in the two cerebral
hemispheres, at the expense of study of somatic preferences (such as HANDEDNESS)
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and anatomical asymmetries. In Europe in the late nineteenth century, Karl Wernicke (see
WERNICKE’S APHASIA) and his contemporaries helped to popularize the idea that loss
of speech related functions tended to follow from damage to the LEFT HEMISPHERE.
Very shortly the RIGHT HEMISPHERE became commonly described as the ‘minor
hemisphere’, its role trivialized to such an extent that it was even suggested that its
principal function was to hold up the left hemisphere within the skull. The functions
which depend more on right-hemispheric mechanisms remained more difficult to
describe until well into the twentieth century, when it was established that certain
visuospatial functions are compromised more frequently after right-hemisphere damage.
For example, patients with damage in the right PARIETAL CORTEX will frequently fail
to attend to stimuli on their left side. This symptom, NEGLECT SYNDROME, only
occurs rarely (and typically in a less dramatic form) after left-hemisphere lesions. In fact,
the occurrence of neglect after right-hemisphere lesions and APHASIA and APRAXIA
after left-hemisphere lesions provide the two of the more reliable pieces of evidence for
functional asymmetry. It is probably no accident that such disorders involve the inferior
parietal lobe in both instances, a region which some anatomists have argued that we do
not share with our non-human primate relations. Interest in cerebral asymmetry was
revived in the latter part of this century by the pioneering work of Roger Sperry and his
colleagues on the so-called SPLIT-BRAIN patients. After the cerebral commissures are
cut (commissurotomy—as a treatment for intractable epilepsy) specialized procedures
can be used to lateralize sensory input to only one hemisphere; because the information
cannot be ‘passed on’ to the other hemisphere, the limitations of the processing capacities
can be deduced by examining the responses of the patient. The majority of dissociations
between left- and right-hemisphere skills seen in split-brain patients had been previously
demonstrated in neurological patients and alluded to by work on neurologically intact
subjects. Nevertheless it was the dramatic way in which asymmetries manifested
themselves in split-brain patients that captured the interest of the scientific community as
well as the general public. The most obvious behavioural asymmetries have to do with
the preferred use of one hand, foot or eye relative to the other. In human samples, the
incidence of right-hand preference is typically 90%, and occurs even in the rare
populations where there is no obvious cultural bias against left-handedness
(“sinistrality’—see SINISTRAL). Less well known behavioural asymmetries are a bias
towards right-foot preference (~70-85%) and right-eye preference for tasks which
explicitly or implicitly require the use of one eye and not the other (~65-75%). These
right-sided preferences are not perfectly related to one another, so it is not completely
uncommon for a ‘right-hander’ to prefer the left foot or the left eye. Nevertheless, the fact
that the population-level bias is for right-sided preferences for hand, foot and eye is
unlikely to be a coincidence. The right-sided bias might be related to left-hemisphere
advantages in the control of movement (although any such model has to be quite complex
to account for right-eye preference). Evidence for behavioural asymmetries in non-human
primates has been suggested, although the magnitude of the claimed asymmetry is always
much smaller than those found in human populations. The recent ascent of imaging
techniques such as MAGNETIC RESONANCE IMAGING (MRI) and POSITRON
EMISSION TOMOGRAPHY (PET) has generated a renewed interest in functional, as
well as anatomical asymmetries in the brain. The list of anatomical asymmetries
demonstrated by MRI as well as post-mortem examination is growing. To date, the most
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cited difference is a larger PLANUM TEMPORALE in the left hemisphere relative to the
right, although this asymmetry is only present in 65% of brains. HESCHL’S GYRUS,
located anterior to the planum temporale; tends to be larger in the right hemisphere than
the left (there are often two gyri in the right hemisphere). Because imaging studies like
MRI and functional MRI can be performed in large numbers of subjects, studies that try
to relate behavioural asymmetries like handedness to anatomical and functional brain
asymmetries should do much to unify these three largely independent research domains.

Reference

Springer S.P. & Deutsch G. (1997) Left Brain, Right Brain, 5th edn, W.H.Freeman: New York.
DAVID P.CAREY

asymptote

In mathematics, an asymptote is a line that approaches a curve but never meets it;
asymptotic is the adjectival form or asymptote. In pharmacological studies of, for
example, RECEPTOR BINDING, one might find a drug-receptor relationship that could
be described as asymptotic—this would imply that 100% binding was never quite
achieved. In behavioural studies, one often describes an ASYMPTOTIC
BEHAVIOURAL MAXIMUM.

asymptotic behavioural maximum

As the size of a behavioural response grows it can either hit a ceiling (followed by abrupt
transition to no further growth) or it can gradually approach a limit. The latter case is
asymptotic. An application is seen in the RATE-FREQUENCY CURVES. As the pulse
frequency of a BRAIN STIMULATION REWARD is increased, behaviour appears to
grow and to approach an asymptote. Another application is in the single lever adaptation
of the MATCHING LAW where the rate of lever-pressing also grows to an asymptote as
the VI schedule (and reinforcements earned) increases (see SCHEDULES OF
REINFORCEMENT).

JAMES R.STELLAR
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ataxia

Poor coordination of movement, often due to cerebellar dysfunction (see
CEREBELLUM) or a familial degenerative disorder of the sensory and motor pathways
such as FREIDRICH’S ATAXIA. Ataxic movements are inaccurate in positioning,
and/or defective in timing and patterning. By far the most common form of ataxia is
caused by cerebellar dysfunction. The most common manifestation of this kind of ataxia
is disordered finger-to-nose pointing, where an ataxic tremor (or INTENTION
TREMOR) is seen during the movement, and tends to increase in magnitude as the target
is approached. Additionally, hypermetric errors are often encountered—patients will
overshoot target position. Ataxia is invariably worse when the patient is required to make
rapid movements. Nevertheless cerebellar ataxia is also revealed in tasks which require
manual or ocular tracking of a drifting target. Ataxia of GAIT can be seen in patients
with damage to cerebellar structures. The typical pattern in such patients is short steps
from a broad base and a tendency to lean forward. Most models of ataxia suggest that a
cerebellum plays a role in pre-programming the timing of agonist/ antagonist muscle
activities before the movement is actually initiated. Abnormal patterns of braking may be
consequent to disruption in the pre-programming phase, and lead to movement
overshooting, undershooting, and additional abnormal programming of the corrective
movements which the ataxic errors make necessary. Additionally, difficulties in
processing proprioceptive feedback related to the ongoing movement may be a
consequence of cerebellar dysfunction and could contribute to the presence and
magnitude of ataxia. Other researchers have suggested that ataxic movements of
cerebellar patients could be understood in terms of poor utilization of efference copy
(feedforward) signals received from the MOTOR CORTEX. Poor guidance of a limb
movement towards a target has been, rather inaccurately, named ‘OPTIC ATAXIA’ by
Rezso Balint (see BALINT’S SYNDROME). Optic ataxia is a consequence of bilateral
or unilateral lesions of the PARIETAL LOBE.

DAVID P.CAREY

atenolol

A beta-1 noradrenaline receptor ANTAGONIST; See ADRENOCEPTORS.
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atherosclerosis

A form of ARTERIOSCLEROSIS (hardening of the arteries) responsible for the large
vessel arterial disease that underlies coronary artery and cerebrovascular disease.
Atherosclerosis represents the leading cause of death in the UK and the US.
Atherosclerotic lesions, consisting initially of LIPID accumulation, and later fibrous
change and NECROSIS, develop in the inner arterial walls. The arteries become
narrowed, stiffened and weakened. These changes result in reduction in the blood supply
to affected areas, which may be sudden and complete if the vessel is occluded, or bursts.
Atherosclerosis in the vessels supporting brain tissue may result in STROKE, or
VASCULAR DEMENTIA.

IAN C.REID

athetosis

(from Greek, a: not, thetos: placed) A form of movement disorder, involving non-
rhythmic, jerky movements; slower than CHOREA. CHOREOATHETOSIS involves
features of both chorea and athetosis.

atmospheric perspective

see perspective

atom

Just as a MOLECULE is the smallest quantity of a substance that retains the properties of
that substance, so an atom is the smallest quantity of an ELEMENT possessing the
properties of that element—that is, it is the smallest amount of an element able to take
part in chemical reactions. Atoms are composed of a NUCLEUS (which has a proton and
a neutron) and electrons, circling the nucleus. Protons are positively charged; neutrons
are neutral; and electrons have a negative electrical charge. The ATOMIC NUMBER of
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an element is the same as the number of protons in the nucleus. (Discussion of the

phenomena of subatomic particles is not appropriate here; see Campbell, Reece &

Mitchell for further detail.) The mass (or weight) of an atom is measured in Daltons, after

John Dalton (1766-1844), the eminent British scientists who pioneered atomic theory.
See also: atomic weight; periodic table of the elements

Reference

Campbell N.A., Reece J.B. & Mitchell L.G. (1999) Biology, 5th edn, Addison-Wesley: Menlo Park
CA.

atomic number

see atom

atomic weight

Literally this is the weight of an ATOM. It is more or less equivalent to the combined
weight of the protons and neutrons in an atom (that is, the atomic NUCLEUS) since
electrons have next to no mass. The atomic weight alone is rarely of interest to biological
psychologists, except in so far as the net weight of all the atoms in a MOLECULE will
determine its MOLECULAR WEIGHT.

See also: isotope

atonia

Lack or loss of MUSCLE tone; it may occur as part of a normal process (see REM
SLEEP) or as part of a muscular disorder (such as MYASTHENIA GRAVIS).
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ATP

see adenosine triphosphate

ATP synthase

The enzyme, found in the membranes of MITOCHONDRIA, that manufactures
ADENOSINE TRIPHOSPHATE (ATP). The process of doing this is very complex; see
Campbell, Reece & Mitchell for a clear exposition of this and of the functions and
properties of ATP.

Reference

Campbell N.A., Reece J.B. & Mitchell L.G. (1999) Biology, 5th edn, Addison-Wesley: Menlo Park
CA.

ATPase

An enzyme involved in the breakdown of ADENOSINE TRIPHOSPHATE (ATP).
See also: sodium-potassium pump

atraumatic

Not producing trauma; the EAR BARS used on a stereotaxic frame, for example, should
be atraumatic (see STEREOTAXIC SURGERY).
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atrial natriuretic peptide

see natriuretic peptides

atrium

see blood

atrophy

(from Greek, a: not, trophe: food) Atrophy is a term used to indicate degeneration or
wasting away; atrophied indicates that something has wasted away or fallen into disuse.

atropine

Atropine, an alkaloid, is an ANTAGONIST that blocks the action of ACETYLCHOLINE
at MUSCARINIC ACETYLCHOLINE RECEPTORS. This blockade occurs non-
selectively at all subtypes of muscarinic receptors. Atropine is also the main content of
the naturally occurring anti-muscarinic drugs prepared from belladonna plants. Topically
applied to the eye, atropine blocks the action of acetylcholine released from
parasympathetic fibres, causing dilation of the pupil. In animal surgery, atropine is often
used to reduce mucous secretion. Systemic atropine causes dissociation of the cortical
ELECTROENCEPHALOGRAM (EEG) and behaviour in which the cortical EEG shows
large slow waves while the animal is behaviourally active.
See also: scopolamine; hyoscine
KAZUE SEMBA
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attachment
see social behaviour
attack
see aggression
attention

Attention is an executive process by which inputs are selected for processing. It describes
the means by which humans and animals can identify and process important
environmental events in a sustained manner, while ignoring others which are irrelevant.
The term is used in a number of different ways, because attention is not a single process.
For instance, selective, divided and sustained forms of attention have been identified in
humans. SELECTIVE ATTENTION is sometimes also called focused attention. It refers
to the ability to detect and analyse a specific portion of the information available to the
senses, while ignoring the rest. DIVIDED ATTENTION pertains to the concurrent
processing of more than one input. SUSTAINED ATTENTION is required for
continuous performance of a task which is not under automatic control. It is sometimes
used synonymously with VIGILANCE, although this can be misleading: vigilance is
better defined as the constant detection of rare and unpredictable events, which is not
something demanded by every continuous performance task.

Many paradigms have been designed to provide a perspective about the way in which
people maintain an alert state and detect, orient to and process sensory signals (Posner &
Peterson, 1990). These typically involve auditory tasks such as DICHOTIC LISTENING
and shadowing, or VISUAL SEARCH tasks. Each can be modified to measure selective
or divided attentional processes: in listening/shadowing tasks the subject can be
instructed to focus on one or both streams of information; in visual tasks divided attention
may be achieved by using a number of salient cue points which require simultaneous
monitoring through COVERT ORIENTING. Measurement of shifts in attention are also
possible. In cued visual tasks, the increase in response time to a target following an
inappropriate cue is a measure of the time required to disengage attention. The
WISCONSIN CARD-SORT TEST provides a way of investigating the attentional
importance given to different dimensions of stimuli and the ease with which we shift
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between them. Sustained attention is typically measured in experiments which involve
continuous decisions about target stimuli, or alternatively by testing the resistance of
performance to a distraction. Although the data-processing components of each task may
be very different, the combination of paradigms can discover whether attentional
processes are common to all.

Some attentional paradigms have been successfully modified for animal subjects
(Robbins, 1998). For instance, the FIVE-CHOICE SERIAL REACTION TIME TEST
measures sustained and divided attention in rats, as they continuously monitor and
respond to the presentation of a light in one of five possible locations, for the delivery of
a small food reward. Selective attention can also be investigated in this task by including
random bursts of white noise amongst the visual stimuli. Paradigms specifically designed
to investigate divided attention include those which require monitoring of simultaneously
presented visual stimuli, and more recently the performance of concurrently presented
conditional discriminations in the auditory and visual domains. The roles of the
INTRADIMENSIONAL SHIFT and EXTRADIMENSIONAL SHIFT have been
successfully investigated in a modification of the Wisconsin card-sort test for
PRIMATES.

Just as attention is not a unitary process, it has been shown that it is not carried out by
one particular region of the brain, but by a network of systems which interact with
specific stimulus-response processing systems (Posner & Peterson, 1990). Within this
network, certain regions have been ascribed specific functions through the use of
LESION techniques in animal studies and the development of sophisticated human brain
scanning techniques such as POSITRON EMISSION TOMOGRAPHY and MAGNETIC
RESONANCE IMAGING. For instance, the SUPERIOR COLLICULUS is likely to have
responsibility for movement of visual attention through its involvement in eye
movements. The lateral pulvinar of the THALAMUS and the posterior PARIETAL
CORTEX have been highlighted as crucial for the engagement and disengagement of
attention respectively. The PREFRONTAL CORTEX has been shown to be required for
making successful extra-dimensional shifts. In addition, the neurochemistry of attentional
processes is beginning to unfold. Forebrain CHOLINERGIC and brainstem
NORADRENERGIC systems which innervate the cerebral cortex are thought to be
involved in aspects of accuracy, while the brainstem cholinergic, SEROTONERGIC and
noradrenergic systems may enhance sensory awareness by their enhancement of the
excitability of thalamic relay neurons. The NIGROSTRIATAL DOPAMINE SYSTEM
titrates MOTOR READINESS. The discovery that attention can be broken down into
distinct neurochemical and neuroanatomical components has supported its investigation
within the context of disease states. For instance, the parietal lobes have been linked
particularly closely with attentional neglect (see NEGLECT SYNDROME), the frontal
lobes have been associated with perseverative deficits in SCHIZOPHRENIA, and
attentional deficits in patients with ALZHEIMER’S DEMENTIA have been attributed to
a loss of forebrain ACETYLCHOLINE.

See also: attention-deficit disorder
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Posner M.1. & Peterson S.E. (1990) The attention system of the human brain. Annual Review of
Neuroscience 13:25-42.

Robbins T.W. (1998) Arousal and attention: psychopharmacological and neuropsychological
studies in experimental animals. In The Attentive Brain, ed. R.Parasuraman, pp. 189-220, MIT
Press: Cambridge MA.

WENDY L.INGLIS

attention-deficit disorder

Attention-deficit/ hyperactivity disorder (AD/HD) is characterized by a triad of
symptoms involving persistent age-inappropriate problems of HYPERACTIVITY,
inattention and impulsivity. Hyperactivity may be manifested as fidgeting, appearing to
be driven by a motor, never sitting quietly and talking excessively. Impulsivity may be
manifested as impatience and difficulty in delaying responses, often interrupting others.
Inattention may demonstrate as a failing to give attention to detail in work and difficulty
in sustaining attention in tasks or play activities.

Epidemiologically AD/HD ranks as, probably, the most common psychiatric
disturbance of childhood, affecting an estimated 3-5% of school-age children in Britain,
with a greater preponderance of males in clinically referred samples; the sex ratio ranging
from 3:1 to 9:1. Non-referred population samples suggest a lower sex ratio of 2:1 to 3:1.
The age of onset is usually in toddlerhood with a peak age of onset around 3—4 years of
age. Around one half of children with AD/HD in the clinical and general populations are
comorbid with oppositional defiant disorder or conduct disorder. There is also a higher
prevalence of mood disorders, anxiety disorders, learning disorders and communication
disorders in AD/HD children. For most individuals, symptoms of AD/ HD usually
decrease in adolescence and early adulthood. However, AD/HD is a risk factor for later
psychiatric disorder (in particular conduct disorder and adult antisocial personality
disorder), SUBSTANCE ABUSE, poor social achievement and poor social adjustment.
In addition, academic achievement is impaired in some children with AD/HD.
Contributions to the possible causes of AD/HD include both environmental (including
psychosocial) and organic (including genetic) risk factors. The psychosocial associations
which may be aetiologically important are low socioeconomic status, institutional
upbringing and adversity in, or lack of, close personal and family relationships.
Genetically, AD/HD appears both familial and moderately heritable. Other suggested
aetiological factors include brain dysfunction caused by lead intoxication, food additives,
maternal smoking or starvation.

Neuropsychologically, children with AD/HD have impairments on tests of
visuospatial functioning, certain MEMORY tests and perform poorly on tests of
ATTENTION, showing reduced attention span and problems on tests of sustained,
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selective and spatial attention. They also demonstrate deficits on tests of EXECUTIVE
FUNCTION such as tasks involving problem solving, planning, fluency and cognitive
flexibility. Additionally, children with AD/HD may have a lower 1Q and poorer reading
skills when compared to normal children. Differences in brain structure in AD/HD, as
measured by COMPUTERIZED AXIAL TOMOGRAPHY and MAGNETIC
RESONANCE IMAGING, show some consonance with the neuropsychological
impairments. In AD/HD samples there appear to be abnormalities in the BASAL
GANGLIA, CORPUS CALLOSUM, CEREBRAL CORTEX, and the CEREBELLUM.
Reduced metabolism and cerebral blood flow in frontal and parietal cortex, and
subcortical regions in AD/HD has also been reported. Several theories have been
proposed to try and explain the range of impairments seen in AD/HD, such as motoric
theories, motivational theories, defects in executive function, a state regulation deficit,
dysfunctional LEARNING and abnormal sensitivity to REWARD.

Treatment of AD/HD wusually involves stimulant medication such as
METHYLPHENIDATE (Ritalin) or dextro-amphetamine (see AMPHETAMINE). They
have been used in the treatment of hyperactivity since the late 1950s. Their central
nervous system action is to release dopamine and noradrenaline and block their reuptake
at the presynaptic terminal. Clinically, treatment improves inattention, reduces motor
activity, improves behaviour and, in some children, improves academic performance.
Preliminary studies on measurements of brain function during treatment, using BRAIN
IMAGING techniques, indicate that methylphenidate appears to increase reduced blood
flow to the frontal cortex and basal ganglia and decrease blood flow to the motor cortex
and primary sensory cortex.

Treating a child with stimulants may not be the complete solution. Initially it may be a
useful means of gaining parental co-operation and is in fact associated with more
expressed positive contact from parents and siblings, which could allow for adjunctive
psychological treatments to become feasible. Indeed, some hyperactive children appear
not to respond to stimulant medication, while side-effects in others necessitate
withdrawal. In these cases psychological treatments may also be possible. Examples
include behavioural approaches, which are best achieved via school-based programmes;
COGNITIVE THERAPY approaches which use self-instruction strategies to enhance
self-control and self-regulation; and parental training aimed at improving parental skills
and child-behaviour management and reducing stress.

BARBARA J.SAHAKIAN AND MITUL MEHTA

attentional dyslexia

see acquired dyslexia
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attentional set

The allocation of ATTENTION to a particular feature or class of features of stimuli. This
enables more rapid discrimination of and response to stimuli, as only currently relevant
features are selected for further processing and irrelevant features may be rejected.
See also: attentional set-shifting; extradimensional shift; intradimensional shift;
mental set
VERITY J.BROWN

attentional set-shifting

Discriminating and responding to a STIMULUS based on features of that stimulus results
in the formation of an ATTENTIONAL SET, which enhances the efficiency of
processing of the relevant features. When the contingencies of discriminating and
responding to stimuli change, it may be necessary to abandon the current attentional set
and to change, or shift, attention to enable the rapid discrimination of and response to
another feature or class of features (see DISENGAGE AND SHIFTING ATTENTION).
A class of features or attributes by which stimuli may be classified and discriminated is
called a STIMULUS DIMENSION. A dimension might be a physical attribute of a
stimulus, such as the colour of a visual object, or it might be a semantic attribute of a
stimulus, such as words and non-words. Variations within a stimulus dimension are
called exemplars. Thus, yellow is an exemplar of the dimension colour.
See also: extradimensional shift; intradimensional shift
VERITY J.BROWN

atto-

Prefix indicating a factor of 10 *%, or one million million millionth; see SI UNITS.
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attributable risk

see risk

attribution

An attribution is an inference we make about the perceived underlying dispositional
characteristics about ourselves or another organism. The subject of our attributions,
however, can vary from those aspects of an indi vidual’s persona such as
INTELLIGENCE, humour, or aggressiveness (see AGGRESSION) to the ascription of
emotional states (see EMOTION) and intention. Social psychology has largely focused
on the latter where intention is considered to be a central component of our system of
beliefs about why individuals behave in the way they do and the ascriptions we give
regarding causality, responsibility and blame. Attributions can focus on whether
behaviour is considered dispositionally or externally based, stable or unstable, global or
specific, or controllable or uncontrollable. Attribution theory refers to a number of social
psychological models which attempt to formalize the psychological processes involved in
comparing and weighing available information. The attributions we make, however, are
generally regarded to reveal more about the perceiver than the perceived. Attributional
research is largely concerned with the consequences of such attributions for our emotions
and behaviour.

MALCOLM D.MACLEOD

atypical depression

Also known as hysteroid dysphoria is a recognized subtype of DEPRESSION in which
the principal SIGNS AND SYMPTOMS are an increase in APPETITE, possibly
featuring a craving for CARBOHYDRATE and increased BODY WEIGHT; FATIGUE;
a depressed MOOD (which often worsens during the day); and rejection sensitivity (a
heightened reactivity to the thoughts and behaviour of others). It is also characterized by
resistance to TRICYCLIC ANTI-DEPRESSANT therapy. The most common estimate is
that some 15 per cent of individuals presenting with depression have this atypical form.
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atypical antipsychotic

see antipsychotic

atypical neuroleptic

see antipsychotic

audiogenic

Literally, produced by sound. Clearly, all sorts of normal actions and reactions are
produced by hearing sounds of a wide variety of types. The term AUDIOGENIC
therefore tends to be used when there is some particular reason to highlight the role of
sound in eliciting a response (for example, audiogenic seizures—see EPILEPSY) or
when the behaviour produced by a sound is particularly striking (see STARTLE
REFLEX).

audition

(from Latin, audire: to hear) Audition is synonymous with hearing: it refers to the act of,
or the sense of, hearing. (Note that the term audition, meaning a test performance, for
instance for a theatrical role, comes for the same Latin root.)

See also: hearing theories

auditory agnosia

An agnosia is a failure in obtaining access to stored knowledge or object-specific
representation. Auditory agnosia is a specific form of agnosia in which the disturbance in
confined to the identification of sounds.

See also: agnosia; object agnosia; tactile agnosia; visual agnosia
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auditory aphasia

A form of APHASIA in which the main feature is an inability to understand spoken
words; it is also known as WORD DEAFNESS.

auditory canal

The connecting passage between the outer ear (the PINNA) and the EARDRUM.

auditory cortex

The auditory cortex comprises at least half a dozen interconnected and specialized
auditory areas in the superior TEMPORAL LOBE that rcceive specific afferent input at
deep layer Il and layer IV from the MEDIAL GENICULATE NUCLEUS in the
THALAMUS. At least three levels of processing have been distinguished in cat auditory
cortex. The primary areas contain a fine-tuned TONOTOPIC REPRESENTATION of the
COCHLEA on the contralateral side, whereas the secondary and tertiary areas are
broader tuned so that a tonotopic organization is more difficult to demonstrate. In
primates the secondary cortical (or belt) areas surround the primary (or core) areas.
Besides being tonotopically organized, several neural properties are mapped
systematically on the surface of the primary auditory cortex such as sensitivity,
frequency-tuning curve bandwidth, capacity to follow periodic changes in sound and
sensitivity to binaural or spatial input. In auditory specialized animals such as
echolocating bats (see ECHOLOCATION) the auditory cortex contains maps of
ecoiogically valuable echo features such as intensity, echo delay and echo fre quency
Doppler shift reflecting target size, distance and approach velocity as well as insect wing-
beat frequency.

In auditory non-specialists such as the cat (and primates) the primary auditory cortex
is specialized in the analysis of broadband, mostly transient, sounds that allows fine
timing discrimination important for certain aspects of complex sound (SPEECH
PERCEPTION). A LESION in the human primary auditory cortex will abolish
consonant-vowel phoneme perception but leave vowel perception or pure tone frequency
discrimination intact. The anterior auditory field, also a primary area, appears to prefer
temporally structured narrow band sounds with a higher resolution of periodicities but
still less than 100-200 Hz. Thus it is doubtful that periodicity pitch (see AUDITORY
PERCEPTION) is based on temporal coding in auditory cortex. The secondary or tertiary
areas, such as those in the superior temporal gyrus in monkeys, may be specialized for
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extracting more specific sound features and may be tuned to specific communication
calls. Primary auditory cortex analyses sound azimuth based on tonotopic binaural
information and is mandatory for the execution of learned sound localization behaviour.
A multi-modal tertiary area, the anterior ECTOSYLVIAN SULcus, shows a modest
sensitivity to sound azimuth, improved over that in primary cortex, but without a well
defined map of auditory space such as present in the SUPERIOR COLLICULUS.

Reference

Aitkin, L. (1990) The Auditory Cortex: Structural and Functional Bases of Auditory Perception,
Chapman & Hall: London.
JOS JEGGERMONT

auditory fusion

see binaural

auditory meatus

(from Latin, meare: to go) The term meatus indicates an opening: the auditory meatus is
a passageway associated with the AUDITORY SYSTEM. The external auditory meatus
(also known as the auditory canal) is a connecting passage between the outer ear (the
PINNA) and the EARDRUM,; the internal auditory meatus is a passageway through the
TEMPORAL BONE, giving nerves access from the ear to the CENTRAL NERVOUS
SYSTEM.

auditory nerve

The auditory nerve consists of about 40 000 nerve fibres innervating the INNER HAIR
CELLS with about 20 fibres per cell. The nerve fibres run through the petrous bone to
trifurcate (split into three) and synapse on cells in each of three specialized subdivisions
of the COCHLEAR NUCLEUS. The fibres are myelinated and homogeneous in diameter
with a conduction velocity of about 20 m/s. The fibres can be distinguished on basis of
spontaneous activity and threshold of activation. Low-threshold fibres have high
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spontaneous activity and synapse with large contacts on the inner hair cells, higher-
threshold fibres have lower spontaneous activity and smaller synaptic endings.
JOS J.EGGERMONT

auditory pathways

The auditory pathways begin with the transduction of sound into neural impulses in the
COCHLEA. From the cochlea, the COCHLEA NERVE (also known as the AUDITORY
NERVE and, with the VESTIBULAR NERVE, one of the principal branches of the
VESTIBULOCOCHLEAR NERVE [the eighth cranial nerve]) travels to the
COCHLEAR NUCLEUS in the pons via the COCHLEA NERVE GANGLION. The
cochlear nerve ganglion contains BIPOLAR NEURONS: one limb receives information
from the cochlea; then other limb transmits to the cochlear nucleus. This ganglion is also
known as the SPIRAL GANGLION, its shape reflecting that of the cochlea itself. The
auditory pathway so far is organized entirely ipsilaterally. At the level of the cochlear
nucleus there is crossing of information to enable binaural perception of sound: the
anteroventral and posteroventral portions of the cochlear nucleus project ipsilaterally and
contralaterally to the SUPERIOR OLIVARY COMPLEX. The dorsal cochlear nucleus
projects contralaterally to the INFERIOR COLLICULUS.

From the cochlear nucleus information is transmitted via the TRAPEZOID BODY (a
bundle of horizontal fibres that is part of the superior olivary complex) and via the
DORSAL ACOUSTIC STRIA and INTERMEDIATE ACOUSTIC STRIA, to the
superior olivary complex: the lateral portion of this (the LATERAL SUPERIOR OLIVE)
is concerned with the localization of sound in space, while the medial portion (the
MEDIAL SUPERIOR OLIVE) is concerned with sound localization. Neurons in the
lateral and medial portions of the superior olivary complex, and fibres travelling from the
cochlear nucleus that have not made contact with the superior olivary complex at all, then
travel via the LATERAL LEMNISCUS to the INFERIOR COLLICULUS. (The lateral
lemniscus is made up of fibres from the superior olivary complex and the cochlear
nucleus travelling to the inferior colliculus, and it contains some cell bodies in the
NUCLEI OF THE LATERAL LEMNISCUS, where some of the auditory fibres
SYNAPSE.) The inferior colliculus receives input from the ipsi-and contralateral cochlea,
the ispi- and contralateral superior olivary complex, and from both ipsi-and contralateral
nuclei of the lateral lemniscus. It projects to the MEDIAL GENICULATE NUCLEUS
(or medial geniculate body) in the THALAMUS, which then projects to the AUDITORY
CORTEX.

These are the ascending auditory pathways; there are also descending pathways. The
superior olivary complex sends axons back to the cochlea via the OLIVOCOCHLEAR
BUNDLE, a collection of fibres that travel via the cochlea nerve (which thus has fibres
travelling in both directions along it). These axons synapse on the INNER HAIR CELLS,
where they use ACETYLCHOLINE as a neurotransmitter (unlike the ascending fibres in
the cochlea nerve, which appear to use GLUTAMATE or aspartate [see ASPARTIC
ACID] as NEUROTRANSMITTERS).
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For further information, see the individual entries for the various structures.
See also: auditory perception; auditory system; hearing theories

auditory perception

The extraction, categorization and grouping of sound features that allows the analysis of
scenes into well segregated sources are the most important aspects of auditory perception.
Hearing comprises a combination of an analysis stage in the COCHLEA and a central
stage of synthesis. The analysis stage is characterized by frequency resolution, the
capacity to project the components of complex sound on a frequency scale, by non-linear
processing which allows the large dy-namic range and generates combination tones, and
by lateral suppression providing contrast enhancement in the frequency domain. The
ability to hear the myriad of combination tones when two tones are presented
simultaneously (see OTOACOUSTIC EMISSIONS) relates to the essential non-linear
nature of BASILAR MEMBRANE movement largely caused by the action of the outer
hair cells (see HAIR CELLS). Most of the analysis capacities are attributable to cochlear
frequency analysis (see AUDITORY TUNING CURVE). For instance the just-noticeable
difference (jnd) for frequency is about 0.15% between 500 and 2000 Hz. The jnd for
intensity discrimination drops from about 1.5 dB at near threshold levels to about 0.5 dB
at levels of 80 dB above threshold. The critical band width, reflecting the perceptual
frequency selectivity, is constant at about 150 Hz for frequencies below 1000 Hz and
then increases proportional to frequency to become 1500 Hz at 10 kHz.

The synthesis stage allows the perception of LOUDNESS by integrating the total
neural activity from the auditory nerve, of TIMBRE by analysing the distribution pattern
of neural activity across frequency, and of PITCH by extracting local peaks in that neural
distribution. Intensity discrimination, especially of pure tones depends on frequency
selectivity. Integrating and comparing across frequency channels, and perceiving changes
in the shape of acoustic spectra becomes important. An analysis that takes the profile of
the entire ACOUSTIC SPECTRUM into account stresses the importance of, for instance,
common rates of amplitude and frequency modulation and constancy of ratios of
FORMANT FREQUENCIES. This leads to an emphasis on ‘perceptual binding’ (see
BINDING PROBLEM) of extracted features into a coherent whole based on this
covariation of transient changes across frequency and of continuity or slow change in
frequency across time. As a result, the separation of an auditory scene in individual sound
sources becomes possible.

References
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JOS J.EGGERMONT
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auditory system

The auditory system en masse includes all elements from the PINNA through to the
AUDITORY CORTEX. The pinna is connected to the AUDITORY CANAL at the end
of which is the EARDRUM (the TYMPANIC MEMBRANE). Air pressure here moves
this membrane causing movement of the bones on the other side—the OSSICLES. These
transmit pressure changes into the COCHLEA, where transduction of these pressure
changes into neural signals takes place at the ORGAN OF CORTI (which includes the
basilar membrane, HAIR CELLS and the TECTORIAL MEMBRANE). From here the
COCHLEA NERVE (a branch of the VESTIBULOCOCHLEAR NERVE, the eighth
cranial nerve) carries information away, connecting through the AUDITORY
PATHWAYS to the auditory cortex.
See also: auditory perception; ear; hearing theories

auditory tuning curve

An auditory tuning curve consists of sound frequency-level combinations that border the
receptive field of, for example, an AUDITORY NERVE fibre. The frequency at the
lowest sound level of the tuning curve is the characteristic frequency. The ratio of the
characteristic frequency to the bandwidth, distance in Hz between the high and low
frequency border 10 dB above the level at characteristic frequency, is the quality factor
(Q10dB) which ranges from about 1 at low to about 6 at high frequencies. The tuning
reflects that of the BASILAR MEMBRANE section under the inner hair cell that the
auditory nerve fibre innervates.

JOS J.EGGERMONT

aura

(from Latin, aura: a breeze) Aura is a term given to the rather unusual sensations that can
precede an attack of EPILEPSY.
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autism

A developmental disorder characterized by impairments in social, imaginative and
communicative functions, with restricted repetitive interests and activities. Qualitative
impairments are evident by age three, although diagnosis often occurs much later. Since
the manifestation of these impairments changes with age, and varies among individuals,
autism is sometimes conceptualized as a spectrum. Prevalence is estimated at 4-10 per 10
000, according to the breadth of definition used. Males outnumber females by 3 to 1, and
among high-functioning individuals by at least 5 to 1. The disorder is accompanied by
general developmental delay/low INTELLIGENCE QUOTIENT (IQ) in perhaps three-
quarters of cases, and by EPILEPSY in at least a third. These facts, among others, have
argued against the PSYCHOGENIC view of autism as caused by ‘refrigerator parenting’,
an outdated view now abandoned in favour of a biological explanation. Indeed, signs of
social peculiarity in parents of children with autism may be results rather than causes of
the child’s disorder, or may be signs of the ‘extended phenotype’ of autism, which
appears to have a significant genetic component. Concordance rates for
MONOZYGOTIC TWINS may be between 30 and 90%, according to the breadth of
definition used, compared with a concordance for DIZYGOTIC TWINS of 0-10%.
Siblings show a risk of autism at least 50 times that of the normal population. Current
research appears to support a multiplicative multilocus model of inheritance. Obstetric
complications, which are common in autism, are thought to be the result, rather than
cause, of the child’s abnormalities.

The brain basis of autism is as yet unclear, with candidate regions including the
CEREBELLUM, LIMBIC SYSTEM and FRONTAL LOBE being actively researched.
In vivo and pathological anatomical studies, biochemical and electrophysiological
investigations have provided some suggestive findings, but results have often remained
unreplicated, and in many cases show abnormalities unlikely to be either specific or
universal to autism. Functional brain imaging investigations have only just begun and
may prove useful. At present there is no specific drug treatment for autism but, in the
absence of a ‘cure’, well-informed education and management achieves significant
improvements.

More progress has been made in understanding the nature of the cognitive deficits in
autism. A challenge here has been to explain why social, communication and imagination
deficits should go together (often referred to as WING’S TRIAD, following
epidemiological work by Wing and Gould which established this co-occurrence), and
why other functions (for instance spatial skills, rote MEMORY) are often intact or even
superior in autism. A currently influential hypothesis is that people with autism lack
THEORY OF MIND—that is, they are unable to represent mental states (see
METAREPRESENTATION), and fail to recognize the thoughts and feelings of those
around them. Children with autism fail to show behaviours which require theory of mind
(understanding deception, or keeping secrets for example), although other social abilities
may be intact (such as attachment to parents). The earliest manifestation of this ‘mind-
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blindness’ may be a lack of pretend play, gaze following and joint attention at 18 months.
The theory-of-mind account of autism has led to progress in early identification of
autism, attempts to teach social insight, and FUNCTIONAL NEUROIMAGING of the
regions normally involved in mental state attribution. Some people with autism,
especially those with ASPERGER’S SYNDROME, who fall at the able end of the
spectrum, do pass tests of theory of mind, though typically they are delayed by many
years and appear to have developed alternative strategies for social insight.

Autism is characterized by a range of non-social symptoms which defy explanation in
terms of theory of mind; motor stereotypies (see STEREOTYPY), obsessive interests,
repetitive behaviours, savant skills (see IDIOT SAVANT), markedly uneven IQ sub-test
profile, fragmented and anomalous perceptual experiences. Failures of inhibition, and a
tendency to perseverate (see PERSEVERATION) as well as difficulties in planning and
monitoring behaviour, have led to the suggestion that impaired EXECUTIVE
FUNCTION (due perhaps to frontal lobe damage) might explain social and non-social
handicaps in autism. The only current theory attempting to explain autistic skills and
preserved abilities is the notion that people with autism have a different information
processing style—referred to as weak ‘CENTRAL COHERENCE’—with a processing
preference for parts over wholes, and an ability to process information piecemeal
independent of context. Research on autism (theory of mind, executive functions and
coherence) has had significant influence on current theories of normal cognition.
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FRANCESCA G.HAPPE

autobiographical memory

Autobiographical memory refers to an individual’s personal memories of the events in his
or her life. Autobiographical memory, in contrast to SEMANTIC MEMORY, is specific
to some earlier time and place. Autobiographical recollection implies mental time travel,
that is, the placing of oneself within some previous episode or, alternatively, as an
observer of a previous episode. Studies of autobiographical recollections of the remote
past document that the general meaning and the general texture of past experiences are
remembered accurately. However, it is not uncommon to have confusions about the
temporal order of events, to have SOURCE AMNESIA, and to commit errors in recalling
specific episodes and events. Finally, autobiographical memory extends back only to
about the age of 3% years to the period of INFANTILE AMNESIA.
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See also: episodic memory
LARRY R.SQUIRE

autocatalysis

A form of catalysis in which the product of a reaction in turn catalyses the reaction that
produced it.

autochthonous

(from Greek, autos: self, chthonos: soil) Something is said to be autochthonous if it is
derived from the place in which it is found.

autocrine

Paracrine release of a chemical (e.g. NEUROTRANSMITTERS or HORMONES)
involves that chemical acting on a cell other than the one which released it. Autocrine
release in volves a chemical being released in a paracrine-like manner, but acting on the
cell that did the releasing.

autografts

Transplantation of cells, organs or tissues back into the same individual that has donated
those tissues. Cells derived from the donor will not suffer immunological rejection, and
autografts avoid the need for IMMUNOSUPPRESSION. Autografts have been used in
developmental studies of organization and regeneration in CORTICAL MAPS, for
instance after rotation of the barrel fields. Easily accessible peripheral cells (such as
fibroblasts) are popular for GENETIC ENGINEERING prior to implantation in the
nervous system. Adrenal autografts have been employed in PARKINSON’S DISEASE,
but with only limited success.
See also: transplantation
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STEPHEN B.DUNNETT

autoimmune disease

see immune system

autokinetic effect

see visual direction

automatic action

For automatic action, see VOLUNTARY. Automaticity is the adjective that refers to an
automatic action.

automatic vs. controlled attention

This refers to the proposed distinction between those attentional processes which are
thought to draw upon central cognitive resources (controlled attention) and those
attentional processes which are thought not to draw upon such resources (AUTOMATIC
ATTENTION). This dichotomy also relates to a more general distinction made in
cognitive psychology between resource-dependent (controlled) and resource independent
(automatic) cognitive processes (Schneider & Shiffrin, 1977). Controlled attentional
processing is deemed to be demanding of attention capacity, serial in nature, amenable to
conscious control and effortful. By contrast, automatic attentional processing is regarded
as demanding little (if any) attentional capacity, being parallel and difficult (if not
impossible) to modify or suppress. Controlled and automatic processes may be
characterized in operational terms: performance on tasks requiring the allocation of
controlled attentional processes should suffer if an individual is required concomitantly to
perform another cognitive task, whereas performance on tasks which are mediated by
automatic attentional processes should show no such impairment. Unfortunately, the
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terms controlled and automatic attention are often used more loosely to refer to
hypothetical constructs which have not been delineated in an experimental manner.
See also: attention
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automatism

A feature of EPILEPSY in which consciousness is absent, but muscle tone and posture
are retained and simple motor acts can be completed without awareness. The duration of
automatism within an epileptic attack can be very variable.

autonomic

(from Greek, autos: self, nomos: law) Self-governing—relating to the actions of the
AUTONOMIC NERVOUS SYSTEM.

autonomic nervous system

(ANS) A component part of the PERIPHERAL NERVOUS SYSTEM, the ANS was
originally considered primarily an effector or motor system, but afferent axons from the
VISCERA and central autonomic pathways were also included as elements of the system.
The term ‘autonomic’ was coined by J.N.Langley (1852-1925) at the turn of the
twentieth century to reflect the reflex nature and relative independence from conscious
control of this component of the nervous system. The ANS exerts largely involuntary
control of the activity of viscera, glands and smooth muscle but CONDITIONING
experiments and BIOFEEDBACK training demonstrate that limited voluntary control can
be achieved over visceral functions. Classically, the ANS consists of two main divisions:
the SYMPATHETIC NERVOUS SYSTEM and the PARASYMPATHETIC NERVOUS
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SYSTEM. A third component known as the ENTERIC NERVOUS SYSTEM is usually
considered separately because of its association with the gastrointestinal tract.

Most viscera and glands receive a dual, functionally reciprocal innervation from the
sympathetic and parasympathetic divisions of the ANS. The sympathetic nervous system
is dominant in situations involving stress (FIGHTOR-FLIGHT situations) while the
parasympathetic system is more active during rest and the conservation and restoration of
energy. The two divisions are tonically active and their actions tend to produce opposite
effects such that a balance exists between them with the relative dominance of one or the
other depending on circumstances. Some organ systems are regulated by only one
division, or are regulated by a complementary rather than an antagonistic relationship.
The ANS is a highly dynamic, continuously active system which affects virtually every
aspect of maintenance of the internal milieu of the body, including adjustments to blood
pressure in response to changing POSTURE, THERMOREGULATION, DIGESTION
and a constellation of major physiological responses to states of EMOTION and PAIN.

The basic organization of the ANS is a two-neuron chain consisting of a
PREGANGLIONIC NEURON in the central nervous system that projects to a
POSTGANGLIONIC NEURON in a peripheral autonomic ganglion. The sympathetic or
thoracolumbar preganglionic neurons are located in the LATERAL HORN and the
intermediomedial nucleus of the thoracic and upper segments of the lumbar SPINAL
CORD (T1-L3). They project via ventral roots to peripheral sympathetic ganglia located
near the vertebral column (paravertebral and cervical ganglia of the sympathetic trunk)
and in neural plexuses of the abdomen (prevertebral sympathetic ganglia). Long
unmyelinated post-ganglionic sympathetic axons then project to the eyes, lacrimal glands,
salivary glands, mucous membranes of the head, and to the respiratory, cardiovascular,
digestive, urinary and reproductive systems. Sympathetic axons are closely associated
with blood vessels which they also innervate, having a vasoconstrictor function.
Sympathetic axons in the skin innervate blood vessels, sweat glands and the arrector pili
smooth muscle of hair follicles.

Parasympathetic or craniosacral preganglionic neurons are found in the brainstem and
sacral spinal cord (S2-S4). Parasympathetic ganglia are found in or near the target
organs. Brainstem preganglionic axons leave the brain via four CRANIAL NERVES
(third, seventh, ninth and tenth) and project long, myelinated axons to autonomic ganglia
in the head. Short, unmyelinated postganglionic axons innervate the eyes, lacrimal
glands, salivary glands and mucous membranes. The tenth cranial nerve (the VAGUS
NERVE) projects to autonomic ganglia closely associated with the respiratory system,
heart, gastrointestinal tract, liver and kidneys.

ACETYLCHOLINE is the neurotransmitter for pre- and postganglionic
parasympathetic neurons and for postganglionic sympathetic neurons innervating sweat
glands, while NORADRENALINE is the transmitter for all other postganglionic
sympathetic neurons. In addition, many neurons of the sympathetic division of the ANS
have one or more NEUROPEPTIDES colocalized with their classical neurotransmitters.

Afferent information from the viscera and blood vessels is carried to the spinal cord by
axons that travel in autonomic nerves of the viscera, in somatic nerves and in the
GLOSSOPHARYNGEAL NERVE and vagus nerve to modulate visceral reflexes and to
be relayed to higher levels of the NEURAXIS. Most of the detailed incoming information
regarding the state of the viscera is not consciously perceived. Visceral sensations of
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fullness, motility and pain can be appreciated but not with the precise localization
characteristic of somatic sensation. Visceral and somatic pain are among the most
powerful activators of the ANS.

Ascending and descending central autonomic neural pathways integrate autonomic,
ENDOCRINE and behavioural responses against a background of HOMEOSTATIC and
non-homeostatic mechanisms and ongoing MOTIVATION and EMOTION. Central
autonomic pathways are characterized by reciprocal connections and redundancy. The
NUCLEUS OF THE SOLITARY TRACT and the PARABRACHIAL NUCLEI of the
PONS, nuclei that receive afferent visceral information either directly or indirectly from
the cranial nerves or spinal cord, are the main ascending waystations of central autonomic
pathways. Ascending projections also relay visceral afferent information to the
HYPOTHALAMUS, LIMBIC SYSTEM and CEREBRAL CORTEX (insular and
prefrontal). Important descending central autonomic pathways arise from the cerebral
cortex, AMYGDALA, hypothalamus and periaqueductal GREY MATTER to act upon
autonomic centres and preganglionic neurons of the BRAINSTEM and spinal cord.

DAVID A.HOPKINS

autopsy

(from Greek, autos: self, opsis: sight) a POST MORTEM examination of a body.

autoradiogram

The output of autoradiography; see AUTORADIOGRAPHY.

autoradiography

An anatomical technique to localize radiolabelled markers in tissue sections (see
RADIOLABEL). Radioisotopes may include *H, ¥P, *S or '®I. These markers are
visualized either by laying X-ray film over histologically processed sections on slides
(see HISTOLOGY), or by coating such slides with a photographic emulsion which
provides better cellular resolution. Following exposure, the film or slides are developed
as in photography, visualizing the labels as dark silver grains. For RECEPTOR
BINDING autoradiography, a radioactive label is tagged to a LIGAND of interest. For IN
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SITU HYBRIDIZATION, complementary DNA, RNA or oligonucleotide probes are
tagged with a radioisotope.
KAZUE SEMBA

autoreceptor

Autoreceptors are the receptors on terminals, soma or dendrites of a NEURON that bind
the NEUROTRANSMITTERS released by the same neuron. The function of
autoreceptors is best studied in monoamine neurons such as DOPAMINE neurons.
Autoreceptors are usually inhibitory, and the activation of autoreceptors at the soma
results in HYPERPOLARIZATION , while the activation of autoreceptors at terminals
usually results in a decrease in transmitter release. Antagonism at autoreceptors is an
effective way of modulating neurotransmission, and autoreceptors are considered to be
sites of interest for pharmacological interventions in movement and AFFECTIVE
DISORDERS.
See also: heteroceptors
KAZUE SEMBA

autoshaping

The approach to or avoidance of a stimulus which, by PAVLOVIAN CONDITIONING,
reliably predicts a positive or negative event. For example, pigeons will approach and
peck at a disc when it is illuminated (CONDITIONED STIMULUS) just prior to delivery
of grain (UNCONDITIONED STIMULUS), but they will avoid the same stimulus if it
predicts non-delivery of grain. Autoshaping may be an innate tracking response linked to
survival mechanisms, although Pavlovian theory explains it in terms of stimulus
substitution: pigeons appear to ‘eat’ the conditioned stimulus when it predicts food, and
‘drink’ it when it predicts water.

WENDY L.INGLIS
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autosomal chromosome

A chromosome which is not a sex (X or Y) chromosome. In DIPLOID organisms, there
are two of each autosomal chromosome, and two sex chromosomes.
FIONA M.INGLIS

autosomal dominant/recessive

A term describing an ALLELE of a GENE found on an AUTOSOMAL
CHROMOSOME. Because there are two of each autosomal chromosome per cell, a
dominant allele will mask a recessive allele, so that the dominant characteristic will be
observed in the organism. If both alleles are recessive, then the recessive trait will be
observed.

FIONA M.INGLIS

autosomal recessive

see autosomal dominant/ recessive

autosome

see cell division

autostereogram

see autostereopsis
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autostereopsis

Any means of presenting the BINOCULAR DISPARITY information for stereoscopic
DEPTH PERCEPTION to the viewer without the use of a viewing device such as a
stereoscope or image-separating spectacles. The most widespread form of autostereopsis
is the lenticular screen of stereoscopic postcards in which two (or more) different images
are projected into space for different viewing angles by local refraction at each lenticular
cylinder in the screen. A more recent technique is the AUTOSTEREOGRAM, a type of
printed image developed by C.W.Tyler from the RANDOM-DOT STEREOGRAM by
encoding the information required for both eyes in a single image, from which the
binocular disparity information is read out by viewing the image with a small
convergence or divergence of the eyes.

Reference

Tyler C.W. (1983) Sensory processing of binocular disparity. In Vergence Eye Movements: Basic
and Clinical Aspects, ed. C.M.Schor and K.J.Cuiffreda, pp. 199-295, Butterworth: Boston MA.
CHRISTOPHER TYLER

aversive conditioning

Aversive conditioning is a CONDITIONING process that involves aversive, as opposed
to appetitive stimuli. Aversive conditioning can be employed in a CLASSICAL
CONDITIONING paradigm, or an INSTRUMENTAL CONDITIONING paradigm.
Aversive instrumental conditioning can include ACTIVE AVOIDANCE, PASSIVE
AVOIDANCE or PUNISHMENT procedures.

JOHN D.SALAMONE

aversive stimulus

see negative reinforcer
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avoidance learning

see active avoidance; animal models of anxiety; passive avoidance

avolition

A lack of will, energy and interest; it describes a condition in DEPRESSION and is one
of the NEGATIVE SYMPTOMS of SCHIZOPHRENIA.

axial

About an axis; so for example, the term axial symptoms would refer to deviations in
POSTURE or behaviour about an axis. ROTATION could be described as movement
about an axis; similarly, BARREL ROLLING occurs about a rat’s long axis.

See also: transplantation

axoaxonic

A term describing a synaptic connection between two axons; see SYNAPSE.

axodendritic

A term describing a synaptic connection between an axon and a dendrite; see SYNAPSE.
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axolemma

see membrane

axon

The axon is the process of a NEURON whose function is to conduct action potentials.
Unlike a DENDRITE, a neuron usually has only one axon. Axons can be myelinated (see
MYELIN) or unmyelinated, and myelinated axons can conduct action potentials faster
than unmyelinated axons due to SALTATORY CONDUCTION which allows action
potentials to jump between the NODES OF RANVIER, The axon emerges from either
the soma or a PROXIMAL DENDRITE. In humans, the longest axons can approach 1 m
in length, as in the cases of MOTOR NEURONS that innervate the foot, or cortical
PYRAMIDAL NEURONS that form the CORTICOSPINAL TRACT.
See also: action potential
KAZUE SEMBA

axon guidance

The process by which a developing AXON locates its target; see GROWTH CONE;
NEURODEVELOPMENT.

axon hillock

Ssee neuron

axon terminal

An axon terminal is the typical presynaptic element of a SYNAPSE; also known as axon
bulb, knob or bouton, or (more loosely) a SYNAPTIC TERMINAL.
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See also: telodendria

axonal transport

see axoplasm; cytoskeleton

axoplasm

Axoplasm is cytoplasm but contained within an AXON. Axoplasm is not still: transport
of various chemicals occurs, often in distinct channels formed within the neuronal
CYTOSKELETON. Because there are channels available, axoplasm may be moving
from soma to synaptic terminals in one channel and in reverse in another channel within
the same axon. This process is known as AXOPLASMIC TRANSPORT.

axoplasmic transport

see cytoskeleton

axosomatic

A term describing a synaptic connection between an axon and a soma; see SYNAPSE.

axotomy

Destruction or cutting of an AXON; it can be achieved experimentally by, for example, a
KNIFE CUT LESION.



B cells

see immune system

B-HT920

An alpha 2 noradrenaline receptor AGONIST; see ADRENOCEPTORS.

Babinski reflex

(Babinski response, Babinski sign) ‘Upgoing toe’—normally, stimulation of the sole of
the foot produces downward toe-curling, but such stimulation in adult patients with
damage in the CORTICOSPINAL TRACT produces upward curling (the same reaction
as is produced in children less than 12 months old, in whom the corticospinal tracts are
not fully mature).

backpropagation

A method of training neural nets to produce correct answers. In SUPERVISED
LEARNING, the difference between the output of the net and an externally specified
target output, termed the error, is used to adjust the weights on the NETWORK NODES.
The DELTA RULE is a procedure for computing the desired change for weights on to
nodes in the net’s output layer. If the net has one or more hidden layers, the delta rule
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needs to be generalized: the error signal must be propagated back to the hidden layer so
the weights from the input layer can be altered correctly.
PAUL DEAN

backward conditioning

A Pavlovian CONDITIONING procedure in which the UNCONDITIONED STIMULUS
(US) precedes the CONDITIONED STIMULUS (CS)—the reverse of the sequence in
DELAY CONDITIONING. It is sometimes used as a control condition for the
assessment of Pavlovian conditioning: it matches subjects for experience of the CS and
US but does not usually generate conditioned responding. Backward conditioning is,
however, perhaps an unwise control treatment: under some circumstances (for example,
when very few pairings are given) it can produce conditioned responding, and with more
extended training it can produce CONDITIONED INHIBITION.
See also: trace conditioning
JASPER WARD-ROBINSON

baclofen

The most widely used ANTAGONIST at the GABA-B receptor.

bag cell

A type of neuron found in APLYSIA. Bag cells contain several NEUROPEPTIDES
(known as bag cell peptides) and engage in complex neurosecretory processes during a
burst of activity lasting about 20 minutes at the start of egg laying.

Reference

Pulst S.-M., Gusman D. & Mayeri E. (1988) Immunostaining for peptides of the egg-laying
hormone/bag cell peptide precursor protein in the head ganglia of Aplysia. Neuroscience
27:363-371.
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bait shyness

A reluctance of an animal to take the bait, usually food. Bait shyness might be the
product of FOOD AVERSION LEARNING, although other forms of LEARNING can
also be involved, as can SPATIAL MEMORY: food placed in a spatial location
associated with NEGATIVE REINFORCEMENT will almost certainly be avoided.

balance

The sense of balance is unusual in that there is little or no conscious awareness involved
in the detection of imbalance or the correction of it. It is however a critical sense: unless
the body is properly balanced, movement cannot occur. The lack of awareness can be
considered a mark of the importance of this sense, and of the speed with which it is
adjusted. Balance is a principal function of the VESTIBULAR SYSTEM.

See also: vestibular complex

Balint’s syndrome

A syndrome, first described by Rezsd Balint (1874-1929) in 1909, which follows
bilateral damage to the parieto-occipital region of the CEREBRAL CORTEX. Balint’s
syndrome includes OPTIC ATAXIA (a difficulty in reaching for an object, even though it
might be correctly identified and located in space); OCULAR APRAXIA (poor visual
scanning in which the patient’s eyes will wander off-target); and SIMULTAGNOSIA (a
problem detecting more than one object at a time).

See also: ataxia

ballism (also known as ballismus)

A form of MOVEMENT DEFICIT in which large, uncontrolled movements of the limbs
occurs; see HEMIBALLISMUS.
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ballistic

(from Greek, ballein: to throw) A ballistic movement is one that, once initiated, cannot
be interrupted or re-programmed; it is unaffected by feedback. A SACCADE is an
example of a ballistic movement.

See also: closed loop, open loop; hemiballismus; servomechanism

band of Gennari

see striate cortex

barbiturates

A group of SEDATIVE drugs with similar chemical structure. The barbiturates comprise
a class of compounds that are chemically derived from barbituric acid, which was first
synthesized in 1864. All of these compounds (examples of which are
PENTOBARBITAL, PHENOBARBITAL and THIOPENTAL) are potent sedative-
HYPNOTIC (calming and sleepinducing) drugs. In medicine these drugs have been used
extensively as intravenous  general ANAESTHETICS, and also as
ANTICONVULSANTS. Considerable differences exist between differ ent types of
barbiturates (with slightly varying chemical structure) with regard to onset and duration
of action. For example, with thiopental the patient may fall asleep within seconds of
infusion, and wake up five minutes later. Pentobarbital on the other hand induces sleep
within five minutes of administration and has effects which last for up to sixty minutes.
Before the development of the BENZODIAZEPINE drugs, barbiturates were also used to
treat ANXIETY and INSOMNIA. However, their narrow THERAPEUTIC INDEX
renders them quite dangerous, and much safer drugs are now used for these purposes.
Barbiturates also have high ABUSE POTENTIAL, and chronic use can result in physical
dependence. It is believed that barbiturates increase inhibitory mechanisms of the brain
by enhancing NEUROTRANSMISSION at inhibitory GABA RECEPTORS, and
generally suppress neuronal excitability.

ANN E.KELLEY
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bare nerve ending

The same as a FREE NERVE ENDING.

bariatric surgery

Surgical interventions for the treatment of OBESITY. Old techniques, such as the
insertion of a GASTRIC BALLOON or GASTRIC STAPLING are not favoured any
longer, but various forms of intestinal bypass surgery are used to help individuals reduce
BODY WEIGHT. The most common is the ROUX-EN-Y GASTRIC BY-PASS. The
STOMACH is separated into two portions: the lower part and the upper portion of the
small intestine is by-passed, the upper part of the stomach (some 30% of the total
volume) being connected directly to the lower portion of the small intestine. Then
procedure produces a reduction in food intake and changes in eating patterns. It is a
radical inter-vention used only for the most pressing cases.

baroreceptor

see osmoregulation

barrel cortex

The BARREL CORTEX is a region of SOMATOSENSORY CORTEX in mice and rats
that contains discrete groups of multicellular units, or barrel cells, each of which receives
innervation from a single hair or VIBRISSAE on the contralateral face. Mechanical
stimulation of a single whisker leads to local DEPOLARIZATION of the cells within this
unit, which can be detected electrophysiologically. Cortical barrels are arranged
topographically, resulting in a SOMATOTOPIC map of vibrissal cortical innervation.
These barrels are arranged in columns running throughout the depth of the cortex, and
thus receive information from, and send impulses to, other cortical and subcortical
structures such as the THALAMUS. Cortical barrels are therefore considered
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computational units which transform vibrissal information and distribute it to various
somatosensory processing areas of the brain. Cortical barrels have been studied
extensively because of the ease with which single barrels may be excited through whisker
stimulation.
See also: cortical columns and hypercolumns
FIONA M.INGLIS

barrel rolling

An abnormal behaviour shown by rats, usually as part of range of CONVULSIONS and
SEIZURES seen following administration of EXCITOTOXINS. Barrel rolling involves a
rat rolling about its long axis (that is, the axis between the nose and tail). Episodes are
relatively rare and, when they do occur following excitotoxin administration, never
persist for more than approximately 2 hours, during the immediate recovery period.

Barrington’s nucleus

see micturition

basal

Towards the base. For instance, the BASAL FOREBRAIN includes tissue in the
forebrain towards the base of the brain.

basal cells

Cells towards the base (that is, basal) of the olfactory epithelium which can act as STEM
CELLS, providing replacement receptor molecules; see OLFACTION.
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basal dendrite

see apical dendrite

basal forebrain

The ventral part of the FOREBRAIN. In a narrower definition, it refers to the areas of the
ventral forebrain that contain CHOLINERGIC neurons. These areas include the medial
septum (see SEPTAL NUCLEI), vertical and horizontal limb nuclei of the DIAGONAL
BAND OF BROCA, VENTRAL PALLIDUM, magnocellular PREOPTIC AREA,
substantia innominata and NUCLEUS BASALIS OF MEYNERT. Cholinergic neurons
are distributed in a continuum across these regions. In a wider definition, the basal
forebrain refers to the entire ventral aspect of the forebrain, including the basal forebrain
as above, as well as the ventral STRIATUM, septal nuclei, preoptic areas and anterior
HYPOTHALAMUS.

KAZUE SEMBA

basal ganglia

The basal ganglia, or basal nuclei, are SUBCORTICAL grey masses lateral to the
THALAMUS in the basal parts of CEREBRAL HEMISPHERES. In the strict sense, they
include the CORPUS STRIATUM, the CLAUSTRUM and the amygdaloid nuclear
complex (see AMYGDALA). However, common usage tends not to group the amygdala
with the basal ganglia and instead includes the diencephalic SUBTHALAMIC
NUCLEUS and mesencephalic SUBSTANTIA NIGRA within a functional and
connectional, rather than a topographical, definition. The corpus striatum is divided
traditionally into the CAUDATE NUCLEUS and LENTIFORM NUCLEUS, the latter
itself being divided into the medial GLOBUS PALLIDUS (or pallidum/dorsal pallidum)
and a more laterally placed PUTAMEN. This topographical delineation is also
misleading. The caudate nucleus and putamen are in fact the same structure, being only
separated in primate species by the large size of the INTERNAL CAPSULE, which
artificially separates them into two separately named ‘nuclei’. The caudate and putamen
are often grouped together as the dorsal STRIATUM, to distinguish them from the
ventral striatum which is largely comprised of the NUCLEUS ACCUMBENS and
underlying OLFACTORY TUBERCLE.

The basal ganglia are interpolated within what is generally referred to as cortico-
striatopallido-thalamo-cortical loop circuitry (see CORTICOSTRIATAL LOOPS). The
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major AFFERENTS to the basal ganglia are from widespread areas of the CEREBRAL
CORTEX and they arrive in the striatum in a topographically ordered pattern. The
striatum receives two other major sources of afferents, namely a DOPAMINERGIC input
from the midbrain (substantia nigra pars compacta which innervates the dorsal striatum;
more medial dopaminergic neurons of the ventral tegmental area which innervate the
ventral striatum) and the midline and intralaminar thalamic nuclei (so-called non-specific
thalamic nuclei; see THALAMUS). EFFERENTS from the striatum reach various parts
of the globus pallidus, which in turn projects to the thalamus (ventral anterior and medial
dorsal nuclei) and then back to the FRONTAL and PREFRONTAL CORTEX, hence
partially closing a cortico-cortical loop. In fact, discrete areas of the cortex have quite
specific connections with sub-regions of the striatum, pallidum, thalamus and frontal
lobes and this has been interpreted to indicate the existence of several anatomically
segregated cortico-striato-pallido-thalamo-cortical loops with different motor, cognitive
and affective functions. Diseases of the basal ganglia are associated with motor disorders
and disturbances in cognitive processes. For example PARKINSON’S DISEASE is
characterized by degeneration of the midbrain DOPAMINE neurons and hence dopamine
depletion of the striatum, giving rise to difficulties in initiating movement
(BRADYKINESIA or AKINESIA). Huntington’s disease is an inherited disorder
associated with degeneration of striatal neurons and is associated with CHOREA
(involuntary movements, especially of the limbs) and also with a progressive
DEMENTIA.

BARRY JEVERITT

basal lamina

A basal lamina is simply a layer (LAMINA, plural, LAMINAE) at the base (BASAL) of
something. It may be a layer of MEMBRANE on an individual CELL or it may be a layer
at the base of a structure. The OLFACTORY EPITHELIUM for example is described as
having a BASAL LAMINA, i.e. the side of the olfactory epithelium on the inside,
furthest from the edge exposed to odorant molecules; see OLFACTION.

basal metabolic rate

see metabolic rate
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base

In biology and chemistry, a base is the opposite of an ACID: it is a substance that
decreases the hydrogen ION (H") content of a solution. This can be achieved by different
mechanisms. The principal ones are by dilution: sodium hydroxide (NaOH) for example
dissociates in solution into SODIUM ions (Na") and hydroxide ions (OH?). The
hydroxide ions can combine with hydrogen ions to form water (H,O). Alternatively,
hydrogen ions can be scavenged. Ammonia (NHs) for example can attract hydrogen ions
in solution, combining with them to form ammonium ions (NH,). An alternative name for
a base is an ALKALLI.
See also: pH

Reference

Campbell N.A., Reece J.B. & Mitchell L.G. (1999) Biology, 5th edn, Addison-Wesley: Menlo Park
CA.

baseline

The phrase ON THE BASELINE relates to STEADY STATE responding. Animals
‘responding on the baseline” will show a constant level of performance (the baseline) on
small FIXED RATIO SCHEDULES that provide just enough REINFORCEMENT to
maintain responding. ‘Responding off the baseline’ refers to either a decrease or an
increase in responding brought about by a stimulus of some sort—for example, drug
administration. Removal of the stimulus will lead to a return to responding on the
baseline.

basilar artery

see blood
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basilar membrane

The human basilar membrane is 35 mm long and located in the inner ear. It distributes
sound frequencies via a travelling displacement wave to the HAIR CELLS which activate
the AUDITORY NERVE fibres. The basilar membrane has a constant mass per unit
length and an exponentially decreasing stiffness from base to apex. It manifests
frequency tuning TONOTOPIC REPRESENTATION with high frequencies (20000 Hz)
activating the membrane near the STAPES and lower frequencies also progressively
towards the apex (tuned to 200 Hz). Lower frequencies activate similar parts as 200 Hz;
however their PITCH is determined by periodicity rather than place of activation.

JOS J.EGGERMONT

basis pedunculi

see cerebral peduncles

basket cells

These are NON-PYRAMIDAL NEURONS, found in the CEREBRAL CORTEX,

HIPPOCAMPUS (see HILAR CELLS) and the cerebellum (see CEREBELLUM—

ANATOMICAL ORGANIZATION) which function as INTERNEURONS. They are

called basket cells (or basket neurons) because they make so many synaptic connections

that they appear to surround—to make a basket for—the neurons they make contact with.
See also: stellate cells

basophil

see immune system
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Batani transection

see cerveau isolé

batswing tremor

see tremor

Bayesian statistics

Bayesian statistics are named after the Reverend Thomas Bayes (1702-1761), a
Nonconformist minister who, following his ordination, worked first in London then later
in Kent. Bayes’ theorem has become a valuable statistical tool. Its importance is in its
ability to make probabilistic inferences about the incidence of mutually exclusive, non-
repeatable events. The theorem has various expressions, each involving conditional
probabilities, written in the form P(A\B), the probability (P) of A given B. It can be
expressed, for example, as:

F{A\B)*P(B) = P{B\A)*F (A)

in which P(A) and P(B) are the unconditional, a priori probabilities of A and B. Bayesian
statistics have been widely used in studies concerned with DECISION-MAKING.

beacon homing

see navigation
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Beck depression inventory

A common questionnaire (see QUESTIONNAIRE STUDIES) for the analysis of
DEPRESSION, developed by Aaron T. Beck. It features 21 groups of statements:
individuals are asked to isolate the one which most closely describes their feelings over
the previous week. For example, Question 1 asks individuals to choose between | do not
feel sad (score 0); | feel sad (1); | am sad all the time and | can't snap out of it (2); or I am
so sad or unhappy that | can’t stand it (3). Higher scores are indicative of depression.

bed nucleus

A nucleus (see NUCLEUS definition ii) can be called a bed nucleus if it provides support
for some other anatomical feature, usually a FIBRE pathway. For example, the BED
NUCLEUS OF THE STRIA TERMINALLIS has a supporting position with respect to the
STRIA TERMINALIS. Similarly, the LATERAL HYPOTHALAMUS has been
described as being a bed nucleus for the MEDIAL FOREBRAIN BUNDLE. On the other
hand, the ENTOPEDUNCULAR NUCLEUS, even though embedded in the CEREBRAL
PEDUNCLES, is not described as a bed nucleus. The bed in bed nucleus refers to
support, not embedding.

bed nucleus of the stria terminalis

A BED NUCLEUS of the STRIA TERMINALIS known as the bed nucleus of the stria
terminalis. It lies below the stria terminalis in its more anterior portion, is relatively large
(in the rodent brain) and can be subdivided into a number of discrete sub-nuclei. It has
received attention for two reasons recently. First, the anatomical position it occupies has
been debated. It was included in early descriptions of the VENTRAL STRIATUM and
has more recently been accommodated within the EXTENDED AMYGDALA. Second, it
appears to have a function with respect to SEX DIFFERENCES. It is believed to be
larger in males than in females. Surprisingly, it has been claimed that in male
transsexuals, the bed nucleus of the stria terminalis is smaller than that which is normal
for a male, being instead closer to the size of the average female bed nucleus of the stria
terminalis.
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Reference

Zhou J.N., Hofman M.A., Gooren L.J.G. & Swaab D.F. (1995) A sex difference in the human brain
and its relation to trans-sexuality. Nature 378: 68-70.

bedwetting

see nocturnal enuresis

behaviour analysis

An approach to understanding behaviour originally based on the OPERANT
CONDITIONING approach initiated by B.F.Skinner (1904-1990). Unlike BEHAVIOUR
THERAPY, behaviour analysis is based on an understanding of the functional relations
into which behaviours enter with the environment. This involves understanding proximal
and distal antecedents for behaviour, and the consequences of behaviour. Antecedents
may be general setting events—for example the presence of an audience without which a
speaker would not deliver a lecture—or specific DISCRIMINATIVE CUES.
Consequences which are reinforcing (see REINFORCEMENT) ensure that the behaviour
increases in frequency and/ or is maintained in the presence of appropriate antecedents.
Consequences which are punishing (see PUNISHMENT) result in a decrease in the
frequency of the behaviour and/or the behaviour being at low probability in the presence
of specific antecedents.

Behaviour analysis encompasses the experimental analysis of behaviour, which
follows closely in the Skinnerian tradition, utilizing strict experimental control, often in
laboratory settings using OPERANT CHAMBERS such as the SKINNER BOX. Since
the 1970s there has been a decrease in the use of non-human animals, such as rats and
pigeons, as experimental subjects, although the hallmark of the field is still its adherence
to rigorous control of experimental variables, and the use of specific, single-subject
research designs. Behaviour analysis also embraces applied behaviour analysis which
involves clinical and other applications in real-world settings. These have included
interventions with people with MENTAL RETARDATION, PSYCHOSIS, patients with
cancer, head injury and burns, and many other clinical problems. People in industry, sport
and the police have used behaviour analysis to improve their efficiency and effectiveness.
Education settings, too, have often provided a forum for behaviour analytic interventions.
Since the 1980s there has been an increase in community interventions, helping drivers
and pedestrians, smokers, televisions viewers and consumers, among others.

Also in the 1980s attention began to be turned to forging relationships with other areas
of psychology which had traditionally not been considered the province of behaviour
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analysis. Building on Skinner’s early work behaviour analysts began to explore topics
such as PERCEPTION and cognition. Those working in ARTIFICIAL INTELLIGENCE
have used computer models to understand human functioning, and behaviour analysts
challenged this in exploring the distinction between rule-governed and
CONTINGENCY-shaped behaviour. Their argument is that much of human functioning,
particularly cognition, is not rule-governed in the way we understand computers to work,
but is shaped and selected by the environment just as other biological functions are. This
puts behaviour analysis firmly within the sphere of the biological sciences, explaining the
operant conditioning process (which is at the basis of behaviour analysis) as an example
of variation and natural selection. In the brain sciences the same approach, together with
a rejection of procedural computer models (see PROCEDURAL LEARNING), is to be
found in NEURAL DARWINISM.

In the 1990s behaviour analysis began to be described as part of a broader philosophy
of contextualism, which is the view that all phenomena can be understood only if one
analyses the current circumstances—the context—under which they occur. This does not
deny that people have experiences in the past which influence their current behaviour, but
somehow these past influences must have an effect upon the current state of the
organism. One leading behaviour analyst has described context as ‘just another word for
contingencies of reinforcement, survival and cultural evolution. Contingencies describe
the functional relationships of behaviour to the events in space and time that precede and
follow the behaviour, in the lifetime of the individual (reinforcement), in the lifetime of
species (survival), or in the lifetime of a cultural group (cultural evolution)’ (Hayes,
1987).

Part of the context which must be understood when conducting a behaviour analysis is
the physiology of the organism. Although earlier neural modelling based on simple
procedural computer models was rejected by behaviour analysts, they have welcomed
and embraced CONNECTIONISM and NEURAL NETWORKS models, since these are
biologically inspired approaches to learning as opposed to machine (computer)
approaches. Behaviour analysts are also interested in using their approach to understand,
and even design, communities. Skinner published a highly influential novel in 1948,
Walden Two, which described a community designed and administered according to
behaviourist principles, and since then many have tried to use the approach to help people
to achieve more valued life-styles. Community design of this type is especially relevant
in fields such as mental retardation.

Reference

Hayes S.C. (1987) A contextual approach to therapeutic change. In Psychotherapists in Clinical
Practice: Cognitive and Behavioural Perspectives, ed. N.Jacobson, Guilford Press: New York.
CHRIS CULLEN
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behaviour therapy

An approach to maladaptive or unwanted behaviour which is based on CLASSICAL
CONDITIONING procedures. The term was initially coined by B.F.Skinner (1904-1990)
and Ogden Lindsley in 1954 to describe approaches based on behaviourist learning
theory. Its use then became widely promoted by the British psychologist H.J. Eysenck
(1916-1997) in the 1960s. Behaviour therapy has followed a path somewhat different to
that of BEHAVIOUR ANALYSIS, which is based on OPERANT CONDITIONING.

During its first 20 years behaviour therapy was an approach in opposition to
psychoanalysis and psychotherapy, focusing directly on maladaptive behaviour rather
than on assumed disease processes, personality structures or unconscious conflict.
Treatment goals were defined explicitly and related to observable behaviour which could
be easily measured. Behaviour therapists tended to deal with neurotic and emotional
disorders (see NEUROSIS), rather than PSYCHOSIS, considering that habits which had
been acquired by LEARNING should logically be treated by methods based on learning
principles. Examples of problems treated by behaviour therapy are PHOBIA,
REACTIVE DISORDERS such as DEPRESSION, OBSESSIVE COMPULSIVE
DISORDER, sexual dysfunction, deviant SEXUAL BEHAVIOUR and marital problems.
Typical procedures used by early behaviour therapists include the reduction of
ANXIETY by relaxation procedures; encouraging people to imitate the therapist in order
to learn new behaviours (modelling); flooding, which involves exposing people to their
anxiety-evoking situations and instructing them not to escape, or even preventing them
from doing so; aversion techniques (which quickly slipped out of favour) which involved
exposing a person to circumstances likely to elicit the maladaptive response and then
punishing the response, often using electric shock or other noxious stimuli (see
AVERSIVE CONDITIONING). Of these, the commonest were probably relaxation
procedures, designed to reduce or eliminate the anxiety which often accompanies
presenting problems. Also often used were exposure therapies in which the patient would
be encouraged to experience the situations which made them anxious. This could be
accomplished gradually by procedures such as systematic DESENSITIZATION, or
abruptly as in flooding. The confrontation would be either with the real events or stimuli
(in vivo) or by getting the person to imagine them. In general it was found that the in vivo
and flooding procedures were more effective.

In the 1970s it became clear that many of these relatively simple and crude behaviour
therapy techniques did not, on their own, lead to lasting cures for people, and other
psychological approaches and concepts became incorporated into behaviour therapy. One
of the pioneers of behaviour therapy, Arnold A. Lazarus (1932-), was among the first to
broaden the conceptual basis of behaviour therapy by introducing the notion of multi-
modal behaviour therapy. He argued that direct intervention across a number of distinct
but interrelated modalities is necessary in order to achieve lasting change. These
modalities were behaviour, AFFECT, SENSATION, IMAGERY, cognition,
interpersonal relationships and medication. This moved behaviour therapy somewhat
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away from earlier formulations which emphasized the direct treatment of presenting
behavioural problems.

A related addition to the behaviour therapy paradigm has been the inclusion of
cognitive approaches such as rational emotive therapy, and this led, by the mid 1980s, to
the almost universal replacement of standard behaviour therapy procedures in clinical
practice initially by cognitive-behavioural therapy and then later by what has become
known as COGNITIVE THERAPY. The reason that behaviour therapy has been largely
supplanted by cognitive therapy is because of a perception that traditional behaviour
therapy did not get to the root of people’s problems, but dealt only with their symptoms.
One of the originators of behaviour therapy, Joseph Wolpe (1915-1997), has blamed
what he describes as the derailment of behaviour therapy on an excessive adherence to
exposure therapies which had no real basis in classical conditioning theory, but appeared
to be based on the notion that all that was required was that patients should get used to
the stimuli which evoked anxiety. However, notwithstanding such calls to return to
earlier modes of theory and practice, behaviour therapy has evolved and developed into
an approach which has much in common with cognitive therapy and behaviour analysis,
adopting a broadened more integrative position, incorporating a wide range of clinical
procedures.

CHRIS CULLEN

behavioural assay

The use of behaviour to measure physiological or other variables. For example, the
degree of DOPAMINE depletion in the STRIATUM following a unilateral 6-
HYDROXYDOPAMINE lesion can be measured by the amount of ROTATION an
animal displays in response to AMPHETAMINE administration

behavioural checklist

A list of categories of behaviour used for scoring the frequency of behaviour over time.
There are constraints on behaviour in OPERANT tasks, whether in automatic chambers
such as the SKINNER BOX or NINE-HOLE BOX, or in a MAZE. The behaviour of
interest (for example, see NOSE POKE vs. LEVER PRESS) is highly predictable, the
tasks being arranged to maximize the frequency of that behaviour, in order to record
some property of it—choice or latency for example. The measurement of spontaneous
behaviour, either in field studies (see ETHOLOGY) or in the laboratory is more complex.
Measurement of specific acts such as food intake or liquid consumption is relatively
straightforward: one measures for instance the volume of intake, latency to begin, number
and duration of bouts. Similarly, certain relatively predictable activities with species-
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typical features (such as SEXUAL BEHAVIOUR) are straightforward to categorize in
terms of the elements that make up that activity. The continuous stream of behaviour an
animal emits is more difficult to capture. Behaviour can be recorded on video tape, to
avoid missing some important feature, but the scoring of the activity remains
problematic. Three different approaches have been used: one is to adopt a system for
scoring movement itself, typically in terms of an animal’s body position at a series of
time points (see ESHKOL-WACHMAN NOTATION). This is both difficult and rather
reductionist (see REDUCTIONISM), scoring behaviour only as movement. An
alternative is to measure the temporal patterning of behaviour (see THEME ANALYSIS),
an approach that yields considerable information about the patterning of behaviour.
However, the most common way for assessing the stream of activity is to measure the
frequency with which identified categories of behaviour appear, using a behavioural
checklist. This is a simple device, that can be accomplished with either paper and pencil,
or by using a computer to record observations. Behaviour is divided into a number of
categories (for example, LOCOMOTION, forepaw GROOMING, licking and so on) and
behaviour observed for a specific period of time at regular intervals (for example, for 10
seconds every 2 minutes). If an activity occurs, and fits specified criteria (for example,
licking for more than 3 seconds) its appearance is recorded. An objective picture of an
animal’s activity over time is generated and can be statistically analysed. Such an
approach has considerable analytic power, though it has been criticized for its reliance on
predetermined categorization of behaviour. It has been used for example to examine
systematically the different effects of drugs that stimulate activity of DOPAMINE (see
Fray et al., 1980; these authors provide a carefully designed behavioural checklist which
can be adapted for a variety of uses by modifying the categories of behaviour measured).
See also: Creese-lversen scale

Reference
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VERITY J.BROWN AND PHILIP WINN

behavioural economics

General term used to cover the processes animals use to get the most effective return on
their time and ENERGY expenditure; for examples, see COST-BENEFIT ANALYSIS;
MATCHING LAW; OPTIMAL FORAGING THEORY; SCHEDULES OF
REINFORCEMENT; UTILITY.
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behavioural inhibition

The active suppression of behaviour (as opposed to FORGETTING to do something, or
just doing nothing for example).

See also: behavioural inhibition system; cognitive inhibition; response competition;
supervisory attentional system

behavioural inhibition system

A functional term devised by Jeffrey Gray to describe the operations of a brain system
important in the generation of ANXIETY. The function of the system is to inhibit current
behaviour and to increase ATTENTION and AROUSAL following presentation of novel
stimuli, or stimuli predictive of PUNISHMENT or absence of REWARD. It was
suggested to work essentially as a comparator; examining incoming sensory information
in relation to expectations, the behavioural inhibition system being activated when a
mismatch between expectation and input occurred, or when input suggested some
aversive event was likely. The anatomical system mediating this Grey suggested included
the SEPTOHIPPOCAMPAL SYSTEM, PAPEZ CIRCUIT, PREFRONTAL CORTEX
and CHOLINERGIC and MONOAMINERGIC elements of the ASCENDING
RETICULAR ACTIVATING SYSTEM. He also suggested that ANXIOLYTIC drugs,
notably the BENZODIAZEPINES and BARBITURATES, had 3 major action on this
system: anxiety was interpreted as overactivation of the behavioural inhibition system,
the drugs working to correct this. The ideas Grey presented about the nature of anxiety
have had impact (see EMOTION; FIGHT-OR-FLIGHT). The need to interrupt ongoing
activity following analysis of fresh sensory data is not in doubt, though the precise way in
which this function is achieved by brains remains unclear.
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behavioural neuroscience

That part of neuroscience that seeks to understand the relationships between brain
systems and the control of behaviour, as opposed to cognitive processes.

behavioural pharmacology

see psychopharmacology

behavioural silence

A term coined by Anthony Dickinson to describe a problem in animal LEARNING:
learning is demonstrated by animals through changes in their behaviour. If there is no
change in behaviour however, is it correct to assume that no learning has occurred?
Evidence from phenomena such as LATENT INHIBITION and LEARNED
IRRELEVANCE indicate that animals learn about the world even though they might give
no overt indication, at the time, that learning has occurred; see McFarland (1999) for a
discussion of this.
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behavioural state

This term refers to the three main states of waking, SLOW-WAVE SLEEP (SWS) and
REM SLEEP (rapid eye movement sleep). Each is not a homogeneous state: different
behaviours and levels of arousal occur during waking, and in humans, four different
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stages (depths) of SWS have been identified. Control of behavioural state relies on the
interplay between CHOLINERGIC and MONOAMINERGIC neurons in the
RETICULAR FORMATION and their interaction with those in the FOREBRAIN,
particularly the THALAMUS, HYPOTHALAMUS and CORTEX.

In its most fully developed form, each behavioural state can be differentiated from the
other by means of three physiological measures: recordings of the cortical
ELECTROENCEPHALOGRAM  (EEG), muscular tone as recorded by
ELECTROMYOGRAM (EMG) and eye movements recorded by ELECTRO-
OCULOGRAM (EOG), although using only the first two of these together is also
relatively accurate. The EEG is desynchronized during both waking and REM sleep, but
synchronized during SWS (see SYNCHRONY/DESYNCHRONY). Muscle tone is
highest during ‘active waking’, less during ‘quiet waking’ and SWS, and practically zero
in REM sleep. Eye movements can be measured during both waking and REM sleep,
although they occur as an involuntary SACCADE during REM sleep. There are also
recognizable transition zones between states. For instance, the transition from waking to
SWS is marked by a period of drowsiness lasting several minutes, which is depicted by
episodic appearance of spindle waves (see SLEEP SPINDLES) and a gradual increase in
the amplitude of the EEG. In contrast, the transition from SWS to waking is a sudden
change during a period of only a few seconds, incorporating increased frequency and
decreased AMPLITUDE of EEG, increased muscle tone and reappearance of voluntary
eye movements. The transition from SWS to REM sleep is observed physiologically by
1-2 minutes of sharp PGO WAVES, originating in the PONS and occurring prior to EEG
desynchrony and MUSCLE ATONIA.

Behavioural state control was once thought to be a passive process. However, in 1990
Steriade & McCarley proposed a reciprocal interaction model: an active model of
behavioural state control, based on mathematical assumptions about two types of
neurons, REM-off and REM-on. As REM-off neurons gradually increased their firing,
they would activate REM-on neurons by a feed-forward mechanism. The increase in
firing of REM-on neurons would precipitate REM sleep and inhibit the REM-off
neurons. As activity in the REM-off group subsided, there would be less activation of
REM-on neurons and the balance of activity would switch back to REM-off neurons.
This model has subsequently been applied to neurons located in the reticular formation,
which have state-dependent firing patterns, that is, consistently changing in relation to the
behavioural state of the animal. REM-on neurons include the cholinergic neurons in the
PEDUNCULOPONTINE TEGMENTAL NUCLEUS and LATERODORSAL
TEGMENTAL NUCLEUS, and the GLUTAMATE- and GLYCINE-containing neurons
in the medial pontine reticular formation. REM-off neurons include the SEROTONIN
neurons in the RAPHE NUCLEI and the NORADRENALINE neurons in the LOCUS
COERULEUS. It has been possible to confirm the connections between these nuclei
through the technique of TRACT TRACERS. In addition, in most instances, the
RECEPTOR subtypes and excitatory or inhibitory relationships which occur between the
nuclei have been ascertained by in vitro electrophysiological recordings. However, the
model is still being developed and modified: one particular point which has not been
reconciled with the known anatomy and electrophysiology is that these neuronal groups
are all active at once during the waking state.
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Although the patterns of EEG, EMG and EOG activity typically measured in each
behavioural state are orchestrated by the MESOPONTINE and PONTINE RETICULAR
FORMATION neurons, these have crucial interactions with a number of other nuclei to
produce such physiological changes. Specifically, control of EEG comes from reticular
formation input to the thalamus and cortex, control of muscle tone is through interactions
between the pons and alpha-MOTONEURONS, and EOG is modified by pontine
interactions with OCULOMOTOR neurons. Important afferent control of these systems
also comes from the hypothalamus and SUPERIOR COLLICULUS. For instance,
projections from the posterior hypothalamus have been implicated in alertness, and those
from the SUPRACHIASMATIC NUCLEUS are likely to be important in entraining the
oscillation between behavioural states to the CIRCADIAN RHYTHM; inputs from the
superior colliculus play an important role in eye-movement control. There is also likely to
be considerable plasticity in these control mechanisms, since it has been shown that
patients who are in a PERSISTENT VEGETATIVE STATE still switch between
different behavioural states, despite severe damage to the thalamus. In such conditions it
would appear that the thalamus is not necessary for behavioural state control, if
extrathalamic pathways are intact.

See also: sleep-wake cycle
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behavioural tolerance

Cellular tolerance accounts for TOLERANCE in terms of changed function in cells. In
contrast, behavioural tolerance is a form of tolerance that involves behavioural and
psychological processes. It has been proposed by Siegel (1989) that part of the effects of
drugs is conditioned: the place in which a DRUG is taken, for example, can acquire, by
PAVLOVIAN CONDITIONING, effects of its own (see PLACE CONDITIONING).
These effects will often involve making the body ready to receive drug. If these
preparatory signals are not present, a drug may have a very different effect. It has been
suggested that many of the fatalities that result from drug OVERDOSE involve a drug
having been administered in a novel environment, where the protective effects of learned
responses were not present.
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behaviourism

Broadly, behaviourism refers to the doctrine that understanding behaviour is fundamental
to understanding mental events. Scientific and philosophical forms of behaviourism can
be identified. Scientific behaviourism has its origins in the work of J.B. Watson (1878-
1958) but was given its most vigorous defence by B.F.Skinner (1904-1990). Strict
behaviourists argue that behaviour is all that there is to measure: that mental terms and
events are of little or no value; and that internal neural events are of no value, in that all
behaviour can be described in its terms of actions and the environmental events that
precede and follow them. Scientific behaviourism came under attack from cognitive
scientists, and in particular from those with an interest in LANGUAGE, a process that
behaviourism has great difficulty in accounting for. Behaviourism is still of value in that
it generated a series of terms and tools for investigating processes of LEARNING and
MEMORY (see for example CONDITIONING and OPERANT CHAMBER), and in its
clinical manifestations (see BEHAVIOUR THERAPY). Philosophical behaviourism was
concerned with the analysis of the meaning of mentalistic expressions; it no longer has
impact.

Bell-Magendie law

Named after its founders, Frangois Magendie (1783-1855) and Charles Bell (1774-
1842), this simply encapsulates the principal that the VENTRAL ROOTS of the SPINAL
CORD carry motor information out from the spinal cord to various targets within the
body, while the DORSAL ROQOTS bring sensory information to the spinal cord from the
body.
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belladonna alkaloids

The most commonly used of these are ATROPINE and SCOPOLAMINE, both
MUSCARINIC ACETYLCHOLINE RECEPTOR blockers.

benzedrine

Benzedrine is the trade name for the racemic mixture (RACEMATE) of
AMPHETAMINE; that is D,L-amphetamine. The slang term ‘bennies’ refers to
benzedrine.

benzodiazepine

(BDZ) Any of the group of drugs with ANTICONVULSANT, ANXIOLYTIC, hypnotic
and muscle-relaxant properties. They act at the GABA receptor complex type A, where
they bind as agonists to a specific benzodiazepine binding site. Here, they facilitate
GABAergic inhibitory neurotransmission. Examples of the class include DIAZEPAM
(valium) and nitrazepam (mogadon). Benzodiazepines have a variety of indications,
including INSOMNIA, termination of SEIZURES, ANXIETY and PANIC disorders.
Though very safe drugs, particularly in overdose, there is considerable risk of
TOLERANCE and physical and psychological DEPENDENCE.

IAN C.REID

benzodiazepine-induced hyperphagia

Drugs that act at the benzodiazepine receptors, as well as having a variety of
ANTICONVULSANT, ANXIOLYTIC and hypnotic effects, also affect FEEDING:
benzodiazepine-receptor agonists increase food intake while inverse agonists reduce it.
The hyperphagic effects appear to be mediated through BRAINSTEM processes,
probably at sites within the PARABRACHIAL NUCLEI. Direct MICROINJECTION of
the benzodiazepine MIDAZOLAM into the parabrachial nuclei increased food intake but
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did not produce seda-tion or changes in gross motor activity, suggesting that the effects
of benzodiazepines may be specifically related to some aspect of feeding, rather than a
non-specific effect.
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Berlyne box

Equipment used to measure EXPLORATION in rats. It is an OPEN FIELD with a
compartment in one wall, normally obscured by a door, that contains a novel object.
Once a rat has become familiar with the open field, the compartment is opened, and
exploration measured in terms of rats’ latency to make contact with the novel object and
the amount of time directed to it. This provides a measure of exploration, though one
partially confounded by locomotor activity—rats with motor impairments have difficulty
showing a preference for novelty in this test, unlike the CARLSON BOX.

Bernstein principle

Bernstein was a physiologist working in the Soviet Union whose work became well
known in the West with the publication in 1967 of The Coordination and Regulation of
Movements. Bernstein made many valuable contributions to the study of movement, but
became known for suggesting that ‘there exist in the central nervous system exact
formulae of movements or their engrams and that these formulae or engrams contain in
some form of brain trace the whole process of the movement in its entire course in time’
(Bernstein, 1967, p. 37). This process he saw as a chaining together of one ENGRAM
after another, each concerned with a portion of the total action. These could be chained
such that execution of engram A produced activation of engram B, though Bernstein
preferred to think of them as not being so slavishly chained. Rather, he preferred the
notion that activation of one engram could release several others (a rather more
disinhibitory conception). He also believed that while actions could be decomposed, there
must be a central representation (a motor image) of the entire action. For a discussion of
Bernstein’s work, see Jeannerod (1988).
See also: motor control; motor programming; motor system
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beta amyloid protein

see amyloid

beta blockers

Drugs that act as ANTAGONISTS at BETA RECEPTORS (see ADRENOCEPTORS).
Beta blockers are often prescribed to suppress activity in the SYMPATHETIC
NERVOUS SYSTEM (for example, they can slow HEART RATE and reduce sweating).
They are also used in the treatment of such things as POST TRAUMATIC STRESS
DISORDER and ANXIETY, but there is little evidence for them having very specific
therapeutic actions in these conditions.

beta carboline

see anxiogenic

beta cells

These are the B CELLS of the IMMUNE SYSTEM; see also IMMUNOLOGY;
LYMPHATIC SYSTEM; T CELL.



EntriesA-Z 201

beta conditioning

see alpha and beta conditioning

beta endorphin

see endorphins

beta receptor; beta adrenergic

see adrenoceptors

beta waves

see electroencephalogram

Betz cells

Betz cells, named after Vladimir Betz (1834-1894) who discovered them, are giant (50—
80 um) PYRAMIDAL NEURONS in layer 5 of the primary MOTOR CORTEX. There
are about 30000 Betz cells in the human motor cortex. Their axons contribute to the
CORTICOSPINAL TRACT, which contains the axons of about a million neurons.

See also: agranular cortex; cytoarchitecture
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bicuculline

The most widely used competitive ANTAGONIST (see COMPETITIVE-
NONCOMPETITIVE BINDING) at the GABA-A receptor (see GABA RECEPTORS).
The GABA-B receptor is discriminated from the GABA-A receptor by virtue of the
inability of bicuculline to work there: BACLOFEN is the most common antagonist for
the GABA-B receptor.

Bienenstock-Cooper-Munro rule

see Hebbian synapse

bilateral

Affecting or present on two sides: the brain has two hemispheres so, for example, a
bilateral LESION of a particular structure would be one that was present in that structure
in both hemispheres. A UNILATERAL lesion would be present in that structure in one
hemisphere only.

bilingualism

Ability to communicate in two languages (in more than two languages, multi-lingualism).
A categorical distinction between ‘real’ bilinguals and non-bilinguals cannot be drawn;
rather, there is a continuum from grossly unbalanced to closely balanced mastery of
different languages. However, even the most balanced bilinguals differ in how they use
their languages—a particular technical vocabulary may be primarily accessible in one
language, for instance. The use of more than one dialect (for example, a